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CRYOGENIC SFM 
Low Temperature Scanning Force Microscopy in Magnetic Fields 

• SFM, MFM, STM in UHV 

• T: < 9 K - 300 K 

• Split-Coil 8-Tesla Magnet 

Topography (a) and 
vortices (b) on a 
superconducting YBa2Cu307.x film at T = 7.6 K. 
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Contact mode AFM on 
NaCI at 7.8 K in UHV, 
(3.9 nm x 3.9 nm). 
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For Complete Characterisation of Plasma Processes ... 

... Hiden's EQP 
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plasma research, process transfer 
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for improved understanding of 
plasma chemistry has never been 
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Hiden Analytical^ universally 
acclaimed EQP provides the 
answers. Complete gas, ion and 
radical characterisation at the wafer 
level and throughout the reactor. 
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energy analysis of: 

• Positive Ions      • Neutrals 
• Negative Ions     • Radicals 

in deposition and etching with 
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desorption adsorption 

Action 
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spectrometers for vacuum diagnostics, process gas analysis and end point 
detection. All operate under the control of Hiden's Windows™ MASsoft PC 
for fast, flexible and user-friendly data acquisition and management. 
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or e-mail: info@hiden.demon.co.uk 

ANALYTICAL 

Excellence in Plasma Diagnostics 

Corporate Office and Service Center: Hiden Analytical Inc., 75 Hancock Road, Suite D, Peterborough, NH 03458-1100. Tel:1-888 96 HIDEN 
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Discern the newest breakthrough in film technology- 

A REVOLUTION IN THIN FILM 
The Ion Source produces a variety of metal 

ion beams (C, Si, Au, Cr, Cu, W, B, etc.) by 
sputtering (V diameter target is used). 
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depending on the target materials. 
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A New Joint 
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An exciting new bimonthly 

publication, Computing in 
Science and Engineering, 

has grown out of a merger of AIP's 

Computers in Physics and IEEE 
Computational Science & 

Engineering, published by the IEEE 

Computer Society. This full-color 
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your favorite in-depth depart- 

ments— Scientific Programming, 

Computer Simulations, Computers in 

Education, and more. To these, it 
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ronmental modeling, computational 

cosmology, and other vital topics. 

Every issue includes theme articles, 

departments, news reports, and 

editorial comment. Collateral 

materials such as source code will 

be made available electronically 

over the Internet. 

COMPUTER 
SOCIETY 

AMERICAN 
INSTITUTE 
2EPHY5IC5 

To subscribe, call 800-344-6902 
or 516-576-2270. 

You can also e-mail subs@aip.org. 

You're a professional. You want your 

metrology to be right on the money. 
And VLSI can help. With its new 

family of larger and more convenient 
resistivity standards... 

They're now on 200mm wafers to 

run more easily in today's equipment. 
Available resistivity values 

span six orders of mag- 

I nitude. And uncertainty 
is less than 1%! 

tnougn 

To eliminate confusion, both the 

nominal value and measurement area 
are clearly marked. 

The standards are NIST-traceable, 
of course, and are usable on 4-point 
probes and non-contact instruments. 

For full information, just call. And 

also get a free "Good Enough ISN'T" 
button to flaunt your perfectionism. 

VLSI Standards: (800) 228-8574. 
Or on the Internet: www.vlsistd.com 

\/l   r\ Standards 
V L^  I Incorporated 

The Measurement Standards for the Industry. 
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For years, CERAC has been your one source for the 
world's largest selection of inorganic chemicals, 
evaporation materials and sputtering targets in nearly 
any size, shape and composition. And now, we're 
expanding your resources even more. 

First there's our brand new catalog with more new 
products, quicker and easier references and expanded 
technical information. 

Then there's our newly revised web site with everything 
that's in our catalog and more, including a complete 
listing of stock items, in-depth technical product 
information and the latest industry news. Check in 
oltcri in Mr \\h;iiN new. 
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are the helpful people at CERAC. 
They're ready to answer your 
questions personally, or to take your 
order for fast, on-time shipment. 

So many convenient resources 
from a simile ivli.ihlc MMIIVI*. . 
working together just keeps getting 
easier with CERAC.      ■ 
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Surface Science Spectra 
An International Journal Devoted to Archiving Surface 
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Spectra - the definitive international reference 
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university labs. Surface Science Spectra 
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References on Specific Materials 
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Learn Vacuum 
Technology from 
the Experts... Buy an 

AVS Classic Series 
reference book- 

out-of-print references 
by industry-founding experts: 

Vacuum Technology and Space Simulation— 
Santeler, Holkeboer, Jones, and Pagano 
Field Emission and Field lonization—Comer 
Handbook of Electron Tube and Vacuum 
Techniques—Rosebury 
The Physical Basis of Ultrahigh Vacuum- 
Redhead, Hobson, and Kornelsen 
Ionized Cases—von Engel 
Vacuum Sealing Techniques—Roth 
Basic Data of Plasma Physics: The Fundamental 
Data on Electrical Discharges in Cases—Brown 
Handbook of Materials and Techniques for 
Vacuum Devices—Kohl 
Plasma Diagnostics—Loch te-Holtgreven 
Quadrupole Mass Spectrometry—Dawson 

Order your Classic 
today! Call 1-800- 
777-4643 to order. 

Does Your Scanning System 
Need an Upgrade? 

PC Upgrades for PHI® 590,595, & 600 
Scanning Auger Systems 

The RBD ScanMapl PC 
Upgrade Package provides 
Windows® 95,98 & NT con- 
trol of data acquisition and 
analysis on PHI® 590, 595, 
600 Scanning Systems. 

PC Upgrade Benefits: 
• System reliability & performance are greatly improved 
• Replaces 18-075/18-175 keyboard and 18-070/18-170 

scanning electronics 
• Reduced system footprint means more lab space 
• RBD Y2K compliant software used to control the system 
• Can be used with most PCs 

RBD Enterprises also provides the following products and services 
for PHP and other surface analysis systems and components: 
• Repair of optics and electronics 
• Refurbished components and systems 
• Field service 
• PC-based upgrades for many PHI® systems 

RBD 
ENTERPRISES 

563 SW 13th St. Suite 201- Bend, OR • 97702 
Phone: 541.330.0723 • Fax: 541.330.0991 
E-Mail: info@rbdenter.com 
Web Site: http://www.rbdenter.com 

Get the Technical 
Training You 
Need Now! 

For more than 20 
years, the AVS has been 

providing practical job training by 
recognized professionals in the areas of: 

♦ Applied Vacuum Technology 

♦ Surface Analysis and Materials 

Characterization 

♦ Materials, Thin Films, and Coatings: 

Processing and Properties 

Courses are offered all year long across 
the U.S. Call the 800 number below to find 
out when courses will be offered in your area. 

Ask us about our On-Site Training 
Program too! 

Call AVS Short 
Courses today at 
1-800-888-1021. 

For Convenient 
Training at Your 
Facility... 

Try AVS 
Industrial 

Training Videos 

We bring vacuum technology training directly 
to your workplace—on video—for convenient 
employee training, review, and self-paced learn- 
ing. Training programs currently available are: 

♦ Properties of Vacuum System Materials 

♦ Sputter Deposition and Ion Beam Processes 

♦ Fundamentals of Capture Pumping 

Each program provides 6-8 hours of training 
and includes 20 illustrated workbooks. 

Order your tapes 
today! Call the AVS 
at 212-248-0200. 
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Application and calibration of a quartz needle sensor for high resolution 
scanning force microscopy 

W. Clauss,a) J. Zhang, D. J. Bergeron, and A. T. Johnson 
Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, Pennsylvania 19104 

(Received 15 January 1999; accepted 21 May 1999) 

We have investigated a force sensing technique for high-resolution scanning force microscopy 
which uses a piezoelectric quartz resonator oscillating perpendicular to the direction of the sample 
surface at a frequency of 1 MHz. The achievement of true atomic resolution on single-wall carbon 
nanotube surfaces illustrates the promises of this new technique which is especially well suited for 
ultrahigh vacuum or low-temperature conditions. The force sensitivity and the mechanical 
amplitude of the sensor oscillation were characterized semiquantitatively. © 1999 American 
Vacuum Society. [S0734-211X(99)08504-2] 

I. INTRODUCTION 

The use of piezoelectric resonators as distance sensors 
was introduced into the field of scanning probe microscopy 
some years ago,1 mainly driven by applications connected to 
near-field scanning optical microscopy.2 For dedicated scan- 
ning force microscopy (SFM), this technique was not widely 
taken into consideration, mainly because of low operating 
frequencies and the fact that dynamic noncontact or tapping 
mode techniques with standard cantilevers are already well 
established. Recently, a scanning force microscope based on 
a quartz "needle" resonator operating at a frequency of 1 
MHz3 has become commercially available.4 A sketch of this 
force detector is shown in Fig. 1. The high operation fre- 
quency greatly increases the maximum possible scan speed 
which is the most severe limitation of this method. More- 
over, as shown below, with appropriate tips this sensor even 
allows the acquisition of true atomic resolution images. We 
suggest that this surprisingly high resolution results from the 
low oscillation amplitude (=£1 nm) made possible by the 
high mechanical stiffness of the quartz needle, especially in 
comparison to usual Si-based cantilevers. 

Until now, there exists no quantitative characterization of 
the frequency response as a function of the tip-sample inter- 
action force. Here, we present the first calibration procedure 
of the needle sensor response allowing at least an estimate of 
the actual tip-sample forces. Finally, we describe a simple 
procedure to determine the amplitude of the needle oscilla- 
tion. 

II. EXPERIMENTAL SETUP 

We used a BEETLE5 type ultrahigh vacuum (UHV) com- 
patible microscope head with a scan range of 5 /an which 
was modified6 for the use of the 1 MHz needle sensor. The 
instrument is capable of operation at temperatures below 4 
K, but for the measurements reported here it was operated 
only under ambient or HV conditions. Electronic control of 
the microscope is provided by a SCALA system4 allowing 

"'Permanent address: University of Tuebingen, Inst. of Applied Physics, Auf 
der Morgenstelle 10, D-72076 Tuebingen, Germany; electronic mail: 
wilfried.clauss@uni-tuebingen.de 

the operator to switch between different modes of tunneling, 
dynamic force, and conductive-tip force microscopy by the 
appropriate choice of the feedback signal and the use of ei- 
ther a standard metal tip or a needle sensor. In SFM mode, 
the feedback uses the phase shift <f> between the needle out- 
put signal and the excitation frequency, which is adjusted by 
the software to match the piezo resonance. In order to attach 
the tips of standard7 or diamond-coated conductive SFM 
cantilevers8 to the end of the needle sensors,9 we developed 
a micromanipulation stage. A cantilever is positioned on top 
of the face surface of a needle with an accuracy of 5 /xm and 
connected by gluing with a conductive resin. After the epoxy 
has cured, the cantilever holder is broken away from the 
beam by carefully retracting it, leaving the needle with a 
slight weight increase due to the combined mass of the resin 
and the part of the cantilever carrying the tip. This results in 
a shift of the undistorted resonance frequency at 1 MHz by 
several kHz. A change from ambient conditions to moderate 
vacuum (10~2 T) introduces an increase of the resonance 
frequency of about 40 Hz. Further lowering of the pressure 
does not affect the frequency significantly. Cooling the sen- 
sor to liquid helium temperatures shifts the frequency by 
~500 Hz. The quality factor of the oscillation also varies 
from -8000 at ambient to 20000 under HV conditions. We 
note that due to the dependence on the environmental condi- 
tions, it is not possible to make a calibration as described 
below that is valid for all needles even if they were identical. 
Therefore, the reported values should only be taken as a 
quantitative estimate. 

III. HIGH RESOLUTION IMAGES 

In order to demonstrate the needle sensor capabilities, we 
show images of single-wall carbon nanotubes (SWCNs). 
Figures 2(a) and 2(b) are the topography and phase images, 
respectively, of a rope containing several SWCNs lying on a 
flat Au(l 11) surface. The diameter of individual tubes cannot 
be determined from this image because the resolution is lim- 
ited by the diameter of the diamond-coated tip used in this 
measurement. However, in some cases it was possible to 
achieve a much higher resolution with the same kind of tips. 
An example is given in Fig. 3 which shows an area with few 
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FIG. 1. Sketch of a needle sensor with a cantilever beam attached to the top 
surface. 

individual SWCNs. In addition to the standard topographic 
image, the local conductivity [Fig. 3(b)] could be measured 
simultaneously by application of a voltage of several hun- 
dred mV between sample and conductive tip. In all signals, 
the chiral structure of the SWCN surface resulting from the 
orientation of the graphitic lattice with respect to the tube 
axis is clearly visible. In addition to the expected primitive 
periodicity along the spiral lines, a second periodicity com- 
patible with a \/3-based superstructure can be identified. A 
detailed interpretation of the image contrast is given 
elsewhere.10 This image clearly illustrates that the spatial 

FIG. 2. Overview SFM image (230x230 nm) of nanotubes on a Au(lll) 
surface, (a) Topography, (b) error signal (phase deviation). 

resolution of the needle sensor technique is only limited by 
the actual sharpness of the tip. To account for the extremely 
high resolution we suggest that the tip fortuitously picked up 
an individual nanotube serving as very sharp force sensor in 
subsequent images. We also note that in the high resolution 
image series taken with phase setpoint values below 2°, no 
compression of the tube surface was observed. Theoretical 
and experimental values for the bending strength of SWCN 
suggest that the forces necessary to perturb the surface ge- 
ometry are of the order of a few nN."12 This is consistent 
with the calibration results discussed below. 

IV. CALIBRATION OF THE NEEDLE PHASE 
RESPONSE 

In order to get a better estimate about the relation between 
the phase shift of the needle signal and the applied force we 
arranged a setup where a soft standard SiN cantilever7 was 
imaged by the SFM tip. Using the standard spectroscopy 
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FIG. 3. High resolution SFM image 
(10X10 nm) of nanotubes with phase 
setpoint of 1.5°. (a) Topography, (b) 
current, (c) phase (error signal). The 
periodicity visible in the line scan per- 
pendicular to the spiral lines results 
from a \ßX 1 superstructure superim- 
posed to the primitive lattice which 
can be identified along the spiral lines. 
The two identically looking tubes are 
probably imaged by a double tip. 
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FIG. 4. Scanning force image of the cantilever carrier surface" taken before 
the force-distance spectra on the cantilever itself were taken. The phase 
setpoint value is 5°. 

software of the microscope controller, the phase response of 
the needle was measured under variation of the z position of 
the tip at a fixed lateral position /,• along the cantilever. From 
standard continuum elasticity, the spring constant of a 
straight beam with length /, thickness d, and width w is given 
by k = cwd3/l3, where c is a constant accounting for the 
elastic material properties. Therefore, the local spring con- 
stant kt can be described by &, = £(///,)3. Assuming a linear 
cantilever response, we expect a phase-distance characteris- 
tic with slope m = A(f>/Az which is related to the sensitivity 
S of the needle by S = m/k[. 

Four cantilevers of known geometry with different spring 
constants k have been used. Additionally, the thickness of 
the cantilevers was measured by scanning electron micros- 
copy to correct for possible deviations with respect to the 
nominal value. With this correction taken into account, their 
k values were 0.095, 0.19, 0.50, and 0.92 N/m, respectively. 
The calibration measurements were performed under high 
vacuum to avoid capillary force effects in the following way: 
First, a coarse approach onto the surface of the cantilever 
carrier was performed. In order to check the quality of the 
cantilever tip, an image of the carrier surface was taken im- 
mediately after this approach. An example is shown in Fig. 
4. Subsequently, the tip was gradually moved towards the 
end of the cantilever while monitoring the feedback stability. 
The phase setpoint was chosen as low as possible in the 
range between 10° and 15°, in order to minimize the static 
bend of the cantilever beam. We observed a strong trend 
towards instability of the cantilever if the effective spring 
constant k{ was lowered by increasing the distance from the 
carrier edge. On the cantilever with the smallest k value, 
stable feedback operation could not be established at all, 
most likely because adhesive or capillary forces were too 
large. On the other three cantilevers, phase-distance spectra 
were taken at various positions on the cantilevers between 
40% and 100% of the full beam length. Vertical variations 
were extended over a range of 8-15 nm around the setpoint 
position. An example of a phase-distance curve is shown in 
Fig. 5(b). For comparison, a standard phase-distance spec- 
trum taken on top of the SiN carrier is shown in Fig. 5(a). As 
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FIG. 5. Force distance curves taken (a) on the cantilever carrier, (b) 
cantilever with fc = 0.5 N/nm at relative position /, = 0.4/. 

expected, the force-distance relation on the cantilever is 
dominated by the bend of the beam, leading to a straight 
force-distance curve. In contrast, the phase shift on the stiff 
cantilever surface is strongly nonlinear and reaches very high 
values. Table I lists the measured sensitivity values from 
various positions, taking into account the different values of 
ki of different tip positions. We suggest that the variation 
between the different measurements is mostly resulting from 
the uncertainty of the actual tip position, leading to a corre- 
sponding error in the effective spring constant. From the fact 
that the measurement at the full length of a cantilever (giving 
the most reliable length estimate) yields the highest sensitiv- 
ity, we conclude that a realistic calibration factor is around 
17nN. We note that the sensitivity of an individual sensor 
also depends on its actual quality factor. 

TABLE I. Measured values of the sensitivity S on three different cantilevers. 

ka{ [N/m] h sensitivity S [7nN] 

0.19 0.8 0.72 
1.0 1.81 

0.5 0.4 0.9 
0.7 0.95 

0.92 0.75 0.5 
0.8 0.8 
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Vr 

FIG. 6. Sketch of the setup for the measurement of the oscillation amplitude. 
During stable tip-sample contact the distance is fixed to a value zho]d. Af- 
terwards, the minimum tip-sample distance is decreased from d{ to d2 by 
increasing the amplitude from At to A2- 

V. AMPLITUDE OF THE APPLIED OSCILLATION 

Along with an estimate for the strength of the interaction 
force, it is also important to determine the amplitude of the 
mechanical needle oscillation. This can be done by the fol- 
lowing procedure: As shown schematically in the left part of 
Fig. 6, we assume that the amplitude A, is of the same order 
as the closest distance d\ at the turning point of the cycle. 
We further assume that the interaction leading to the phase 
shift will mostly take place during the part of the cycle with 
the closest approach (tip near d,). During the first step of the 
procedure, a stable tip-sample contact with a phase setpoint 
in the range of usual imaging parameters is established. 
Next, the z position of the piezo is fixed to a value zho,d (see 
Fig. 6) and the feedback circuit is disabled. Then, the needle 
excitation is raised from Ax to /42

=S1.5A|. The increased 
mechanical amplitude reduces the minimum tip sample dis- 
tance at the turning point by Sz, causing an increased phase 
shift. With the feedback still disabled, the tip is backed away 
manually until the original phase setpoint is restored. Ne- 
glecting mechanical drift in the tip-sample distance, this dis- 
tance correction Sz and the value of the amplitude variation 
A i —A2 caused by the change of the excitation signal Vr can 
be assumed to be identical. Therefore, we get the expression 
for the amplitude conversion factor D between excitation 
voltage and mechanical needle oscillation as 

Sz = 2(A2-Al) = D(Vr2-Vr}). 

The application of this procedure with a variety of ampli- 
tudes yields values for D around 2 nm/mV. This can vary for 
individual needles because of the dependence of the oscilla- 
tion amplitude on the Q factor. Common excitation values 
for the sensor operation are in the range of 0.3-0.5 mV, 
resulting in amplitudes below or around 1 nm, small enough 
to explain the observed high spatial resolution. Moreover, a 1 
nm oscillation amplitude will keep the tip in a distance range 
where electron tunneling is possible during a large fraction 
of the cycle. Therefore, this sensor is well suited for simul- 
taneous measurement of mechanical and electronic surface 
properties and for imaging samples with inhomogeneous 
electrical conductivity. This is illustrated by current images 
acquired simultaneously with the phase and topography sig- 
nal as shown in Fig. 3(b). 

VI. SUMMARY 

We have shown that dynamic force microscopy with a 1 
MHz needle sensor can be successfully used to obtain near- 
atomic' resolution as illustrated by experiments on single- 
wall carbon nanotubes. A semiquantitative calibration mea- 
surement of the force sensitivity shows that this technique is 
comparable to more sophisticated setups for high resolution 
dynamic force microscopy used previously.13'14 Moreover, 
the applicability for scanning force microscopy under UHV 
and low-temperature conditions is greatly improved by this 
setup because no optical components are used. 
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Surface structure characterization of DNA oligomer on Cu(111) surface 
using low temperature scanning tunneling microscopy 
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The surface structures of DNA oligomers, pAAAAAAATTTTTTT, deposited on Cu(l 11) surface have 
been characterized at liquid nitrogen temperature using a scanning tunneling microscope. Four 
different types of adsorbed structures have been observed in DNA oligomers; (i) an isolated whole 
molecule, (ii) a shortened molecule, (iii) a cluster, and (iv) a double helix. The internal structures of 
the oligomers also have been resolved. © 7999 American Vacuum Society. 
[S0734-211X(99)08104-4] 

I. INTRODUCTION 

The scanning tunneling microscope (STM) is an impor- 
tant tool for the study of biomolecules.1 A large number of 
reports on the observations of DNA in air or water using 
STM have been published.2-6 The invention of STM aroused 
our interest in DNA base sequencing using STM, but se- 
quencing using STM remains to be achieved.1 The resolution 
of the images obtained in air or water seems not to be 
enough to image the internal structure of DNA.2"6 For the 
improvement in resolution, we have performed the observa- 
tion at liquid nitrogen temperature in ultrahigh vacuum 
(UHV). 

Here, we report the STM observation of a DNA oligomer 
adsorbed on Cu(lll). By performing the observations at liq- 
uid nitrogen temperature in UHV, high resolution images 
have been obtained. We have found that the oligomer forms 
various structures on Cu(lll) and the molecular internal 
structures are also successfully resolved. 

The observed DNA oligomer is pAAAAAAATTTTTTT [ab- 
breviated as A777]. The 14-mer has 14 nucleotide units con- 
sisting of seven adenines and seven thymines attached to its 
phosphate sugar backbone. Since the Watson-Crick base- 
pairing forces DNA into the double helix structure, the 14- 
mer is expected to form some interesting structures. 

II. EXPERIMENT 

A clean Cu(lll) surface was prepared by several cycles 
of annealing at 550 °C and sputtering with Ar+.7'8 The A777 
oligomer was deposited on the clean Cu(lll) surface using 
the pulse injection technique9 in order to prevent decompo- 
sition of the DNA oligomer because it was well known that 
large molecules, such as DNA deposited using thermal 
evaporation10 can be easily decomposed.11'12 A pulse valve 
filled with a DNA aqueous solution was attached to the 
preparation chamber in vacuum (~10~7Torr). A clean 
Cu(lll) substrate was located just under the pulse valve. 
The distance from the pulse valve to the substrate was 100 
mm. The solution was injected toward the substrate at room 
temperature when the valve was opened for 1.5 ms. After 

deposition of the DNA oligomer on the Cu surface, this 
sample was subsequently transferred to the STM UHV 
chamber (~10~10Torr). And then surface structures of the 
DNA were observed using STM at liquid nitrogen tempera- 
ture (—80 K). All images were obtained in constant current 
mode at the bias voltage of 2 or 3 V. The atomic resolution 
of Cu atoms13 cannot be obtained under the tunneling condi- 
tion which is suitable for the imaging of DNA oligomers. 

III. RESULTS AND DISCUSSION 

Figure 1 shows a STM image of an A 7 77 oligomer on the 
clean Cu(lll) surface. The size of the encircled bright object 
is in agreement with that of one molecule in lateral dimen- 
sions. The various observed adsorbed structures can be clas- 
sified into four different types: (i) an isolated whole molecule 
[Fig. 2(a)], (ii) a shortened molecule [Fig. 2(b)], (iii) a cluster 
which is constructed from two or more molecules [Figs. 
2(c)-2(e)], and (iv) a double helix [Figs. 2(f) and 2(g)]. 

"'Corresponding author; electronic mail: kawai@sanken.osaka-u.ac.jp 

FIG. 1. Image of A1T1 DNA oligomers on Cu(lll) surface. The image was 
taken in the constant current mode with 7=4 pA and V,=2.0 V for the area 
of ~500 A X —430 Ä. The bright object encircled with a rectangular is an 
isolated molecular image. 
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FIG. 2. STM images of A 7 77 DNA oligomers adsorbed on Cu(l 11) surface, (a) An image of two isolated whole molecules (-90ÄX90Ä). The topographic- 
heights of these molecular images are about 2Ä. (b) An image of a shortened molecule (-90ÄX90Ä). The chain length is about half of those measured for 
the isolated molecules in (a), (c) An image of a cluster (-200ÄX200 Ä). A pair of parallel two chains can be seen (arrow), (d) An image of a cluster 
(300ÄX300Ä). A pair of parallel two chains is observed (arrow), (e) An image of clusters (220ÄX220Ä). A part of twisted chains can be seen (arrow), 
(f) An image of double helix (-130ÄX 130Ä). White lines indicated by arrows show positions where the height of the molecule was measured. The 
maximum topographic heights of cross sections (a), (b), (c), (d), and (e) are 1.6, 2.9. 3.5, 2.6. and 2.2 Ä. respectively, (g) The perspective projection of (f). 
(a), (b), (c), and (f) The extracted images from Fig. I. (e) Extracted from Fig. 3. (d) A region picked out in an image which is not presented here, (d) A 
constant current image taken with / = 5 pA and V,= 3.0V. 

The topographic heights of isolated molecules [Fig. 2(a)] 
are about 2 Ä. Figure 2(b) is a STM image of the shortened 
molecule, whose chain length is approximately half of that of 
the isolated molecule shown in Fig. 2(a). Figures 2(c)-2(e) 
show STM images of "clusters." Parallel chains [Figs. 2(c) 
and 2(d)] and a twisted chain [Fig. 2(e)] are seen. A "double 
helix" structure has been found as shown in Figs. 2(f) and 
2(g).  The value of lateral  dimension  indicates  that the 

"double helix" is formed from two oligomers. White lines 
indicated by arrows in Fig. 2(f) show positions where the 
height of molecule was measured. The maximum heights of 
cross sections (a), (b), (c), (d), and (e) of Fig. 2(f) are 1.6, 
2.9, 3.5, 2.6, and 2.2 Ä, respectively. Since the heights of 
cross sections (b) and (c) of Fig. 2(f) are larger than those of 
cross sections (a), (d), and (e), (b) and (c) are the positions 
where the two strands cross. The "double helix" is therefore 
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FIG. 3. (a) Image of A1T1 DNA oligomers on Cu(l 11) surface. The internal 
structures of the oligomers are resolved in this image. The image was taken 
in the constant current mode with /= 5 pA and V,= 3.0 V for the region of 
480 Ä X 320 Ä. The bright object enclosed with a square is an isolated mol- 
ecule, (b) The inset is the expanded image of the isolated molecular image 
enclosed with a square in (a). The molecular model is for the isolated mol- 
ecule of the inset. The model and the molecular image are in agreement in 
lateral dimensions. 

each bright maximum is considered to be one nucleotide 
unit. A molecular model whose base planes were parallel to 
the Cu surface was constructed for an isolated molecular 
image as shown in Fig. 3(b). The inset of Fig. 3(b) is the 
expanded image of the isolated molecule enclosed with a 
square in Fig. 3(a). The model is in agreement with the iso- 
lated molecular image shown in the inset in lateral dimen- 
sions. 

The height of the isolated molecular image (2 Ä) in Figs. 
2(a) and 3(a), and the diameter of the bright maximum (7-10 
Ä) in Fig. 3(a) suggest that the small bright maximum ob- 
served in Fig. 3(a) corresponds to one base. It has been 
shown that DNA base molecules adsorbed flat on Cu(lll) 
surfaces are imaged with the height of 1-2 A.15 The value of 
1-2 Ä is relatively consistent with the height of the isolated 
oligomers (2 Ä). And the diameter of the bright maximum 
(7-10 A) is a typical value for the lateral size of DNA base 
molecules lying flat on metal surfaces.15-17 The discrimina- 
tion between A and T was not achieved in this experiment. 
Improving the resolution and optimizing the tunneling con- 
dition (such as bias voltage or tunneling current) can lead to 
identification of DNA bases. However, we cannot assert that 
only bases are imaged, because we have not measured any- 
thing but constant current images. 

The STM images depend on two factors, namely local 
density of state (LDOS) and barrier height. If the LDOS 
contributes more to the imaging of DNA oligomers com- 
pared with the barrier height, then the small bright maximum 
observed in this study corresponds to one base. This is be- 
cause the 77 orbitals of the base exists at the highest energy 
level of all orbitals of DNA and the flat plane of the base 
could result in a sufficient interaction with the Cu surface. 
On the other hand, if the barrier height contributes more to 
the imaging compared with the LDOS, then it is not possible 
to infer which part of DNA is imaged most brightly. In order 
to clarify the imaging mechanism, we would need further 
investigations. 

one and a half turned double helix. A double strand DNA in 
a crystal or solution has about ten base pairs per turn.14 If the 
double helix is constructed from two A 7 77 oligomers, then 
it ideally has one and a half turns. The number of turns 
present in the "double helix" image is the same as that of 
the helix structure existing in a crystal or solution. However 
the topographic heights of the helix image are considerably 
smaller than the diameter of a DNA double helix in a solid or 
a solution (—20 A).14 This difference may be attributed to 
the imaging mechanism or the molecule-surface interaction 
which transforms the conformation without changing the 
number of helix turns, but only shortening the height. 

In addition to the imaging of four adsorbed structural 
types, the internal structure ofAlTl has been resolved [Fig. 
3(a)]. The bright object enclosed with a square in Fig. 3(a) 
corresponds to an isolated molecule. Its topographic height is 
about 2 Ä. All molecular images consist of small bright 
maxima that are about 7-10 Ä in diameter. The length of 
one oligomer in STM images is approximately equal to 14 
times of the bright maximum diameter (7-10 Ä), therefore 

IV. CONCLUSIONS 

DNA oligomers (A1T1) adsorbed on Cu(lll) surface 
have been observed with a low temperature STM in UHV. 
We have found that A1T1 oligomers form various adsorbed 
structures on Cu(l 11) surfaces. These adsorbed structures are 
classified into four types: isolated molecule type, cut mol- 
ecule type, cluster type, and double helix type. The internal 
structures of A1T1 oligomers have also been resolved. 

^Scanning Tunneling Microscopy and its Application, edited by C. Bai 
(Springer, Berlin, 1992), pp. 251-276. 
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Microstructure and electrical properties of Sb nanocrystals formed in thin, 
thermally grown Si02 layers by low-energy ion implantation 
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We have formed Sb nanocrystals in thin, thermally grown Si02 layers using low-energy ion 
implantation which was followed by thermal annealing. These Sb nanocrystals showed good 
uniformity with respect to size and position. Both the narrow as-implanted profile and the 
compressive strain that exists near the Si02/Si interface are considered to contribute to the 
uniformity. We found that it was possible to control the size of the Sb nanocrystal by changing the 
dose of the implanted Sb. The I- V characteristics of the diodes which had Sb nanocrystals with an 
average diameter of 3.3 nm showed good reproducibility. Moreover, these diodes showed a 
Coulomb blockade region around 0 V and a Coulomb staircase at 4.2 K. Identical I-V 
characteristics were obtained for all the samples measured, indicating an excellent reproducibility. 
Almost the same Coulomb blockade region as that at 4.2 K was observed up to a temperature as high 
as 100 K even for a diode which had larger Sb nanocrystals (with an average diameter of 5.6 nm). 
The technique introduced here offers the possibility of developing practical Si-based single-electron 
devices.   © 7999 American Vacuum Society. [S0734-211X(99)01504-8] 

I. INTRODUCTION 

Single-electron devices might be used as elements of fu- 
ture solid-state circuits that require high integration and low- 
power consumption. Many fabrication processes have al- 
ready been proposed for creating single-electron devices that 
would be operable at high temperatures. One of the key tech- 
nologies in this connection is fabrication of nanoscale struc- 
tures. Electron beam (EB) lithography is the most popular 
method for nanofabrication.1"3 However, while EB lithogra- 
phy has many advantages, the resulting low productivity 
with respect to nanofabrication is a serious drawback in the 
development of commercial devices. Contrary to this, the 
self-organizing fabrication process of nanoscale structures is 
a relatively simple, inexpensive and highly productive 
method. Another demand that has to be fulfilled by the fab- 
rication technique is its usability in connection with the fab- 
rication processes of conventional large-scale integrated 
(LSI) devices. When this condition is fulfilled, it becomes 
possible to use proven, mature Si techniques, which is an 
advantage for developing commercial devices. 

Various techniques have been proposed to date for fulfill- 
ing the above two requirements. Nanoscale grain islands in a 
thin polysilicon film were used for floating dot gates to cre- 
ate a single electron memory that operated at room 
temperature.4 The formation of Si nanocrystals has also been 
discussed based on the early stage of Si film growth for 
conventional low-pressure chemical vapor deposition 
(LPCVD) on a Si02 film.5'6 However, these nanocrystals are 
not sufficient for device applications due to the insufficient 

"'Present address: Research Center for Nanodevices and Systems, Hiroshima 
University, 1-4-2 Kagamiyama, Higashi-Hiroshima 739-8527, Japan; elec- 
tronic mail: nakajima@sxsys.hiroshima-u.ac.jp 

b'Permanent address: Department of Electronic Engineering, Faculty of En- 
gineering, Osaka University, 2-1 Yamada-oka, Suita 565-0871, Japan. 

uniformity of their size and position. Therefore, we have 
reported a fabrication technique for improving the uniformity 
of nanocrystals in earlier works.7""9 Following the technique, 
metal nanocrystals in thin, thermally grown Si02 layers were 
formed by using the low-energy ion implantation of Sn+ ions 
followed by thermal annealing. With this method, we were 
able to form Sn nanocrystals that provided excellent size and 
depth position uniformity. This technique provides high fab- 
rication throughput of nanoscale structure and is extensively 
used in LSI device fabrication technology. 

Metal or semiconductor nanocrystals in barrier materials 
with low dielectric constants have the advantage that the 
single-electron effect occurs as well at high temperatures, 
since the total capacitance of the dots decreases in these ma- 
terials. The merit of using metal instead of semiconductor 
nanocrystals as Coulomb islands in single-electron devices is 
that the energy separation of the quantum levels is negligible 
in metal nanocrystals. This results in a constant addition en- 
ergy and makes designing single-electron devices simple. 

However, the method7""9 of using Sn+ ions for ion implan- 
tation is not completely compatible with general LSI fabri- 
cation processes, since Sn+ ions are not typically used in 
conventional LSI device fabrication. We discussed in an 
early study,10 how to overcome this problem by forming Sb 
nanocrystals in Si02 layers by ion implantation and subse- 
quent thermal annealing. Sb is one of the typical doping 
materials in conventional LSI fabrication. However, the fluc- 
tuation in the size and position of the formed Sb nanocrystals 
was rather large, since low-energy ion implantation was not 
carried out for the method discussed in that paper.10 In a later 
work, we discussed preliminary results for low-energy ion 
implantation of Sb+ ions in thin, thermally grown Si02 lay- 
ers followed by thermal annealing and also reported the elec- 
trical characteristics of the diodes that employed the fabri- 
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cated structures. In this article, we will discuss the 
microstructure of these Sb nanocrystals and the electrical 
characteristics of the diodes in detail. 

II. EXPERIMENT 

The low-energy implantation of Sb+ ions was carried out 
at an energy of 10 keV and a dose of 1 X lO15 and 5 
X 1015 ions/cm2 into thin Si02 layers which were thermally 
grown on Si substrates with varying thickness. The thickness 
of the Si02 layers was 15 and 20 nra, respectively. The oxi- 
dation was carried out at 900 °C in dry conditions. Heavily 
doped n + -type Si substrates were used. The calculated pro- 
jected range was 7.1 nm from the Si02 surface, and the pro- 
jected standard deviation was 2.0 nm. Subsequent thermal 
annealing in an N2 ambient at 900 °C for 10 min was carried 
out with an AG Heatpulse 210 system. During annealing, the 
samples were positioned face down on a virgin Si substrate 
which was placed on the system's graphite susceptor. 

We studied the size and position of Sb nanocrystals by 
transmission electron microscopy (TEM). We used a Hitachi 
H-9000NAR (for cross-sectional views) and an H-9000UHR 
(for planar views) that operated at 300 kV. 

To obtain current-voltage (/- V) characteristics, we cre- 
ated diode structures. An Al gate with circular areas of 3.1 
Xl0~4cm2 was formed on the above Si02 layer structure 
using conventional photolithography. The back contact was 
also an Al electrode. I-V measurements were made with an 
HP 4156A semiconductor parameter analyzer. 

III. RESULTS AND DISCUSSION 

A. Microstructure of Sb nanocrystals 

Figure 1 shows a cross-sectional TEM micrograph of the 
samples after ion implantation and subsequent thermal an- 
nealing. The thickness of the thermally grown Si02 layers 
shown in Fig. 1 is about 15 nm for (a) and (b) and 20 nm for 
(c). In all cases, Sb precipitated in the Si02 layer and nano- 
scale Sb dots were formed. 

Figure 1(a) shows the results of using a dose of 1 
X 1015 ions/cm2. It can be seen that Sb dots with a diameter 
of about 2 nm were formed. Interestingly, the Sb dots were 
incorporated at the same depth in the Si02 layer (about 5 nm 
from the Si02/Si interface). 

In the sample with a higher dose (5 X 1015 ions/cm2), 
larger spherical Sb dots with good size uniformity can 
clearly be seen in the Si02 layer [Fig. 1(b)]. The diameter of 
the dots is around 3-4 nm. The formation of larger dots 
when a higher dose was used suggests that it might be pos- 
sible to control the dot size by changing the dose of implan- 
tation ions. Moreover, it can be observed that most Sb dots 
exist at the same depth in the Si02 layer (about 10 nm from 
the Si02 surface). The depth of the dot center is almost the 
same as for the Sb dots in Fig. 1(a). This depth is also close 
to the calculated peak position of the as-implanted Sb distri- 
bution (7.1 nm from the Si02 surface). It should be noted 
that there are a few Sb regions in the Si02 layer at the 
Si02/Si interface (marked by arrows). It is assumed that 

FIG. 1. Cross-sectional TEM micrograph of formed Sb nanocrystals in a 
thin, thermally grown Si02 layer. The thickness of the Si02 layer and the 
dose of implanted Sb are (a) 15 nm and I X 1015 ions/cm2, (b) 15 nm and 
5 X 1015 ions/cm2, and (c) 20 nm and 5 X 10" ions/cm2, respectively. In (b), 
dots grown at the Si02/Si interface are marked by arrows. In (c), some of 
the smaller nanocrystals are marked by arrows. 

these Sb atoms came from the Si substrate during thermal 
annealing. The existence of Sb in the substrate can probably 
be attributed to the tail of the as-implanted profile. A clear 
lattice image shows that these Sb regions are crystalline, 
which suggests that the epitaxial growth occurred on the Si 
substrate. The dark contrast region in the Si substrate near 
the Si02/Si interface may have been a result of the stress 
caused by the lattice mismatch between the Sb crystal region 
and the substrate. 

After we changed the Si02 thickness (20 nm), two types 
of dots with different sizes and depth positions [Fig. 1(c)] 
could be observed even though the dose is the same as in the 
case of Fig. 1 (b). One type of dots was larger (around 6 nm 
in diameter) and existed around the center of the Si02 layer 
(about 10 nm from the Si02 surface). The other type of dots 
was smaller (about 2 nm in diameter) and existed at a depth 
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FIG. 2. Plan-view TEM micrograph of the Sb nanocrystals from Fig. 1(b). 
The comparatively large dot marked by an arrow corresponds to the crystal 
grown at the Si02/Si interface that was shown in Fig. 1(b). 

FIG. 3. Plan-view TEM micrograph of the Sb nanocrystals shown in Fig. 
1(c). Clear lattice images in the dot (marked by an arrow) indicate that the 
Sb dots are crystalline. 

of about 5 nm from the Si02/Si interface. It also seemed that 
there were more larger dots than the smaller dots. 

Figure 2 shows a plan-view TEM micrograph of the Sb 
dots from Fig. 1(b). A clear contrast between the formed Sb 
dots and the Si02 layer can be observed. Most of the Sb dots 
are isolated from their neighbors and their diameter is around 
3-4 nm. The density of the Sb dots in the plane is 1.3 
X 1012 dots/cm2. The dots are somewhat randomly distrib- 
uted throughout the plane, yet their size is very uniform. The 
coverage of the entire Sb region is about 12%. The dots 
grown at the Si02/Si interface, which will be described in 
the following, were excluded from this coverage estimation. 
Besides these dots, a comparatively large dot (marked by an 
arrow) was observed. The shape of this dot was nearly 
square. It had a side length of about 10 nm, which is close to 
the length of the left dot which was grown at the Si02/Si 
interface shown in Fig. 1(b). Figure 2 shows a clear lattice 
image in the dot region. Considering the large size and the 
low density of the dot, we assume that this large dot corre- 
sponds to the dot which was grown at the Si02/Si interface 
shown in Fig. 1(b). 

The size distribution of the Sb dots from Fig. 2 is shown 
in Fig. 4. The average diameter of 142 measured dots Was 
3.3 nm, with a standard deviation of 1.0 nm. The dots grown 
at the Si02/Si interface are excluded from the statistics. This 
size uniformity is excellent and comparable with that of Sn 
nanocrystals in a thin thermally grown Si02 layer (average 
diameter of 4.2 nm with a standard deviation of 1.0 nm), 
which were formed with the same technique as described in 
this article, by low-energy ion implantation.7"9 The excellent 
uniformity appears for example in comparison to Ag 
nanocrystals12 that were formed in a thick glass via ion im- 
plantation at rather high energy (60 keV) with a dose of 4 
X 1016 ion/cm2. These nanocrystals showed a much larger 

standard deviation, 3.7 nm (for an average diameter of 4.2 
nm). Moreover, even Si dots that were artificially fabricated 
by using EB lithography and subsequent dry and wet etching 
do not have such an excellent size uniformity (a standard 
deviation of 3.4 nm for an average diameter of 9.8 nm).1 

Figure 3 shows a plan-view TEM micrograph of the Sb 
dots from Fig. 1(c). Clear lattice images in the dot (marked 
by an arrow) indicate that the Sb dots are crystalline. The 
image reveals a lattice spacing of 3.09 Ä. Other TEM micro- 
graphs showed lattice spacings of 3.74 and 2.24 Ä. These 
results suggest that the formed nanocrystals consist of metal 
Sb since the lattice spacings of 3.09, 3.74, and 2.24 Ä are 
almost identical to that of the (012), (003), and (104) plane 
of metal Sb, respectively. Moreover, most of the Sb nano- 
crystals are isolated from their neighbors. The density of the 
Sb dots in the plane is 1.4X 1012 dots/cm2. The dots are also 
randomly distributed throughout the plane. The coverage of 
the entire Sb region is about 26%. The difference between 
the coverage for this sample (26%) and that for the sample 
from Fig. 1(b) (12%) occurred probably since the dots grown 
at the Si02/Si interface were excluded in the coverage esti- 
mation for the latter sample. 

The size distribution of the Sb dots from Fig. 3 is shown 
in Fig. 5. The total number of measured dots was 160. Ap- 
parently there are two kinds of Sb nanocrystals with differing 
diameter. One of these types of Sb nanocrystals has a diam- 
eter around 2 nm (an average diameter of 2.0 nm) and the 
other a diameter around 5-6 nm (an average diameter of 5.6 
nm). Both types of nanocrystals have good uniformity (a 
standard deviation of 0.5 nm for the former type and of 1.0 
nm for the latter type). There are more nanocrystals of the 
latter type than of the former type. These facts are consistent 
with those described in Fig. 1(c). 

Summarizing the above results, it can be said with respect 
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FIG. 4. Size distribution of the Sb nanocrystals shown in Fig. 2. The dots 
grown at the Si02/Si interface are excluded from the statistics. 

to the thinner Si02 layer (15 nm) that the formed dots have 
excellent size uniformity (a standard deviation of 1.0 nm for 
an average diameter of 3.3 nm, as shown in Fig. 4). The 
depth of the dots is also uniform [Fig. 1(b)]. For the thicker 
Si02 layer (20 nm), two types of dots with differing diameter 
(Fig. 5) and depth [Fig. 1(c)] are formed. The larger dots 
have diameters around 6 nm and show good uniformity (a 
standard deviation of 1.0 nm). They were also formed in the 
right depth (about 10 nm from the Si02 surface). The smaller 
dots have diameters around 2 nm and good uniformity 
(standard deviation of 0.5 nm). Their formation depth is also 
uniform (about 5 nm from the Si02/Si interface). 

One possible reason for the size and depth uniformity of 
Sb nanocrystals in thin Si02 layers is the fact that a narrow 
as-implanted Sb distribution is achieved with low-energy ion 
implantation, which leads to an almost constant concentra- 
tion of Sb only in the narrow region. This narrow Sb distri- 
bution can be sufficiently preserved during thermal annealing 
due to the slow diffusion of Sb in the Si02 region. Since 
there is a strong correlation between nanocrystal size and 
as-implanted concentration,13 the narrow profile will lead to 
excellent size and depth position uniformity. Another pos- 
sible reason for uniformity is that a compressive strain exists 
in the Si02 layer near the Si02/Si interface (transition re- 
gion) due to a density mismatch.14 The formation of Sb 
nanocrystals near the transition region might have the effect 

01     23456789    10 
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FIG. 5. Size distribution of the Sb nanocrystals shown in Fig. 3. 

that the compressive strain is reduced. This would lead to a 
nanocrystal size and depth appropriate for minimizing the 
strain energy. 

The individual contribution of the above two factors to 
the uniformity of size and depth can be examined by chang- 
ing the thickness of the Si02 layer while keeping the ion 
implantation conditions identical. If the peak position of the 
as-implanted Sb profile was crucial for the Sb precipitation, 
the depth of Sb nanocrystals from the Si02 surface would 
remain constant. It would be close to the peak position of the 
as-implanted profile despite a changed thickness of the Si02 

layer. A comparison of the cross-sectional TEMs for Sb 
nanocrystals in Fig. 1(b) and in Fig. 1(c) shows that the 
depth of nanocrystal formation shown in Fig. 1(b) from the 
Si02 surface is almost the same as that for the larger Sb 
nanocrystals shown in Fig. 1(c). This is observed in spite of 
the change in the thickness of the Si02 layer. These depths 
are also close to the peak position of the as-implanted profile. 
Since Sb implantation conditions are identical for both Si02 

layers, the above results clearly indicate that the peak posi- 
tion of the as-implanted Sb profile is crucial for the Sb pre- 
cipitation. This suggests that the effect of the narrow as- 
implanted profile contributes significantly to the size and 
depth uniformity of Sb nanocrystals in the Si02 layers. 

Contrary to this, if the compressive strain contributed to 
the size and depth uniformities, it could be expected that the 
depth of Sb nanocrystals from the Si02/Si interface re- 
mained constant regardless of a change of the Si02 thick- 
ness. This is because it could be expected that Sb always 
precipitated near transition regions. The depth of the central 
part of the smaller Sb nanocrystals in Fig. 1(c), which is well 
separated from the as-implanted peak position, is close to 
that of the nanocrystals shown in Fig. 1(b). The depths of the 
two types of Sb nanocrystals are constant with respect to the 
Si02/Si interface. This suggests that the compressive strain 
also contributes to the size and depth uniformity of Sb 
nanocrystals. 

This means that both the narrow as-implanted profile and 
the compressive strain near the Si02/Si interface contribute 
to the size and depth uniformity of Sb nanocrystals. Single 
peaks in the size and depth distribution, which show good 
uniformity, as shown in Fig. 4 and Fig. 1 (b), are considered 
to be due to the fact that the peak of the narrow as-implanted 
profile is close to the transition region. 

The above result differs from the result for Sn nanocrys- 
tals that were formed with the same technique as explained 
in this study.9 The main reason for the size and depth uni- 
formity of Sn nanocrystals in a thin thermally grown Si02 

layer formed via low-energy ion implantation appears to be 
the compressive strain near the Si02/Si interface. There 
seems to be no contribution from the narrow as-implanted 
profile. The reason for the difference in the nanocrystal for- 
mation mechanism for Sb and for Sn has not been clarified 
yet. However, we assume that the difference of their diffu- 
sion constant in Si02 or their association energy may be the 
reason. 
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FIG. 6. I-V characteristics of diodes using the structure shown in Fig. 1(b) 
at 4.2 K. The curves are offset by 2X10""'3 A to provide clarity. 

B. Electrical properties 

Figure 6 shows the /- V characteristics of diodes using 
the sample structures shown in Fig. 1(b) at 4.2 K. To confirm 
the reproducibility of results, /- V characteristics were meas- 
ured for multiple samples. The curves of the samples were 
offset by 2 X 10"13 A to provide clarity. It can be observed 
that almost identical I-V characteristics were obtained for 
all samples. A Coulomb blockade region of about 0.15 V 
around 0 V can be seen as well. Clear steplike /- V charac- 
teristics can also be noticed, which indicates the presence of 
a Coulomb staircase. The Coulomb staircases have a perio- 
dicity of about 0.15 eV, which coincides well with the Cou- 
lomb blockade region. We estimated the charging energy of 
the nanocrystals as explained in the following. Although the 
thickness of the Si02 layer between the Al gate and the Sb 
nanocrystals is slightly larger than that between the Si sub- 
strate and the Sb nanocrystals [Fig. 1(b)], we assume in a 
first approximation that the thickness is equal. Under this 
assumption, the values of the corresponding capacitance (Ci 
and C2) are the same: C\ = Ci = C. According to the Cou- 
lomb blockade theory, the value of the Coulomb blockade 
region (0.15 V) equals e/C, where e is the electron charge. 
Since the total capacitance Cs of the Sb nanocrystal is ap- 
proximately C! + C2 = 2C, the charging energy of an Sb 
nanocrystal (e2/2C2 = e2/4C) is 0.04 eV. A charging energy 
of 0.11 eV is estimated based on the self-capacitance of the 
Sb nanocrystals shown in Fig. 1(b) (diameter of 3.3 nm). The 
difference between the experimentally obtained charging en- 
ergy and that estimated based on the self-capacitance is prob- 
ably due to the finite distances from the Sb nanocrystal to the 
Si substrate, to the Al gate, and to the other Sb nanocrystals. 

On the other hand, Fig. 7 shows a Coulomb blockade 
region of about 0.1 V around 0 V for the sample shown in 
Fig. 1(c) at 4.2 K. As discussed previously, there are more 
larger nanocrystals (with a diameter of around 5-6 nm) than 
smaller nanocrystals (with a diameter of around 2 nm) in the 
sample shown in Fig. 1(c). Therefore, we estimated the 
charging energy of the larger nanocrystals. A charging en- 
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FIG. 7. Temperature dependence of /- V characteristics for the diode shown 
in Fig. 1(c). 

ergy of 0.07 eV is estimated based on the self-capacitance of 
the larger Sb nanocrystal that is shown in Fig. 1(c) (with a 
diameter of 5.6 nm). Since the thickness of the Si02 layer 
between the Al gate and the larger Sb nanocrystals and that 
between the Si substrate and the larger Sb nanocrystals are 
almost equal [Fig. 1(c)], the values of the corresponding ca- 
pacitance (Ci and C2) are the same: Ci = C2= C. Following 
the same analysis as explained above, it can be calculated 
that the charging energy of the Sb nanocrystal (e2/2C2) is 
0.025 eV. The difference between the experimentally ob- 
tained charging energy in this case and that estimated based 
on the self-capacitance is also considered to be due to the 
finite distances from the Sb nanocrystal to the Si substrate, to 
the Al gate, and to the other Sb nanocrystals. 

Since the size of the Sb nanocrystals (with a diameter of 
3.3 nm) shown in Fig. 1(b) is smaller than for the nanocrys- 
tals in Fig. 1(c) (with a diameter of 5.6 nm), the charging 
energies of the Sb nanocrystal in Fig. 1(b) are larger than for 
the nanocrystals in Fig. 1(c), which is concluded from the 
capacitance estimation of the Sb nanocrystals. This is con- 
sistent with the experimentally obtained results reported 
above. 

The overall current levels are consistent with those pre- 
dicted by an electron direct tunneling model for an Si02 

barrier based on parameters derived from the TEM images 
(Fig. 1). The current density J for direct tunneling can be 
evaluated quantitatively using the equation15 J=J0 [<pexp 
(-A<pm)l where J0 = e2/(2Trht2J, A = 4Trtox(2em*)m/h, 
<p= (f>B-V0X/2. Here, fox is the oxide thickness, h the Plank 
constant, Vm the voltage across the oxide, e<f>B the barrier 
height at the Al/Si02 interface, and m* is the effective mass 
of the tunneling electron. We assumed, based on the TEM 
images (Fig. 1), that /ox=5nm and we also assumed that 
m* = 0.35mrj.15 We concluded therefore that 7=3.1 
X 10"5 A/m2 when eq>= 1.5 eV. Here, m0 is the electron rest 
mass. Considering the electrode area 5=3.lXl0~8m2 and 
the areal coverage of Sb nanocrystals (about 12%), the cur- 
rent / for direct tunneling is obviously 2.0X 10"13 A. This 
agrees well with the experimental result in Fig. 6 for the 
sample in Fig. 1(b) at the voltage of about 0.2 V. Since the 
voltage of 0.2 V corresponds to Vox=0.1 V, the condition 
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eip= 1.5 eV implies that ecj>B= 1.55 eV. The current level for 
the sample in Fig. 1(c) also matches the calculated level 
when assuming a slightly lower Si02 barrier height. The pos- 
sible reason for these low Si02 barrier heights is the defect 
states that were caused by ion implantation or the effect of 
Sb inclusion in the barrier region. 

Figure 7 also shows the temperature dependence of the 
I-V characteristics for the sample in Fig. 1(c). Almost the 
same Coulomb blockade regions (0.1 V) around 0 V as for 
4.2 K are observed up to 100 K. From about 125 K upwards, 
the Coulomb blockade region becomes smaller. However, at 
150 K the Coulomb blockade region remains even. Unfortu- 
nately, at 200 K, no Coulomb blockade region can be ob- 
served. 

IV. CONCLUSION 

We have formed Sb nanocrystals in thin, thermally grown 
Si02 layers using low-energy ion implantation which was 
followed by thermal annealing. The favorable size and depth 
uniformity of the formed Sb nanocrystals are considered to 
be a result of both the narrow as-implanted Sb distribution 
and the compressive strain near the Si02/Si interface. This 
reason differs from the reason for the size and depth 
uniformity of the Sn nanocrystals in thin, thermally grown 
Si02 layers that occurs when using the same technique as 
outlined in this study. For Sn nanocrystals, only the compres- 
sive strain near the Si02/Si interface contributes to the 
uniformity. We found that it was possible to control the size 
of the Sb nanocrystal by changing the dose of the implanted 
Sb. The I-V characteristics of the diodes which had Sb 
nanocrystals with an average diameter of 3.3 nm show a 
clear Coulomb blockade region around 0 V and a Coulomb 
staircase at 4.2 K. Identical I-V characteristics were ob- 
tained for all the samples measured, indicating an excellent 
reproducibility. Almost the same Coulomb blockade region 
as that at 4.2 K was observed up to a temperature of 100 K 
even for a diode which had larger Sb nanocrystals (with an 
average diameter of 5.6 nm): The experimentally obtained 
charging energies for Sb nanocrystals were consistent with 
the results obtained from the capacitance estimation of the 

Sb nanocrystals. The measured overall current levels are 
consistent with the values predicted by an electron direct 
tunneling model for an Si02 barrier. These results show that 
the proposed formation technique for metal nanocrystals is 
favorable with respect to the high temperature operation of 
Si-based single-electron devices. A high fabrication through- 
put of nanoscale structures is another benefit of using this 
technique. 
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Fabrication of a metal nanostructure on the Si(111) surface 
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A metal nanostructure was fabricated on a Si(lll) surface in ultrahigh vacuum. The stages in the 
fabrication were H passivation of the surface, Pp evaporation, depassivation of selected areas with 
the tip of a scanning tunneling microscope, and heating. Using this procedure, a nanowire and two 
contact pads to connect it to external probes were fabricated. At each stage of the process, the 
surface was imaged with scanning tunneling microscopy. © 7999 American Vacuum Society. 
[S0734-211X(99)08604-7] 

I. INTRODUCTION II. EXPERIMENT 

Electronic devices with dimensions at the nanometer scale 
exhibit novel properties based on quantum effects such as 
Coulomb blockade,1 quantum conductance,2 and quantum 
interference.3 The fabrication of devices with these dimen- 
sions is problematic when the traditional lithographic tech- 
niques are utilized, but the capability of scanning tunneling 
microscopy (STM) to microscopically position a sharpened 
metal tip over a surface provides a means by which struc- 
tures at the nanometer scale can be not only imaged but also 
fabricated. Examples of STM nanofabrication are deposition 
of material from a STM tip to a surface by field 
evaporation4'5 or the application of laser radiation to the tun- 
neling gap,6 dissociation of gas phase7-9 or adsorbed 
molecules10 to form patterns of molecular fragments, and 
exposure of a surface resist by the electrons emitted from a 
STM tip." A monolayer of H atoms chemisorbed on a Si 
surface is a promising resist for STM nanofabrication.12'13 

Lines of bare Si atoms on a hydrogen passivated Si(100) 
substrate have been successfully fabricated by STM,12 and 
the patterns of depassivation have been used as templates for 
oxidation14 and chemical vapor deposition.1516 

We have developed a procedure, based on STM exposure 
of a hydrogen atom resist, to fabricate metal nanostructures 
on semiconductor surfaces, and in this article we show how 
our procedure is applied to the fabrication of a nanowire on a 
Si(lll) surface in ultrahigh vacuum (UHV). The procedure 
which we followed was to first hydrogen passivate the 
Si(lll) surface, then to evaporate Pb, followed by depassi- 
vation of selected areas to form the pattern of the device, and 
finally a heat treatment. At each stage of the procedure, the 
surface was imaged with STM. Our method differs from 
other methods based on H depassivation and metal 
adsorption17 in that we depassivate the surface after, not be- 
fore, metal evaporation. In this way we can easily create 
large contact pads connecting to the nanowire without hav- 
ing to rely on thermal diffusion of metal atoms across long 
distances. The contact pads are to be used to connect the 
nanoscale device to external probes. 

a)Author to whom correspondence should be addressed; electronic mail: 
drogers@chem.utoronto.ca; present address: Department of Chemistryj 
University of Toronto, Toronto, Ontario M5S 3H6, Canada. 

The experimental apparatus consisted of an ultrahigh 
vacuum chamber that contained a JEOL scanning tunneling 
microscope (JAFM-4500XT), a leak valve and W filament 
for dissociating hydrogen gas, and provisions for sample 
heating and Pb evaporation. The base pressure of the cham- 
ber was 6.0X 10-11 Torr. The STM was capable of operation 
at sample temperatures from room temperature up to 900 °C. 
All STM measurements reported in this article were made in 
the constant current mode. STM tips were fabricated by elec- 
trochemically etching a 0.3-mm-diam W wire. Inside the 
UHV chamber each STM tip was cleaned by bringing it 
close to a Si surface that was heated to 1250 °C for 30 s. For 
additional tip cleaning, the tip was scanned over a Si surface 
at a tip to sample tunneling current of 10 nA and a bias 
voltage of 8 V on the tip. The tip prepared in this manner 
was clean enough that after scanning it over a Si(lll) 7 
X7 surface at a tunneling current of 10 nA and bias voltage 
of —8 V on the tip [the conditions we used to desorb H 
atoms from the hydrogen passivated Si(lll) surface], no 
contamination on the surface could be seen by STM. 

Pb was evaporated from a resitively heated basket which 
was formed from a 0.3-mm-diam W wire. The basket had a 
diameter of about 2.5 mm, and its two W leads were spot 
welded to a current feedthrough. Pieces of 99.999% pure Pb 
wire of 0.5 mm diam were loaded into the basket which was 
subsequently outgassed in UHV by passing a 1.8 A current 
through the basket for 12 h. A current of 2.9 A through the 
basket was sufficient to evaporate Pb onto the sample sur- 
face. To ensure a uniform evaporation rate, the basket was 
heated until it glowed red, whereupon the sample was turned 
to face the evaporator for the required time interval. 

Si(lll) samples were cleaved from an n-type wafer (P 
doped) with a resistivity of <0.01 flcm. Each sample had 
dimensions of 1 mmX7 mm X 0.25 mm, and was rinsed in ac- 
etone and methanol before being loaded into the UHV cham- 
ber through a load lock. Inside the chamber each sample was 
cleaned by resistive heating: it was first outgassed at 550 °C 
for 12 h, then the oxide was removed by heating at 850 °C 
for 10 min, and the carbon was removed by heating at 
1250°C for 2 min. In the final step the sample was slowly 
cooled from 900 °C to room temperature at a rate of at most 
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FIG. 1. STM image of the hydrogen passivated Si(l 11) surface. The image 
was made with a tip bias voltage of 2.1 V and a tunneling current of 1.0 nA. 
The horizontal range is 200 Ä. 

1 °C/s. After this procedure, STM measurements showed that 
the surface consisted of (111) oriented terraces, which con- 
tained the 7 X 7 reconstruction, separated by atomic steps of 
height equal to 3.14 Ä, the double atomic layer distance of 
Si(lll). The experiments described in this article were un- 
dertaken on two different samples cleaved from the same 
wafer; on one of the samples the average terrace width was 
98 nm, and on the other sample the average terrace width 
was 280 nm, as determined by STM measurements. 

Sample temperatures above 600 °C were measured with 
an optical pyrometer. Below 600 °C, the sample temperature 
was inferred from a logarithmic plot of the temperature ver- 
sus heating current.18 The plot was based on a measurement 
of the heating currents at which the two peaks for the desorp- 
tion of H from a hydrogen passivated Si(lll) surface were 
observed on an ion gauge. The two desorption peaks corre- 
spond to desorption from the SiH2 and SiH3 species at 
420 °C and from the SiH species at 540 °C.19 

III. HYDROGEN PASSIVATION AND DESORPTION 

The hydrogen passivated Si(lll) surface was formed by 
heating the 7X7 surface to 300 °C during exposure of the 
surface to a flux of hydrogen atoms formed by the dissocia- 
tion of hydrogen gas on a tungsten filament heated to 
1900 °C. A hydrogen gas pressure of 4X 10~5 Torr and time 
interval of 100 s was sufficient to remove all traces of the 
7X7 pattern of Si adatoms, yielding a surface that consisted 
of a flat substrate upon which clusters of atoms were arrayed 
as seen in Fig. 1. As shown previously by Owman and 
Martensson,20 the flat substrate is the underlying rest atom 
layer of the 7 X 7 surface after removal of the Si adatoms and 
stacking faults by atomic H. Each dangling bond of the Si 
atoms of the substrate is passivated by bonding to a hydro- 
gen atom. The Si adatoms that are liberated in this process 
are collected into the islands that cover the H passivated 
substrate. 

Hydrogen atoms were desorbed from selected areas of the 
hydrogen passivated surface by applying a high voltage be- 
tween the STM tip and the sample (-8.0 V on the tip) while 
scanning the STM tip over the surface in a desired pattern at 
a demanded tunneling current of 10 nA. The pattern of de- 
passivation thus created could be observed by scanning the 
STM tip over the same region of the surface with the current 

FIG. 2. STM image of a square area of depassivation on the hydrogen 
passivated Si(lll) surface. The depassivated area is brighter than the sur- 
rounding surface and has dimensions of 330nmX330nm. The image was 
made with a tip bias voltage of -3.0 V and a tunneling current of 0.20 nA. 
The horizontal range is 890 nm. 

and voltage values typical for imaging (e.g., -2 V on the tip, 
1.0 nA). Figure 2 is an STM image of the surface after de- 
passivation. The bright square area of dimensions 
330nmX330nm is the region that was depassivated by the 
STM tip. Double atomic layer high steps run from the top to 
bottom of this image, and the image shows that there was no 
difficulty in depassivating the surface across these steps. 
Similar square regions of depassivation were later used in the 
construction of contact pads for the connection of the nanow- 
ire to external probes. To form the depassivated square, the 
STM tip made 1024 forward and reverse scan lines in a 
330nmX330nm area. The spacing between traces was 3.3 
A. The injected charge density over the scan area was 31 
pC/nm2. If each trace of the tip is considered separately, the 
injected charge density along a scan line was 10 pC/nm and 
the writing speed was 980 nm/s. The depassivated area ap- 
pears brighter than the rest of the surface since the removal 
of hydrogen atoms from the Si atoms creates excess surface 
state density over the depassivated atoms, allowing the re- 
quired tunneling current between the tip and sample to be 
met by a tip which is farther from the surface when over the 
depassivated region than when over the passivated region. 

Higher magnification STM images of the depassivated 
area are shown in Fig. 3. The depassivated surface consisted 
of small domains of parallel ridges oriented along one of the 
three {110} directions on the surface, single adatoms which 
bonded on top of the ridges, and atoms that were clustered 
into islands. The ridges within the domains were separated 
by 6.7 Ä. This structure is consistent with the 2 X 1 recon- 
struction of the Si(lll) surface formed by cleavage in 
UHV.21,22 According to the IT bonded chain model proposed 
by Pandey,23 the formation of the 2X1 surface involves a 
drastic change in the bonding topology of the surface atoms, 
moving the dangling bonds to nearest neighbor positions 
where they significantly interact by forming chains of TT 

bonds. The ridges observed in Fig. 3 are the ir bonded 
chains. Since the number of atoms in the top bilayer and 
adatom layer of the 7X7 surface (2.08/1 X 1 unit cell) is 
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(b) 

FIG. 3. High magnification STM images of the depassivated surface. The 
images show the 2X 1 reconstruction with additional Si atoms bonding on 
top of the 2X1 ridges. The images were made with a tip bias voltage of 
—3.0 V and a tunneling current of 0.20 nA. The horizontal ranges are 110 
nm (a) and 45 nm (b). 

greater than the number on the 1 X 1 and 2X1 surfaces 
(2/1XI unit cell),24 those additional surface atoms which 
bonded on top of the 2X1 structure or formed surface is- 
lands may include Si adatoms of the 7 X 7 surface that were 
not removed from the surface during H passivation. These 
are the Si adatoms which formed the islands seen in Fig. 1. 

The 2X1 reconstruction was also formed by Becker et al. 
by STM depassivation of the hydrogen passivated Si(lll) 
1 X 1 surface.25 In that work the STM tip was pulled back 
about 100 nm from the surface and 60-70 V was applied 
between the tip and sample resulting in a region of 2 X 1 
reconstruction extending over an 800-nm-wide region of the 
surface. In our experiment, by moving the tip closer to the 
surface' and using lower bias voltages, we were able to more 
precisely control the location of the 2 X 1 reconstruction. By 
scanning the tip over just a few scan lines, instead of the 
complete 330nmX330nm area, we were able to draw lines 
of   depassivation   similar   to   the   lines   formed   on   the 

H-passivated Si(100) surface.12 These results will be dis- 
cussed further in Sec. V. 

In one stage of the fabrication of the nanowire, the surface 
that contained both passivated and depassivated regions was 
heated to 350 °C. To test the stability of the pattern of de- 
passivation at this temperature, a passivated surface with a 
square area of depassivation of dimensions 330nmX330nm 
underwent a series of 30 s heat treatments at 300, 350, and 
375 °C. The pressure in the UHV chamber did not increase at 
any time during the heating, and thus we conclude that H did 
not desorb from the surface. In order to image the same 
depassivated region before and after heating, the sample was 
kept in the STM stage during the heat treatments. After heat- 
ing, the depassivated square could be found within the scan 
range of the STM piezo tube; no changes in the coarse x and 
y positions of the sample were required. Even for the highest 
temperature of 375 °C, no change in the shape of the perim- 
eter of the square could be seen by STM, leading us to con- 
clude that H did not diffuse from the passivated to the de- 
passivated region. Although the perimeter of the square did 
not change during heating, the structure of the surface within 
the square did undergo a change. 

A STM image of the surface within the depassivated re- 
gion after heating for 30 s at 300 °C is shown in Fig. 4(a), 
and details of the surface structures found are shown in the 
higher magnification images in Figs. 4(b) and 4(c). In these 
images the dark regions containing parallel ridges are the 2 
X 1 reconstructed regions and the bright regions contain Si 
adatom structures. Most of the depassivated surface main- 
tained the 2 X 1 reconstruction after heating, but the isolated 
Si adatoms and Si islands on the depassivated surface before 
heating (Fig. 3) combined during heating to form more or- 
dered surface structures. Corner holes of the dimer-adatom- 
stacking fault (DAS) structures26 can be clearly seen within 
the bright regions of Si adatoms. One of the corner holes is 
indicated in Fig. 4(b). We also observed incomplete DAS 5 
X 5 unit cells, and 2X2 and c2 X 4 adatom structures within 
the depassivated regions. These structures are outlined in 
Figs. 4(b) and 4(c). Holes in the 2 X 1 layer were observed to 
be preferentially located adjacent to the adatom structures. 
The proximity suggests that atoms are taken from the 2X1 
layer in order to build the adatom structures. 

When Feenstra and Lutz heated a Si(lll) 2X1 surface 
that was formed by cleavage of a Si wafer in UHV, 
they observed 200-nm-wide domains of 2 X1 reconstruction 
coexisting with 200-nm-wide domains of 5 X 5 reconstruc- 
tion.24 After heating our surface we observed the adatom 
structures beginning to form throughout the 2X1 surface, 
and did not observe such wide domains'of the 2X 1 or ada- 
tom structures. Our observations are accounted for by the 
closely spaced Si adatoms and Si clusters scattered over the 
surface before heating (Fig. 3) which acted as nucleation 
sites for the adatom structures. 

IV. Pb EVAPORATION 

To evaporate Pb onto the hydrogen passivated surface, the 
sample was removed from the STM stage and positioned in 

JVST B - Microelectronics and Nanometer Structures 



1326 D. Rogers and H. Nejoh: Fabrication of a metal nanostructure on Si(111) 1326 

FIG. 4. STM images of the depassivated surface after heating at 300 °C for 
30 s. The dark areas contain the parallel rows of the 2 X 1 reconstruction and 
the bright areas contain the Si adatom structures. Some of the adatom struc- 
tures are outlined and a corner hole is indicated in the high magnification 
images in (b) and (c). The images were made with a tip bias voltage of -3.0 
V and a tunneling current of 0.20 nA. The horizontal ranges are 570 (a), 140 
(b), and 140 Ä (c). 
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front of the heated Pb evaporator for 5 s. Figure 5(a) is a 
STM image of the surface after Pb evaporation. The STM 
image shows clusters of Pb covering the surface. Heating the 
surface after evaporation was found to create larger and 
hence more widely separated Pb clusters on the surface. This 
can be seen in the STM image of Fig. 5(b) which was re- 
corded at room temperature after a 47 s heat treatment at 
350 °C. The Pb cluster width distribution measured from the 
room-temperature STM images is shown in Fig. 6 as a func- 
tion of annealing temperature after evaporation. The average 
cluster width increased from 32 Ä on the surface before any 
heat treatments to 65 Ä on the surface that underwent a 30 s 
heat treatment at 250 °C, and to 89 Ä on the surface that 
underwent a 47 s heat treatment at 350 °C. Heating the sur- 
face is the final step in the fabrication of the nanowire. 

V. FABRICATION OF THE NANOWIRE 

The nanowire and two contact pads connecting to it were 
formed by desorption of hydrogen from selected areas of the 
H passivated surface after evaporation of Pb. The H desorp- 
tion was accomplished by scanning the STM tip over the 
surface with a bias voltage of -8 V on the tip and a de- 
manded tunneling current of 10 nA, the same procedure used 

FIG. 5. STM images of the H passivated surface with evaporated Pb before 
(a) and after (b) heating at 350 °C for 47 s. The tip bias voltages and 
tunneling currents were —3.0 V and 0.20 nA for (a) and —2.0 V and 0.30 
nA for (b). The horizontal ranges are 110 nm. 

to remove H from the surface before Pb evaporation, as dis- 
cussed earlier. Figure 7(a) is a STM image of the nanowire 
and its two connecting contact pads. The contact pads were 
formed by scanning the STM tip over two 330nmX330nm 
areas and the nanowire between the two contact pads was 
formed by tracing the tip over four forward and reverse scan 
lines with a spacing of 3.3 A between the traces. The nano- 
wire is 20 nm wide and 770 nm long. The contact pads have 
dimensions of approximately 350nmX420nm and 370 
nmX260nm. In the fabrication of this structure, the STM tip 
was moved 400 nm to the left and scanned over the surface 
to form the contact pad on the left, and later it was moved 
800 nm to the right and scanned over the surface to form the 
contact pad on the right. The large lateral movement of the 
STM tip produced piezo creep which we observe as the im- 
perfect square shape of the two contact pads. The pits which 
are seen covering the surface were formed by etching of the 
surface by atomic hydrogen during H passivation. The de- 
passivated region appears darker than the passivated region 
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FIG. 6. Distribution of Pb clusters on the H passivated surface over cluster 
width for the surface before heating (a), after heating at 250 °C for 30 s (b), 
and after heating at 350 °C for 47 s (c). 

since the removal of H allows the Pb atoms in the clusters to 
bond to the silicon atoms on the bare silicon surface, de- 
creasing the height of the clusters and spreading a film of Pb 
over the depassivated region. 

Depending on the position of the STM tip during depas- 
sivation, the electrons emitted by the tip will be either di- 
rectly incident on the Pb clusters or will pass between neigh- 
boring clusters and be directly incident on the H passivated 
surface. For the electrons which are directly incident on the 
H passivated surface, the H desorption mechanism is direct 
electronic excitation of the Si-H bond leading to a repulsive 

(b) 

FIG. 8. STM images of the Pb film within the depassivated region before (a) 
and after (b) heating at 160 °C for 30 s. The same etch pit is visible at the 
right of each image. The oscillation of the brightness from the top to bottom 
of image (b) is an artifact of the image processing. The images were made 
with a tip bias voltage of -3.0 V and a tunneling current of 0.20 nA. The 
horizontal ranges are 110 nm. 

FIG. 7. Nanowire and the two contact pads before (a) and after (b) heating at 
350 °C for 47 s. The horizontal lines in image (a) are the result of noise 
during the STM measurement. The tip bias voltages and tunneling currents 
were -3.0 V and 0.20 nA for (a) and -2.0 V and 0.30 nA for (b). The 
horizontal ranges are 1980 nm. 

excited state followed by desorption.27 For the electrons 
which are directly incident on the Pb clusters, we propose a 
H desorption mechanism mediated by the Pb clusters. In this 
mechanism, electron-induced excitation of the Pb cluster is 
followed by energy transfer to the Si-H bond. This finally 
results in H desorption by multiple vibrational excitation of 
the Si-H bond, as proposed for H desorption induced by a 
low bias voltage (|V|<5V) between a STM tip and a H 
passivated Si surface.28 

The structure of the Pb film within the depassivated re- 
gion can be seen in the STM image of Fig. 8(a). The film 
was continuous but it contained many vacancies which are 
seen as the dark areas in the image. We could not observe 
any atomic structure within the smooth parts of the Pb film. 
To make the film more continuous the surface was heated to 
160 °C for 30 s. After cooling to room temperature the same 
depassivated region was imaged with STM and found to con- 
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FIG. 9. STM images of the nanowire after heating at 350 °C for 47 s. An 
atomic step runs from the top to the bottom of the image in (a). Clusters of 
Pb atoms can be seen on the H passivated surface which surrounds the 
nanowire. The images were made with a tip bias voltage of -2.0 V and a 
tunneling current of 0.30 nA. The horizontal ranges are 670 (a) and 84 nm 
(b). 

tain fewer vacancies [Fig. 8(b)]. Heating the surface creates a 
more continuous Pb film within the depassivated region, pos- 
sibly increasing its conductivity. 

After heating the surface containing the nanowire at 
350 °C for 47 s and cooling to room temperature, the nano- 
wire and surrounding regions were imaged by STM. The 
STM image after heating in Fig. 7(b) shows that the dimen- 
sions of the nanowire and contact pads were not changed by 
the heat treatment. The high magnification STM images of 
the nanowire in Fig. 9 show that the Pb clusters which sur- 
round the wire are larger and more widely spaced after the 
heat treatment while no change can be seen in the structure 
of the nanowire itself. The increased spacing between the Pb 
clusters may decrease the conductivity of the region sur- 
rounding the nanostructure. 

VI. CONCLUSION 
A nanowire and two contact pads to connect it to external 

probes have been fabricated on a Si(l 11) surface. The stages 

in the fabrication were H passivation, Pb evaporation, H de- 
passivation, and heating. The final heat treatment creates a 
more uniform Pb film inside the nanowire and, in the region 
surrounding the nanowire, it increases the size of the Pb 
clusters and the spacing between them. Future work in which 
the amount of Pb evaporated onto the H passivated surface is 
decreased should lead to even more widely spaced Pb clus- 
ters after the heat treatment, possibly resulting in a decreased 
conductivity in the region surrounding the nanowire. 
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A study of the micro-structure, thermal stability, nanoindentation mechanical properties, and residual 
stress evolution of nanolayered Mo-Si-N/SiC thin films as a function of vacuum annealing time 
and temperature is reported. Multilayers of Mo-Si-N (MoSi22N2.5) and SiC were deposited by 
magnetron sputtering from planar MoSi2 and SiC targets onto single crystal silicon wafers. The 
relative amount of both components was varied (12.5-50 vol. % of SiC) while keeping the bilayer 
thickness constant (12 nm), or the bilayer thickness was varied (6-24 nm) with constant Mo-Si-N 
to SiC ratio (25 vol. % of SiC). Mechanical properties were measured by nanoindentation on 
as-deposited films and films annealed in vacuum at 500 and 900 °C. Microstructure and thermal 
stability were examined by cross-sectional transmission electron microscopy, glancing angle x-ray 
diffraction and nuclear resonance broadening. Stress evolution induced by thermal annealing was 
determined by measuring optically the change in curvature of coated silicon beams. In the 
as-deposited state, all films exhibited an amorphous microstructure. At 900 °C SiC still remained 
amorphous, but Mo-Si-N had developed a microstructure where nanocrystals of Mo5Si3 were 
embedded in an amorphous matrix. The interface between Mo-Si-N and SiC was indirectly shown 
to be stable at least up to 41 h annealing at 1075 °C in vacuum. The potential of Mo-Si-N as a 
barrier layer against intermixing between nanolayered MoSi2 and SiC at 900 °C has been 
demonstrated. Hardness, modulus and residual stress followed the volume fraction rule of mixture 
of both constituents of the nanolayered Mo-Si-N/SiC structure. Consequently, by optimizing the 
volume fraction of the constituents, zero residual stress on a silicon substrate is possible after 
annealing.   © 1999 American Vacuum Society. [S0734-211X(99)09404-4] 

I. INTRODUCTION 

Molybdenum disilicide is a promising material for high 
temperature (1200-1600 °C) use since it has excellent high 
temperature oxidation properties, high melting point 
(2020 °C), moderate density (6.24 g/cm2), a brittle-to-ductile 
transition in a favorable temperature range, and it is reason- 
ably electrically conductive, which allows relatively easy 
and inexpensive electrodischarge machining. It can be 
melted and densified without densification aids, so it allows 
more versatility in processing compared to silicon-based 
structural ceramics such as SiC and Si3N4. The thermal ex- 
pansion coefficient of MoSi2 is also more closely matched to 
metals, thus it is easier to join to metals. Possible applica- 
tions for MoSi2-based materials as a structural high tempera- 
ture material, high temperature joining material for ceramic 
parts and as oxidation resistant coatings for refractory met- 

a)Electronic mail: Pauli.Torri@helsinki.fi 

als, Ni-based superalloys, carbon-based alloys and carbon- 
carbon composites, can be found in many energy production, 
aerospace, and other industrial areas.1-3 

In spite of its many promising properties, there are still 
some limitations to large scale use of MoSi2 in applications. 
In particular, at intermediate temperatures (typically centered 
at 500 °C), it suffers from accelerated oxidation or even cata- 
strophic structural disintegration, known as ' 'pest disintegra- 
tion." Pest disintegration has been associated with the for- 
mation of solid M0O3 into suitable nucleation sites such as 
preexisting cracks and pores in a material. Due to the large 
volume expansion this can lead to extensive cracking and 
total disintegration of the material into powders.4'5 In addi- 
tion, the low temperature fracture toughness and high tem- 
perature creep resistance and strength of MoSi2 are not opti- 
mal and should also be improved. In an attempt to improve 
the overall performance of MoSi2, several MoSi2-based 
composites have been synthesized and studied during the last 
2 decades. This approach includes the addition of a ductile 
second phase like metallic Nb or Ta or rigid particles or 
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whiskers of SiC, A1203, TiB2, and Zr02, and alloying with 
substitutional species such as WSi2. A comprehensive re- 
view of the mechanical properties of MoSi2 and MoSi2-based 
composites has been given by Petrovic.6 

Improvement of mechanical properties due to nanoscale 
microstructures has been predicted and observed in a number 
of multilayer structures, especially metal-metal systems. 
High strength, high temperature coating materials may be 
utilized as surface modifiers which can extend the operation 
of bulk structural materials into high temperature and chemi- 
cally aggressive environments. For such applications, knowl- 
edge of the phase evolution, the thermal stability of the lay- 
ered structure, and the structure-properties relationship of 
nanolayered coatings as a function of thermal annealing are 
particularly important. In earlier work, we have studied the 
structure-mechanical properties relationship and oxidation 
behavior of nanolayered MoSi2/SiC thin films.7'8 In these 
studies, a partial breakdown of the layered structure was ob- 
served after 1 h vacuum anneal at 800 °C. At 900 °C 1 h 
anneal, this layer breakdown had further advanced and dur- 
ing prolonged annealing, the layered structure was totally 
destroyed, which was associated with a decrease of both 
hardness and the elastic modulus. The layer breakdown was 
tentatively explained by a displacive diffusion reaction at the 
MoSi2 grain boundaries. Thus, diffusion between MoSi2 and 
SiC should be reduced in order to achieve temperatures 
which are of practical importance. 

One approach to reduce diffusion in a multilayered struc- 
ture is to use a diffusion barrier. We have previously studied 
the thermal stability of MoSi2/Mo-Si-N, Mo/Mo-Si-N 
and Mo/Mo-Si-N/MoSi2 multilayers with the composition 
of the Mo-Si-N close to MoSi^ (jt~3-4).9 These coat- 
ings showed excellent thermal stability and the layered struc- 
ture remained intact without interfacial reaction during 1 h 
vacuum annealing at least up to 900 °C (highest temperature 
tested). This kind of strongly nitrogen alloyed molybdenum 
disilicide has also shown good elevated temperature oxida- 
tion resistance and no signs of pest disintegration.10 For these 
reasons, the multilayered Mo-Si-N/SiC appears to be a suit- 
able candidate system to study high temperature behavior of 
nanolayered structures of two constituents which separately 
have demonstrated good mechanical and chemical perfor- 
mance at elevated temperatures. The aim of this work is to 
investigate the microstructural evolution and thermal stabil- 
ity of nanolayered Mo-Si-N/SiC thin films and to find the 
correlation between mechanical properties and microstruc- 
ture. In addition, we have examined the mechanical proper- 
ties as well as the stress state of the film as a function of the 
ratio of constituents and bilayer thickness, and also the influ- 
ence of thermal annealing on the stress state of the films. The 
possibility of using Mo-Si-N as a diffusion barrier between 
MoSi2 and SiC in a nanolayered structure is tested. 

II. EXPERIMENTAL PROCEDURES 

Magnetron sputtering techniques were used for deposition 
of both single layer films and multilayers of Mo-Si-N and 
SiC. The deposition chamber was evacuated to less than 

1.3X 10~6 Pa vacuum prior to the deposition by use of a 
turbopump. Mo-Si-N was deposited by dc sputtering from a 
planar MoSi2 target (4 in. diameter, 99.5% purity from Plas- 
materials, Inc.) in a gas mixture of 50% N2 and 50% Ar. Gas 
flow (70 seem) and composition was controlled with mass- 
flow controllers and a multigas analyzer. 

SiC was sputtered in pulsed dc mode in an argon plasma 
by use of a SparcLe unit, which reverses the target voltage 
for 10 /xs at a 2 kHz rate. This pulsing technique is for 
decharging the surface of the SiC planar sputtering target (4 
in. diameter, 99.5% purity, Plasmaterials, Inc.) during the 
sputtering process. Mo-Si-N was deposited at 0.2 Pa and 
SiC at 0.4 Pa working gas pressure. In both cases, 300 W dc 
power was used, which gave deposition rates of 32 nm/min 
for Mo-Si-N and 8 nm/min for SiC. These rates were mea- 
sured with a Dektak II A surface profilometer from pre- 
masked samples. 

Pieces of single crystal (100) silicon wafers were used as 
substrates. For stress measurements, 0.39 mmX5 mmX25 
mm beams were cut from silicon using a diamond saw. Prior 
to the deposition, the substrates were sputter etched for 30 
min in 0.5 Pa Ar with 110 W dc power using a pulsed 25 
kHz plasma driver (EXB2000) to remove the native oxide 
layer. Magnetron units were situated vertically at opposite 
sides of the deposition chamber. Samples were situated 20 
cm from the targets at the sample holder which was rotated 
with a stepper motor. No extra heating or substrate bias volt- 
age was applied. The entire deposition process for multilayer 
deposition, including vacuum pumping, gas control, target 
cleaning, sample moving and deposition, was controlled by a 
computer. 

Single layer films (Mo-Si-N and SiC) and Mo-Si-N/ 
SiC multilayers with the nominal structure 50X(18+6) nm, 
100x(9+3) nm, 200X(4.5+1.5) nm, 100X(10.5+1.5) nm, 
and 100X(6+6) nm were deposited with total coating thick- 
ness of 1.2 ju,m for all samples. In this designation, NX(B 
+ C), N is the number of bilayers, B is the thickness of the 
Mo-Si-N layer and C is the thickness of the SiC layer. A 
four-layer system of MoSi2/Mo-Si-N/SiC/Mo-Si-N with 
nominal structure of 50X(10+4+6+4) nm was deposited to 
study if Mo-Si-N can act as a diffusion barrier and prevent 
layer breakdown and mixing between MoSi2 and SiC which 
was seen in our earlier work on MoSi2SiC nanolayered 
structures.7 Samples consisting of three layers, 
SiC/Mo-Si-'5N/SiC,were also deposited for nitrogen diffu- 
sion measurements, since these would give indirect informa- 
tion on the thermal stability of layered structure. In these 
samples, isotopically enriched l5N2 gas (99.98% isotopical 
purity) was used in the Mo-Si-N layer since it allows for 
fast ion beam profiling of nitrogen by use of the sharp 429 
keV resonance of the l5N(/;,ay)'2C reaction." 

All thermal annealings at temperatures up to 900 °C were 
made in a vacuum quartz-tube furnace in a vacuum better 
than 10~6 Pa. Higher temperature annealings (1050— 
1075 °C) were done in a quartz-tube furnace with a vacuum 
better than 5 X 10-4 Pa. Rutherford backscattering spectrom- 
etry (RBS) with a 2 MeV He+ beam and backscattering 
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(BS) of 2.4 MeV protons (non-RBS from light elements) 
were used to determine elemental composition of the films 
using a standard RBS setup with a 170° scattering angle and 
a 100 mm2 ion-implanted silicon detector. For the depth pro- 
filing of nitrogen, 4.43 MeV y-rays from the sharp resonance 
(r=124 eV12) of the reaction ]5N(/?,ay)12C at 429 keV 
were detected as a function of probing proton beam energy 
with a 12.7 cm (diameter) X 10.2 cm Nal(Tl) scintillator de- 
tector. The energy resolution of the proton beam was about 
500 eV. Beams for both BS and nuclear resonance broaden- 
ing measurements were obtained from the single-ended Van 
de Graaff accelerator. For determination of major impurities 
in as-deposited films, time-of-flight elastic recoil detection 
analysis (TOF-ERDA) was utilized using a 37 MeV Au7+ 

beam obtained from a 5 MV EGP-10-11 tandem accelerator. 
Surface hardness and elastic modulus of the films were 

determined by use of a Nanoindenter II from Nano Instru- 
ments. This instrument directly measures the load on a trian- 
gular pyramid diamond indenter tip as a function of displace- 
ment from the surface. Indents were done in displacement- 
controlled mode and the continuous stiffness method was 
used. In this method a small modulation signal is added to 
the loading (vibrating tip). Elastic modulus and hardness are 
determined from the contact stiffness at each point of the 
loading curve. Total depth of the indents was 500 nm. Nine 
indents were made on each sample and the data averaged. 
Fused silica was used as a calibration standard for indenta- 
tion tip area function and as a control sample. A comprehen- 
sive review of the determination of elastic and plastic prop- 
erties of thin films on substrates using nanoindentation 
techniques has been recently given by Nix.13 

The residual stress in thin films on single crystal silicon 
substrates was determined using the Stoney equation:14 

Eji 

6Rt f 

Here, a is the stress in the film, Es is the biaxial elastic 
modulus of the (100) Si substrate, ts is the thickness of the 
substrate, R is the radius of curvature of the film/substrate 
system (negative for compressive stress state in the film) and 
tf is the thickness of the film. Es is equal to E0/(l -v0), 
where E0 is Young's modulus and v0 is the Poisson ratio. 
The radius of curvature of silicon beams was measured op- 
tically by scanning a helium-neon laser spot over the center 
line of the silicon beam and recording its reflection with a 
position sensitive detector. This was done prior to and after 
film deposition, and after thermal annealings in vacuum. The 
final stress of the film was calculated from the change of 
curvature with respect to the uncoated beam. 

Cross-sectional transmission electron microscopy 
(XTEM) specimens were made by mechanical thinning and 
ion beam milling from as-deposited and vacuum-annealed 
films. Examinations were made using conventional and high- 
resolution transmission electron microscopy on a Philips 
CM30ST microscope operating at 300 kV. Glancing angle 
x-ray diffraction scans were taken from single layer Mo- 
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FIG.   1.   Nitrogen profiles from  (300+20+300) nm SiC/Mo-Si-N/SiC 
samples measured by nuclear resonance broadening. 

Si-N film after 900 °C 3 h vacuum anneal using an unmono- 
chromated Cu source at an incident angle of 0.5°. To control 
the beam dimensions, a high precision variable slit was 
placed in front of the sample. For angular resolution, a Soller 
slit collimator was mounted between the sample and detec- 
tor. A solid state detector was used to isolate the Cu Ka 

doublet and to maximize the signal-to-noise ratio. 

III. RESULTS AND DISCUSSION 

A. Ion beam analysis 

Backscattering measurements of a single layer Mo-Si-N 
film revealed the elemental ratio of Mo:Si:N to be 1:2.2:2.5. 
In addition, less than 2 at. % of oxygen, 1% of carbon, and 
1.5% of argon were detected in the film by TOF elastic recoil 
detection (TOF-ERD). Nuclear resonance profiling of nitro- 
gen shows that nitrogen content in the films is constant for 
anneals of 900 °C for 3 h in vacuum. At 1050 °C, an an- 
nealed single layer Mo-Si-N film exhibited some loss 
(about 30%) of nitrogen very close to the surface (about 30 
nm). Deeper in the film, no change in the Mo:Si:N ratio takes 
place at this temperature. SiC films were observed to be 
slightly carbon rich (Si:C~0.93) with about 1.5 at. % oxygen 
and less than 1% argon impurities. By combining areal den- 
sities obtained from backscattering data and thickness values 
measured by surface profilometer from premasked samples, 
mass densities of 4.4 and 2.9 g/cm3 were estimated, respec- 
tively, for Mo-Si-N and SiC. The density of as-deposited 
SiC film was about 90% of the full density of bulk silicon 
carbide (3.2 g/cm2). 

In Fig. 1, nitrogen profiles from SiC/Mo-Si-15N/SiC 
samples (300 nm+20 nm+300 nm) in as-deposited form and 
after 41 h of vacuum annealing at 1075 °C are shown. No 
diffusional broadening of the nitrogen profile can be seen, 
which indicates good thermal stability of the Mo-Si-N/SiC 
interface at this temperature. 
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FIG. 2. Transmission electron microscopy (TEM) images taken from Mo- 
Si-N films in the as-deposited state (a), after 900 °C/3 h vacuum annealing 
(b), from SiC films in the as-deposited state (c), and after similar annealing 

(d). 

B. Microstructure 

All films exhibited an amorphous microstructure in their 
as-deposited state. No crystallization was detected after a 3 h 
anneal at 900 °C in SiC single layer films [Fig. 2(d)] or in 
SiC sublayers in multilayers [Fig. 3(b)]. Similar annealing of 
Mo-Si-N, either as a single layer [Fig. 2(b)] or a sublayer in 
nanolayered composite [Fig. 3(b)] did result in partial crys- 
tallization, where 3.5 nm diam equaxial grains were ob- 
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FIG. 3. TEM image from 50X(18 + 6) nm Mo-Si-N/SiC films after 
500 °C/3 h annealing (a) and from a 100X(6+6) nm structure after 900 °C/3 
h annealing (b). At 900 °C, Mo-Si-N (darker contrast) partly crystallized, 
but SiC remained amorphous. At 500 °C, no crystallization was detected. 

FIG. 4. Glancing angle x-ray diffraction scan from a 900 °C/3 h annealed 
single layer Mo-Si-N film. Plotted reference lines are from powder diffrac- 
tion data of tetragonal Mo5Si3. 

served embedded in an amorphous matrix. After 500 °C an- 
nealing for 3 h, no crystallization was detected [Fig. 3(a)]. 
Glancing angle x-ray diffraction scan taken from 900 °C 3 h 
annealed single-layer Mo-Si-N film is presented in Fig. 4. 
The nanocrystalline phase identified by x-ray peak fitting is 
tetragonal Mo5Si3. The formation of this suicide compound 
is consistent with the Mo-Si-N phase diagram,15 which in- 
dicates that the Mo-Si-N equilibrium state should consist of 
mainly Mo5Si3 and Si3N4. 

The observed partially nanocrystalline microstructure is in 
good agreement with our earlier work where the microstruc- 
ture and mechanical properties of MoSi2Nv were studied as a 
function of nitrogen content.16 In that study, after a 3 h 
vacuum anneal at 900 °C, MoSi2Nx (x~1.5) films had de- 
veloped nanocrystalline C40-MoSi2 microstructure, and 
films with high nitrogen content (*~3-4.2) possessed an 
amorphous structure which was phase separated into two dif- 
ferent phases, one phase with a slightly darker bright field 
image contrast than the other one. The increase in nitrogen 
content was associated with an increase in crystallization 
temperature and a refined microstructure. Nitrogen content 
of the Mo-Si-N film in the present work (MoSi12N25) lies 
between values of these two structures. A possible explana- 
tion for the observed microstructure refinement is that when 
the nitrogen content is increased, diffusion becomes more 
sluggish and finally can produce only local phase separation. 

In Fig. 5, XTEM images from the four-layer samples 
(MoSi2/Mo-Si-N/SiC/Mo-Si-N), in the as-deposited (a), 
3 h at 500 °C (b), and 3 h at 900 °C (c) vacuum-annealed 
states are presented. The MoSi2 sublayer undergoes the crys- 
tallization sequence from amorphous to the metastable hex- 
agonal C40 structure (3 h at 500 °C) and to the stable tetrag- 
onal Cllfc (3 h at 900 °C). A detail of this four-layer system 
is the thin light contrast phase between MoSi2 and Mo-Si-N 
which is visible in all TEM micrographs, even in as- 
deposited films. So far we have no explanation of what this 
thin amorphous looking layer is. SiC and Mo-Si-N have the 
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FIG. 6. Nanoindentation hardness and elastic modulus as a function of bi- 
layer thickness for Mo-Si-N/SiC multilayers with 25 vol. % of SiC, i.e., 
the 200x(4.5 + 1.5) nm, 100X(9+3) nm and 50X(18+6) nm structures. 

FIG. 5. TEM images of a 50x(10+4+6+4) nm four-layer 
MoSi2/Mo-Si-N/SiC/Mo-Si-N structure in the as-deposited state (a), af- 
ter 500 °C/3 h vacuum annealing (b), and after 900 °C/3 h vacuum anneal- 
ing (c). 

same microstructure evolution in the four-layer system as 
observed in single layer films and multilayered Mo-Si-N/ 
SiC samples. 

In our previous work, crystallization of SiC in MoSi2/SiC 
nanolayered structures was observed to occur after crystalli- 
zation of MoSi2 during 1 h annealing at 700 °C.7 This behav- 
ior was explained to be due to adjacent crystalline material 
(MoSi2) which assists the nucleation of SiC. Accordingly, 
the absence of such material in contact with SiC in the 
present system prevents the nucleation of SiC at tempera- 
tures up to at least 900 °C. Nanocrystalline grains in the 
amorphous matrix of Mo-Si-N seem not to be sufficient to 
assist nucleation of SiC. On the other hand, the formation of 
crystalline MoSi2 in the four-layer sample has no visible ef- 
fects on the crystallization behavior of amorphous Mo- 
Si-N. Also, the nanolayered structure remains intact with no 
signs of layer mixing at least up to 900 °C annealing for 16 h 
(longest time and highest temperature tested and analyzed 
with TEM). 

C. Nanoindentation hardness and elastic modulus 

Nanoindentation hardness and elastic modulus of as- 
deposited and vacuum-annealed films are presented in Fig. 6 
as a function of bilayer thickness (25 vol. % of SiC) and in 
Fig. 7 as a function of SiC volume fraction (12 nm bilayer 
thickness, 100 bilayers). Values are 100 nm depth values 
from continuous stiffness measurements with 500 nm total 
indent depth. Error bars represent standard deviation of the 
nine indents. When keeping bilayer thickness constant (12 
nm) and changing the Mo-Si-N to SiC ratio (Fig. 7), a 
simple volume fraction rule of mixture on both hardness and 
modulus can be seen. Bilayer thickness (or number of inter- 
faces) seems to have no significant effect on the elastic 
modulus (Fig. 6). The multilayer with the shortest bilayer 
thickness (6 nm) is slightly softer than the others (12 and 24 
nm), but within statistical error no real trends can be de- 
duced. In general, the hardness and modulus both increase 
with increasing annealing temperature and increasing SiC 
content. 

The hardness and modulus increase in Mo-Si-N films as 
a result of 900 °C annealing (Fig. 7) can be attributed to 
crystallization of some part of the material. However, large 
increases in these properties already take place at 500 °C 
annealing where the material is still amorphous. No crystal- 
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FIG. 7. Nanoindentation hardness and modulus as a function of volume 
fraction of SiC with constant 12 nm bilayer thickness. 

lization of SiC was detected in this experiment, either as a 
single layer or as a sublayer in a nanolayered composite. For 
this reason, the high increase, especially in the hardness of 
amorphous films, is most likely due to the densification of 
the films which retards plastic flow in these amorphous ma- 
terials. 

Hardness and modulus of the four-layer system are listed 
in Table I. For comparison, we have added values from 

TABLE I. Nanoindentation hardness and elastic modulus of two different 
nanolayered composite films. Values for MoSi2/SiC are from our earlier 
work (Ref. 7). 

Condition Hardness (GPa) Modulus (GPa) 

MoSi2/Mo- -Si-N/SiC/Mo-Si-N 50x(10+4+6+4) nm 
as deposited 14.7 200 
500 °C/3 h 22.3 250 

900 °C/1 h 24.8(100%) 269 (100%) 

900 °C/3 h 23.8 (96%) 260 (97%) 

900 "C/16 h 22.5 (91%) 
MoSi2/SiC90x(15+2.7) nm 

254 (94%) 

as deposited 11.5 217 

500 °C/1 h 20.8 290 
900 °C/1 h 25.5(100%) 382 (100%) 
900 °C/2 h 21.6 (85%) 346 (91%) 
900°C/16h 18.6 (73%) 342 (90%) 
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FIG. 8. In-plane residual stress as a function of SiC volume fraction (12 nm 
bilayer thickness) and as a function of bilayer thickness (25 vol. % of SiC). 

nanolayered MoSi2/SiC composite (~15 vol. % of SiC) 
films with 90X(15+2.7) nm geometry and almost similar 
heat treatments from our earlier work.7 The relative hardness 
and modulus during prolonged annealing at 900 °C com- 
pared to 1 h annealing (100%) is also presented in brackets. 
Even though the MoSi2/Mo-Si-N/SiC/Mo-Si-N and 
MoSi2/SiC samples have almost the same hardness (see 
900 °C, 1 h), the elastic modulus of the MoSi2/SiC 
multilayer is significantly larger. When comparing both 
transmission electron microscopy (Fig. 5) and nanoindenta- 
tion results, it is evident that Mo-Si-N can act as a diffusion 
barrier between MoSi2 and SiC and prevent or at least re- 
markably slow down deterioration of the layered structure 
and mechanical properties at 900 °C. The increased modulus 
of MoSi2/SiC is apparently due to the crystallization of both 
MoSi2 and SiC; in the MoSi2/Mo-Si-N/SiC/Mo-Si-N 
samples crystallization of SiC is suppressed. 

D. Stress evolution 

The average in-plane residual stress in as-deposited films 
and films after vacuum annealing for 3 h at 500 °C is pre- 
sented in Fig. 8. In addition, residual stress after vacuum 
annealing at 350 and 500 °C is presented in Fig. 9 as a func- 
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FIG. 9. In-plane residual stress in single layer SiC and Mo-Si-N films as i 
function of annealing time at 350 and 500 °C. 

tion of annealing time for single layer SiC and Mo-Si-N 
films. Both single layer films and all multilayers follow simi- 
lar stress evolution as a function of annealing time; after an 
initial rapid transition period, an almost constant stress level 
is achieved. All measurements were made at room tempera- 
ture, and stress values are averaged from nine individual ra- 
dii of curvature measurements from the same coated silicon 
beam. 

The data of Fig. 9 show that for both SiC and Mo-Si-N, 
the magnitude of stress change during the first 15 min an- 
nealing is almost directly proportional to the temperature dif- 
ference between room temperature (20 °C) and annealing 
temperature. From these data, it would be tempting to as- 
sume that at elevated temperature stress is totally relaxed and 
the residual stress is only due to the difference between the 
thermal expansion coefficient of the film and the silicon sub- 
strate. However, even if we use an overestimated value of 
440 GPa (hot pressed bulk material value) for the elastic 
modulus of SiC and linear thermal expansion coefficients of 
4.8X10-6 for SiC and 3.5X10-6 for the silicon substrate, 
we can estimate, when neglecting in-plane Poisson effects, 
that only 0.27 GPa stress should result from the differences 
in thermal expansion coefficient at 500 °C. For SiC single 
layer films, the stress changes from almost 0.7 GPa compres- 
sive to almost 1 GPa tensile as a result of annealing at 
500 °C for 3 h (Fig. 8). It is evident from this analysis that 
other factors such as densification or microstructural changes 
in the nature of the amorphous material must exist to pro- 
duce the final stress state in SiC films. Clearly the SiC films 
are not fully dense as also shown by density measurements 
on RBS. On the other hand, less than 1% lateral contraction 
of the film would be enough to produce detected residual 
stress. Therefore direct measurement of the densification is 
not possible using combined RBS and thickness measure- 
ments. 

The residual stress in the multilayered films seems to 
obey a simple volume fraction rule of mixture of both com- 

ponents either in the as-deposited state or after annealing at 
500 °C (Fig. 8). The only exception is the 50X(11.5 + 1.5) 
nm sample (12.5 vol. % of SiC). The compressive stress of 
this sample after deposition is about 20% less than predicted 
by the rule of mixture, and the magnitude of stress change as 
a result of annealing is also smaller. At the present time, the 
reason for this deviation is uncertain. As a function of bilayer 
thickness, all samples follow similar stress evolution, which 
indicates that interfaces do not have any significant role in 
the stress evolution process. 

IV. CONCLUSIONS 

Nanoindentation mechanical properties, high-temperature 
thermal stability and residual stress evolution of nanolayered 
Mo-Si-N/SiC thin films have been investigated. Modulus, 
hardness and residual stress follow a volume fraction rule of 
mixture of both components, but are independent of the bi- 
layer thickness. Complete relaxation'of residual stress can be 
observed after annealing of the Mo-Si-N/SiC structures 
with 25 vol. % of SiC at 500 °C. Annealing of a single layer 
SiC film, however, results in a change from compressive to 
tensile residual stress. Crystallization of SiC did not occur at 
least up to 900 °C annealing in MoSi2/Mo-Si- 
N/SiC/Mo-Si-N layered structure in contrast to what occurs 
in nanolayered MoSi2/SiC. This was explained by the lack 
of SiC nucleation sites. A Mo-Si-N layer appears to provide 
an excellent diffusion barrier between MoSi2 and SiC, so that 
the nanolayered structure remains intact at least up to 900 °C 
annealing for 16 h. 
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Optical interferometry has been applied to determine the displacement of p + + Si beams. 
Clamped-clamped Si beams and cantilevered beams were fabricated with short and long B diffusion 
processes and characterized. Measurements of beam bending for released Si structures with length 
varying from 50 to 1000 /xm, width varying from 5 to 15 fim, and thickness varying from 6 to 37 
fim were obtained. By taking advantage of an etch-diffusion process, thicker beams can be 
fabricated which have less bending due to stress gradients. A ö.O-^m-thick cantilevered beam had 
a deflection of 11.2 /j,m due to stress gradients, while a 36.7-yum-thick beam had a deflection of only 
0.3 /Am. Beams fabricated using a dissolved wafer process with a 12 h B diffusion were found to 
bend the same amount as those fabricated with a 4 h diffusion. This indicates that bending in doped 
Si beams not only depends on the gradients in the B concentrations, it could also be related to the 
distribution of dislocations. Using the deep-etch shallow-diffusion process, resonating elements that 
are 20 ^m long, 4 /im wide, and 28 /tm thick were found to be perfectly flat without any bending. 
© 1999 American Vacuum Society. [S0734-211X(99)00104-3] 

I. INTRODUCTION 

Due to the excellent mechanical properties of single crys- 
tal Si, it has continued to be used as a structural material in 
the fabrication of a wide variety of devices.' Often, the struc- 
tures are fabricated from B doped Si because this material 
serves as an etch stop in several wet Si etches.2 These etches 
can then be used to release the B doped Si structures. Mate- 
rials often can have large intrinsic stress gradients which can 
cause undesirable effects in devices. There are many things 
done during the processing of materials which can have large 
effects on their eventual intrinsic stress. Stress arises in B 
doped Si due to the fact that the B atom is a substitutional 
impurity with an atomic radius which is smaller than that of 
Si.1,3"7 This stress depends on the temperature and the am- 
bient environment in which the diffusion is done, as well as 
any subsequent annealing steps.8'9 Stress can even arise due 
to plastic deformation of the structure when materials with 
different stresses are in contact. 

Stress gradients in microstructures can cause changes in 
the shape of the structures which can influence device char- 
acteristics, stability, and performance. Therefore, it is impor- 
tant to characterize and reduce intrinsic stresses in released 
microstructures. There are many methods currently used to 
determine stress in released structures. Often, one uses the 
deformation of the structure due to stress gradients to evalu- 
ate the intrinsic stress in that structure. Deformation due to 
stress gradients can be measured using profilometry, scan- 
ning electron microscopy, or determined by deflection of la- 
ser light."12 Surface profilometry can scratch delicate struc- 

"'Electronic mail: weigold@eecs.umich.edu 
b)Electronic mail: whjuan@wafertech.com 
c)Electronic mail: pang@eecs.umich.edu 
d)Electronic mail: jborenstein@draper.com 

tures and often is time consuming. Measurements using 
scanning electron microscopy are usually time consuming 
and often are imprecise. In this study, a WYKO interferom- 
eter is used to measure the surface profile.13""15 The WYKO 
system utilizes white light passed through a beam splitter to 
form interference fringes as a function of height on the 
sample; objective height is controlled by a piezoelectric 
transducer. Two- and three-dimensional maps of the surface 
profile can be obtained from the measurements to provide 
information on displacement and stress in the structure. Us- 
ing this method, bending due to stress gradients can be mea- 
sured quickly in a nondestructive manner. 

In this work, we have investigated the intrinsic stresses in 
structures with different geometries, as well as structures 
fabricated with different processes. A dissolved wafer pro- 
cess was studied, in which a long B diffusion is performed 
from the surface of the wafer.16 Structures fabricated using 
this process are limited to a thickness of about 13 /xm. In this 
process, bending arises due to a variation in doping concen- 
tration throughout the structures.1718 The B dopant concen- 
tration decreases towards the bottom of structures and this 
difference in B concentration from the surface to the bottom 
of the structures causes the deformation of the structure.12 

The second process we have used is a deep-etch shallow- 
diffusion process or a frontside-release etch-diffusion 
process.19,20 In these processes, B diffuses from the sides of 
the beams so the B concentration is nearly constant through- 
out the beam. In addition, the B diffusion time required is 
reduced substantially. The thickness of structures fabricated 
in this process are not limited by the diffusion time but by 
the etch selectivity. Structures thicker than 50 /*m have been 
fabricated using this process. 
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II. EXPERIMENT 

Samples were fabricated using the dissolved wafer pro- 
cess with arrays of cantilevered Si beams bonded to glass 
and released. In addition, cantilevered beams, clamped- 
clamped beams, and resonators were fabricated using a 
frontside-release etch-diffusion process.20 These samples 
were then measured with a WYKO interferometer to deter- 
mine the amount of bending of the beam due to intrinsic 
stress gradients. The WYKO system has a vertical resolution 
better than 10 nm and a horizontal resolution of about 5 

The effects of geometry and fabrication conditions on the 
intrinsic stress in the beams were evaluated. The beam 
lengths were varied from 20 to 1000 /u,m. The beam widths 
ranged from 2 to 20 fim and the beams were fabricated with 
thicknesses varying from 6.0 to 36.7 /xm. This allowed the 
effects of geometry and dopant profile on beam displacement 
to be investigated. The application of most interest for these 
single crystal Si beams is capacitively sensed and driven 
structures. In this work, all structures are designed to move 
laterally in the plane of the substrate and out of plane move- 
ment is undesirable. Therefore, the primary effect of bending 
is an unpredictable capacitive plate overlap resulting in a 
decreased or unpredictable drive force or sense current. 
Thus, the most useful quantitative result in this case is a 
measurement of beam tip deflection or beam displacement 
and this is what has been measured throughout this work. 

III. RESULTS AND DISCUSSION 

A. Fabrication 

Released cantilevered beams were fabricated using a dis- 
solved wafer process. First, a recess etch is performed in 
KOH to remove 4 /im from the entire Si wafer except the 
masked anchor areas. This defines the regions which will 
serve as anchors when bonded to glass. Then, a long diffu- 
sion is performed in a furnace at 1175 °C using a solid boron 
nitride source in an 02/N2 ambient. The flow rate for N2 was 
3 smi and 250 seem for 02. The doping time used was 
dependent on the process and desired thickness of the doping 
layer. All diffusions were then followed by a 5/20/5 min 
dry/wet/dry thermal oxidation at 1000 °C to drive the dop- 
ants from the surface oxide formed during the diffusion and 
facilitate removal of the borosilicate glass. The thickness of 
the structures is determined by the diffusion time. Next, a 
deep dry etch in an electron cyclotron resonance (ECR) 
source is used to define the structure and etch through the 
heavily B doped Si layer. The frontside of the wafer is then 
bonded to a glass substrate and the wafer is subsequently 
dissolved in a long wet etch in ethylenediamine pyrocatechol 
(EDP). The structures are not dissolved because the EDP 
does not attack structures which are doped with B concen- 
trations greater than about 7X 1019 cm-3. 

In order to investigate the effects of stress caused by the 
long diffusion from the surface, clamped-clamped beams, 
cantilevered beams, and resonators were fabricated using an 
etch-diffusion process. In this process, a deep Si etch is per- 

100 um 

(a) 

100 urn 

(b) 

FIG. 1. (a) Micrograph of 20-/im-thick, 300-yiim-long, and 5-/ttm-wide 
clamped-clamped beam fabricated with the etch-diffusion process, and (b) 
micrograph of a 37.5-/im-thick array of 5-/im-wide cantilevered beams 
with lengths varying from 50 to 1000 pm fabricated with the etch-diffusion 
process. 

formed in an ECR source. The diffusion to convert the struc- 
ture to p+ + Si is then performed. This allows a short diffu- 
sion to be used regardless of how thick the structures are. 
The reason for this is that the B diffuses into the structures 
from both sides throughout the whole depth of the dry etched 
trench. This should give a much more uniform doping distri- 
bution throughout the structure. Following the diffusion, a 
maskless Si etch is performed in the ECR source to etch 
through the continuous B layer at the bottom of the trenches 
allowing the mechanical structures to separate from one an- 
other after they are released. High aspect ratio structures can 
be fabricated which are very stiff in the direction out of the 
plane of the substrate. This causes a negligible amount of 
bending due to stress which will be further detailed later. 

B. Clamped-clamped beams 

Figure 1(a) shows a micrograph of a beam clamped on 
both sides which is 300 /im long, 5 /am wide, and 20 /xm 
thick bonded to a glass substrate. The laser beam from the 
interferometer was scanned across the length of the doubly 
clamped beam. Figure 2 shows a scanned profile of a 300- 
/tm-long, 15-yu.m-wide, and 20-yu.m-thick clamped-clamped 
beam which has a variation in height of 250 nm. A positive 
beam tip deflection indicates a displacement, away from the 
original Si substrate, and a negative beam tip deflection in- 

200 300 

DISTANCE ALONG BEAM (|im) 
400 

FIG. 2. Height profile as a function of distance along the 300-/im-long, 15- 
/tim-wide beam fabricated using the etch-diffusion process, obtained from 
WYKO interferometric scan. 
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FIG. 4. Plot of cantilevered beam tip deflection variations with thickness and 
length. The beams were 10 ßm wide and fabricated using the etch-diffusion 
process. 

dicates a displacement toward the original Si substrate. All 
clamped-clamped beams were fabricated using the etch- 
diffusion process which provides Si structures bonded upside 
down to a glass substrate. Variation in maximum beam de- 
flection for 20-/im-thick beams with different length and 
width fabricated by the etch-diffusion process was also mea- 
sured and the results are shown in Fig. 3. Diffusion times for 
beams of different widths were calculated based on previous 
measurements so that the beams were fully diffused with 
additional time added to guarantee complete diffusion of the 
beam. In Fig. 3, maximum beam deflection refers to the 
maximum height difference between the fixed ends of the 
beam and any other point on the beam. The 7.5-yU.m-wide, 
300-/im-long beam has a height variation of 1.25 /urn, but 
when the length of the beam is decreased to 100 fim, the 
height variation is decreased to 0.2 fim. For 100-ytim-long, 
20-/u,m-thick beams, but with the width increased from 5.0 to 
7.5 fim, the membrane curvature is reduced from 0.5 to 0.2 
fim. The amount that the beam bends due to stress gradients 
is dependent on the stiffness of the beam. The spring con- 
stant is a measure of this stiffness. The larger the spring 
constant in a given direction, the less it will bend when a 
given force is applied. The spring constant of a beam is 
related to its moment of inertia divided by its length. By 
increasing the beam's length, its spring constant decreases 
and the beam becomes more compliant. Therefore, longer 
beams tend to bend more due to stress gradients. On the 
other hand, the moment of inertia in the direction of interest 
(out of the plane of the substrate) is related to the cube of the 
thickness of the beam, multiplied by the width of the beam. 
As the beam width is increased, its moment of inertia and the 
spring constant increase, which makes the beam suffer in 
this direction. If the stress gradients caused by doping gradi- 
ents were uniform across the width of the beam, then a wider 
beam would bend more due to stress gradients and this 
would balance the wider beam's increased stiffness, causing 
the bending to be independent of width. However, experi- 
mental results show that the bending is dependent on width 

which suggests that the stress gradients across the width of 
the beam are not uniform and therefore do not track with the 
increase in beam stiffness. This means that the stiffness of 
the wider beam dominates and thus, it bends less even with 
stress gradients across the beam. Also, since the bonding is 
performed at an elevated temperature, small differences in 
the thermal expansion coefficient between the Si and the 
glass could give rise to stress gradients in the beams. How- 
ever, this effect is minimized by using Corning No. 7740 
glass, which has a thermal expansion coefficient closely 
matched to that of the Si substrate. 

C. Cantilevered beams 

Arrays of cantilevered beams were fabricated and a 37.5- 
/zm-thick array is shown in Fig. 1(b). These beams were 
fabricated using the frontside-release etch-diffusion process 
so that B doped Si beams are formed which are anchored to 
a Si substrate. The displacement of cantilevered beams of 
varying lengths and thicknesses was measured and is shown 
in Fig. 4. The lengths of the beams varied from 50 to 1000 
fim in 50 fim steps, and the beam width was 5 fim. The tip 
of the cantilevered beam was scanned and the tip height 
could then be determined, referenced to the plane of the Si 
surface. A positive beam tip deflection indicates an upward 
displacement, away from the substrate, and a negative beam 
tip deflection indicates a downward displacement toward the 
substrate. For the 6.0- and lO.O-^m-thick beams, as the 
length of the beam increased, the beam tip deflection also 
increased. For the thicker 23.5- and 36.7-yU.m-thick beams 
the tip deflection was much smaller and stayed relatively 
constant as the length of the beam increased. 

Figure 4 also shows that beam tip deflection decreased as 
the thickness of the beam increased. For 1000-/im-long 
beams, as the thickness of the beam increased from 6.0 to 
36.7 /im, the deflection at the tip decreased from 11.2 to 
-0.3 fim. That is, the thicker beams are much less affected 
by the intrinsic stress gradients due to their increased stiff- 
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ness and tend to stay flatter than thin beams. This agrees with 
conventional beam theory which states that the deflection at 
the tip of a cantilevered beam is given by 

(1) 

10 

T3W 

where y is the deflection of the beam tip and L, T, and W are 
the length, thickness, and width of the beam, respectively.21 

This decreased bending is desirable since the positions of the 
fabricated beams can be more accurately predicted if they do 
not bend due to stress gradients. In addition, large displace- 
ment can cause large variations in device performance and 
reproducibility. Therefore, devices with higher aspect ratios 
are desirable to minimize the displacement due to intrinsic 
stress gradients. 

D. Comparison of stress among different fabrication 
methods 

Two methods of fabrication were used to fabricate canti- 
levered beams as described previously. The intrinsic stress in 
the single crystal silicon arises from the B dopant which is 
used to provide etch selectivity over the lightly doped Si 
substrate in the EDP etch. This dopant substitutes into the Si 
lattice and gives rise to stresses because the B atom has a 
smaller atomic radius than the Si atom. Typically, the B is 
diffused into the Si from the upper surface, giving rise to a 
concentration gradient of the B in the Si from the surface to 
the bottom of the cantilever. It has been reported that the 
greater the difference in concentrations at the top and bottom 
of the cantilever, the greater the deflection of the beam.12 

This explanation is in good agreement with experimental 
data and assumes a linear B distribution from the top of the 
cantilever to the bottom, and no B concentration gradient 
across the width of the beam. Devices fabricated using a long 
B diffusion could have this type of variation in B concentra- 
tion from the top surface to the bottom of the cantilever. 

For the short B diffusion, with diffusion from the top and 
sides of the cantilever, the cantilever should be more uni- 
formly doped and have less beam deflection due to stress 
gradients. Figure 5 shows that the beam tip deflection does 
not depend on the diffusion time. Two sets of 10-yttm-thick, 
10-/U,m-wide cantilevers were measured with varying 
lengths. The beam deflection was similar for beams made 
with 4 h of B diffusion from the top and sides in the etch- 
diffusion process and 12 h of B diffusion from the top only 
using the dissolved wafer process. The 4 h diffusion results 
in a junction depth of 6.6 /im while the 12 h diffusion results 
in a junction depth of 10.0 /urn. Junction depth as used here 
describes the depth at which the concentration falls below 
that serving as an etch stop in EDP which is typically 7 
X 1019 cm-3. In the deep etch-short B diffusion process, the 
B concentration in the structure should be highest at the top 
and side surfaces of the beam. The B concentration should 
decrease as the center of the beam is approached. Since there 
is now a lateral B concentration gradient across the width of 
the beam, the previous model may not hold. However, this 
lateral concentration gradient should be symmetrical. At high 
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FIG. 5. Comparison of beam tip deflection between lO^m-wide cantile- 
vered beams fabricated using the dissolved wafer process with a 12 h B 
diffusion and those fabricated using the etch-diffusion process with a 4 h B 
diffusion. 

B concentrations, which are typical of an etch stop, simple 
functions to describe the dopant profile may not hold true.22 

In addition, there will still be variations in the B concentra- 
tion from the top of the beam to the bottom, due to the larger 
B concentration at the top surface than below the surface. 
Also, at the bottom of the structure where the etch stop oc- 
curs, there will be a small doping concentration gradient 
where B concentration decreases from top to bottom. This 
may also give rise to stress that could cause deflection of the 
cantilevered beam. Typically, however, the diffusion time is 
lengthened to ensure that the whole beam is converted to 
p + + Si. This should allow the B to diffuse further and serves 
to make the doping profile quite uniform throughout the 
beam. 

This suggests that something other than a gradient in B 
concentration through the beam is giving rise to the deflec- 
tion of the beam. One possible explanation is that the deflec- 
tion arises from a gradient in dislocation density through the 
beam. Dislocations follow the diffusion of B into the Si, in 
order to relieve the stress created by the B.23 However, the 
distribution of dislocations through the beam is not necessar- 

100 |xm 

FIG. 6. Micrograph of 50-yum-thick comb drive resonator with 2-/xm-wide 
and 30-jiim-long fingers fabricated with the etch-diffusion process. 
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FIG. 7. Interferometric scan across the resonating elements of a 28-/im-fhick 
comb drive fabricated with the etch-diffusion process. 

ily the same as the distribution of B through the beam, since 
dislocations are formed close to the surface, where the B 
concentration is above the threshold level for dislocation for- 
mation. The gradient in dislocation concentration through the 
beam may be what is giving rise to the bending of the beam, 
and this gradient may not change with the two diffusion 
methods used here. This would explain the similar amount of 
bending observed using two different methods of diffusion. 
Although the same amount of bending is seen with the long 
B diffusion, compared to the short diffusion deep-etch pro- 
cess, the latter process allows thicker structures to be fabri- 
cated which would then have less bending due to stress gra- 
dients. 

E. Resonators 

The displacement of resonators fabricated using the etch- 
diffusion process was also evaluated and Fig. 6 shows typi- 
cal comb drives with resonating elements. For the fingers of 
a 20-yU.m-long, 4-/u,m-wide, and 28-yu.m-thick comb drive, 
the interferometric measurements indicate that they are per- 
fectly flat without any bending as shown in Fig. 7. For 
clamped-clamped beam resonators with the same width and 
thickness, but 325 /xm long, beam displacement up to 1.7 
yarn was observed. Figure 7 shows a scan across the elements 
of comb drive fingers. This scan was performed across re- 
leased comb drive fingers with the fingers oriented perpen- 
dicular to the resonant beam, and the scan performed parallel 
to the resonant beam. This shows the flexibility of the inter- 
ferometric system to be able to scan many types of structures 
such as a comb drive with thick fingers and very narrow 
gaps. 

IV. CONCLUSION 

Optical interferometric techniques were used to character- 
ize the displacement of structures due to intrinsic stress gra- 
dients. This method allows precise measurements to be made 
in a simple, fast, nondestructive manner. This precise mea- 

surement allows the displacement in beams to be monitored 
and reduced which can increase device performance and re- 
producibility. Clamped-clamped beams, cantilevered beams, 
and resonators were fabricated and displacement due to 
stress gradients was measured. Quantitative measurements 
were obtained showing that bending of beams due to stress 
gradients decreased for wider, shorter, and thicker structures 
as would be predicted by conventional beam theory. Thus 
the latitude in the etch-diffusion process in fabricating thick 
structures has the advantage of decreasing the amount of 
bending of beams of similar geometries. No difference in 
bending due to stress gradients was observed for beams fab- 
ricated using a 12 h B diffusion process, compared to those 
fabricated with a short B diffusion of 4 h, in a deep-etch 
shallow-diffusion process. However, the deep-etch, short B 
diffusion process allows much thicker devices to be fabri- 
cated with larger stiffness and less bending due to stress 
gradients. 
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In situ ellipsometric study of the formation process of metalorganic 
vapor-phase epitaxy-grown quantum dots 
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Our in situ ellipsometry study of metalorganic vapor-phase epitaxy-grown quantum dot (QD) 
structures showed that the A-^F trajectory of the ellipsometric signal in Stranski-Krastanow QD 
growth sharply differs from that in layer-by-layer growth. When QD formation starts, A rapidly 
decreases, inflecting the A--*? trajectory. This indicates increased scattering loss, deduced from 
increased surface roughness produced in the transition from two- to three-dimensional surface 
morphology. Ex situ atomic force microscopy and photoluminescence results correspond well to the 
ellipsometric signal at the start of QD formation. Based on these results, we discuss 
growth-dependent QD formation processes such as QD formation onset and growth mode transition. 
© 1999 American Vacuum Society. [S0734-211X(99)02304-5] 

I. INTRODUCTION 

Nanostructures showing spatial confinement of carriers in 
three dimensions have attracted increasing attention due to 
their physical properties1 and potential device applications. 
Self-assembled islands formed in the Stranski-Krastanow 
(SK) growth mode have attracted particular attention as 
quantum dot (QD) structures. In the SK mode, island struc- 
tures are self-formed on a two-dimensional (2D) wetting 
layer, as a result of the transition of the growth mode, 
namely, from 2D to three-dimensional (3D) one at a certain 
layer thickness. The growth and optical characterization of 
self-assembled QDs have been widely studied, mostly in the 
In(Ga)As/GaAs system by molecular beam epitaxy (MBE)2 

and metalorganic vapor-phase epitaxy (MOVPE).3'4 Prob- 
lems awaiting solutions include nonuniform size distribution 
and uncertainties on QD height, which have led to difficulty 
in comparing the observed quantization effect with theoreti- 
cal one. The precise control of growth condition and deter- 
mination of the optimum growth parameters are crucial to 
achieving well-defined QD structures. In situ monitoring is 
an important tool for ensuring reproducibility and feedback 
on the structure formation. In high vacuum, growth informa- 
tion is obtainable by means of the well-developed electron or 
ion beam methods, such as reflection high-energy electron 
diffraction used with MBE.5 However, these methods cannot 
be used for reactive ambience or pressures outside the ultra- 
high vacuum range. Problems remain in reproducible quan- 
tum dot fabrication by means of MOVPE due to the lack of 
in situ characterization methods. Considerable attention has 
recently been directed to developing optical in situ monitor- 
ing technique applicable to MOVPE,6"8 but the development 
is still in the elementary stage, because optical probes inter- 
act only weakly with the growth surface and because the 
optical signal is difficult to be interpreted. 

In this article, we present an ellipsometric study of QD 

"'Author to whom correspondence should be addressed; electronic mail: 
jslee@obl.cl.nec.co.jp 

formation. The trajectory of the ellipsometric signal tends to 
be inflected in the early stage of the In0 5Gao 5As growth. The 
inflection point corresponds to the rapid increase in the 
imaginary part of pseudodielectric function e2, deduced 
from increased scattering loss due to surface roughening by 
the QD formation. The good agreement among the data 
taken by in situ ellipsometry, ex situ atomic force'micros- 
copy (AFM), and photoluminescence (PL) implies that this 
inflection point corresponds to the start of QD formation. 
Results indicate that this technique precisely determines the 
growth mode transition from the 2D layer growth to the 3D 
island growth. Based on these results, we study QD forma- 
tion onset and growth mode transition in QD formation pro- 
cess. 

II. EXPERIMENT 

Our growth system is based on a conventional Emcore 
Discovery 75 MOVPE system. The working pressure was 60 
Torr. Using 1400 rpm substrate rotation throughout the 
growth ensured the uniform source gas flow. GaAs (001) 
nominally oriented substrates and 0.5° off substrates misori- 
ented toward the [010] direction were used in our experi- 
ment. After chemical etching, oxide layers on substrates 
were removed by heating at 680 °C for 5 min in an arsine 
(AsH3) ambient, then the substrate temperature was elevated 
to growth temperature Tg. Triethylgallium (TEG), trimethy- 
laluminum (TMA), trimethylindium (TMI), and AsH3 were 
used as source materials. TEG, TMA, TMI, and AsH3 flow 
rates were 1.33X10~6, 2.6X10"6, 1.19X10"6, and 1.83 
X 10"3 mol/s, respectively. The In05Ga05As growth rate was 
0.1 monolayer (ML)/s and that of In05Al05As 0.2 ML/s. 

Conditions of the experiment were as follows: A Faraday- 
modulated self-nulling ellipsometer (Waterloo Digital Elec- 
tronics: EXACTA 2000) was used to monitor MOVPE 
growth in situ.9 A 632.8 nm He-Ne laser was used for the 
probe light. The laser has a 4 mW power output (spot size: 1 
mm in diameter) and is linearly polarized with a polarization 
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FIG. 1. (a) A-ty trajectories with increasing film thickness, measured for 
InGaAs film deposition on GaAs substrates at 495 °C and analogous calcu- 
lation for In03Ga07As layer-by-layer growth, (b) The e2 derived from the 
ellipsometric signal in (a) is shown as a function of growth time. The arrows 
a, ß, y, and 8correspond to In05Gao5As growth stoppage in nominal 2.5, 
3.5, 4.5, and 6 ML thickness. 

ratio of 500:1. The incident angle was set to 70°. Data were 
acquired by means of lockin technique (time constant: 100 
ms) and the interval between data acquisitions was 500 ms. 
Noise levels during growth were typically 0.02° for A and 
0.01° for W. Ex situ surface morphologies were studied by 
AFM in air. Room temperature (RT) PL measurements were 
done under the excitation by an Ar+ laser tuned to 488 nm. 

III. RESULTS AND DISCUSSION 

Typical examples of the ellipsometric signal during 
MOVPE growth for InGaAs/GaAs systems are shown in Fig. 
1(a). The figure shows the trajectory on the A-^P plane with 
increasing layer thickness of InGaAs in the dot formation 
growth and in the layer-by-layer growth on GaAs (001) sub- 
strates at 495 °C. 

The effective complex dielectric functions of the InGaAs 
films e=e\ + ie2, which are obtained by effective medium 
theory, are connected with the complex dielectric functions 
of GaAs. Investigations showed that the Bruggeman effec- 
tive medium theory expression follows from an aggregate 
model, where particles of phases are mixed on a random 
basis.6 Hence, the Bruggeman effective medium approxima- 
tion is suitable for the InGaAs films. Accordingly, the effec- 
tive complex dielectric function, e, of InGaAs films is ob- 
tained from the following equations: 

/lnAs+/GaAs~~ '> 

(0 

(2) 

where /, and e, are the volume fraction (composition) and 
dielectric function of each component. Since the dielectric 
functions of GaAs and InAs depend on temperature, the val- 
ues of e were not cited from the literature but obtained from 
the experimental data by the homoepitaxial growth at 495 °C 
on semi-insulated GaAs and InAs substrates, respectively. 
The ex and e2 values for GaAs are 17.093 and 2.462 and 
those for InAs are 17.798 and 6.277. The GaAs and InAs 
samples having smooth surfaces in atomic order and good 
crystalline quality were confirmed by AFM and x-ray dif- 
fraction measurements. Consequently, the e, and e2 values 
for the samples do not include any effects of surface rough- 
ness, microvoids, etc. The composition of InGaAs layer was 
determined based on the results of x-ray diffraction measure- 
ments. In compositions of QD and layer-by-layer samples 
obtained from x-ray measurements were 0.5 and 0.3, respec- 
tively. The ex and e2 values for In03Ga07As derived from 
Eqs. (1) and (2) are 17.305 and 3.348. The simulation pro- 
gram used for in situ measurements is commonly called the 
"paint" approximation, i.e., each part of a layer as it is de- 
posited has a fixed value of index of refraction n-ik which 
does not change as subsequent parts of the layer are 
deposited.9 The model assumes that one can change the in- 
dex of refraction of sublayers of a layer, but once that sub- 
layer has been deposited its index cannot change subse- 
quently. Consequently, the latest part of the A-^P trajectory 
is associated with the properties of the sublayer that is being 
deposited at that moment. The result of analogous calcula- 
tion for In0 3GaojAs/GaAs assuming layer-by-layer growth 
was shown in Fig. 1(a). 

In Fig. 1 (a), the In0 3Gao 7As layer-by-layer growth trajec- 
tory shows continuous change, mainly with increase in NF as 
the layer thickness increases. In wider A-^ plane, the tra- 
jectory spirals, indicating a continuous increase in layer 
thickness.10 Observed and simulation curves are in good 
agreement in In03Gao7As case. The deviation of the ob- 
served growth curve from the simulation curve at initial 
stages of InGaAs growth is due to the island structure" or 
strain effect caused by large lattice mismatch. On the other 
hand, the In0 5Gao 5As trajectory growth does not spiral but 
inflects at an early growth stage [I in Fig. 1(a)]. Correlation 
between the inflection point and the QD formation is sug- 
gested, because the inflection point appears at a critical layer 
thickness and does not appear in In0 3Gao 7As layer-by-layer 
growth. The rapid growth transition (within a second) from 
2D to 3D at a certain layer thickness in SK growth mode 
may cause the inflection, whereas only the layer thickness 
gradually increases with growth time in layer-by-layer 
growth case. To obtain intuitive comprehension, we plotted 
pseudodielectric functions e2, derived from the ellipsometric 
signal in Fig. 1(a), as a function of growth time. e2 increases 
rapidly when the A-^P trajectory passes through the inflec- 
tion point whereas et changes little at around the inflection 
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FIG. 2. Surface AFM images of In^Ga^As layers corresponding to the 
surface of the samples for which growth was stopped (a) at a (b) at ß, (c) at 
y, and (d) at Sin Fig. 1(b). The area of all images in 1 fimXl pm. 

point (data not shown). The rapid increase in e2 in spite of 
continuous and fixed source gas supply is considered to be 
due to rapidly increased surface roughness because of the 
QD formation. To study this more precisely, we conducted 
ex situ AFM measurement of the In05Gao5As sample sur- 
faces whose growth was stopped before and after the inflec- 
tion point. Figures 2(a)-2(d) correspond to In^Ga^As 
growth stoppage a (2.5 ML in nominal thickness), ß (3.5 
ML), y (4.5 ML), and 8 (6 ML) in Fig. 1(b). AFM clearly 
proved that the deviation from the spiral trajectory comes 
from growth mode transition. At the start of growth [a in 
Fig. 1(b)] e2 increases slowly and the smooth surface con- 
sists of 1 ML high islands and steps [Fig. 2(a)]. Both the 
ellipsometric signal and surface morphology show the same 
smooth 2D growth mode. As the In0 5Gag 5As layer thickness 
increases, the number of islands increases and islands are 
piled upon each other. At the point ß in Fig. 1(b), small 
island formation occurs on larger islands as is shown in Fig. 
2(b). Though all island sidewalls are 1 ML in height, the 
piled up In05Ga05As layer thickness locally exceeds the 
critical layer thickness for the QD formation, becoming the 
center of nucleation. As In0 5Gag 5As becomes thicker, the 
island height increases and QDs are formed. This drastic 
change in surface morphology reflects the occurrence of in- 
flection points in the trajectory. QDs are formed on the sur- 
face after the inflection point seen in Fig. 2(c). Thus, the 
rapid increase in e2 originates from the increase in surface 
roughness caused by morphological surface change. For the 
origin of increase in e2, Mie scattering that dominates when 
the island size becomes larger than X (wavelength of probe 
light)/10 is suggested.8 Taking the size of the islands [350 Ä 
in diameter and 100 Ä in height, in Fig. 2(c)], probe light 
wavelength of (6328 Ä), and refractive index of InGaAs (n: 
approximately 4) into account, an increase in e2 by scattering 
is plausible. The monotonic increase in e2 observed after the 
inflection indicates a continuous increase in surface rough- 
ness. The increase in QD density and/or the increase in size 
with thicker In0 5Ga0 5As layer enhance surface roughening. 

13.0 

^ 12.5 

12.0 - 

v QD fully 
embedded: y 

170 172 
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FIG. 3. (a) A-^ trajectory of GaAs capping layer growth following the 
In05Gao5As QD formation. 1 /im surface AFM images of In05Gao5As QD 
samples (b) at the point ß and (c) at y in (a). 

The linear increase in e2 with growth time increase indicates 
an increase in the number of QDs rather than the increase in 
size because scattering efficiency is linearly proportional to 
the number of dots and the fourth power of size [(/?/\)4, R: 
radius of particle].12 AFM results also show that the increase 
in the number of QDs is dominant compared with QD size 
increase at the initial stages of QD formation [Fig. 2(d)]. 

PL was also measured to confirm the correlation between 
QD formation and the ellipsometric signal. Since cooling a 
sample in MOVPE growth takes a few minutes, surface 
structure may change. So, to maintain the In05Gao5As struc- 
ture as grown, the GaAs capping layer was grown as soon as 
possible. Practically, a 2 s growth interruption was inserted 
between the In0 5Ga0 5As and GaAs capping layer to avoid 
source gas mixing. Surface morphology during the GaAs 
capping layer growth was also monitored with ellipsometry 
[Fig. 3(a)]. When capping layer growth starts, A increased 
but ^ scarcely changed, indicating surface smoothing starts 
in capping layer growth. The completion of QD embedding 
is estimated from the ellipsometric signal at the point the 
trajectory begins to spiral. The surface AFM images of the 
samples whose GaAs capping layer growths were stopped at 
points ß and y are shown in Figs. 3(b) and 3(c). The surface 
morphology of as-grown QD sample corresponds to Fig. 
1(d). As seen in the figures, AFM results show good agree- 
ment with the ellipsometric signal. The image shows the sur- 
face morphology QDs partially embedded at the point ß, and 
flat and smooth surface was observed at the point y the tra- 
jectory begins to spiral. In the case of quantum well struc- 
ture, the signal begins to spiral at the beginning of GaAs 
capping layer growth and surface remains smooth throughout 
the process. 

JVST B - Microelectronics and Nanometer Structures 
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FIG. 4. Room temperature PL of GaAs/In0 5Ga0 5As/GaAs structures. Spec- 
tra in (a) correspond to the sample in which ln05Ga05As layer growth was 
stopped at a, (b) at ß, and (c) at y in Fig. 1(b). 

Figure 4 shows the RT PL spectra of the 
GaAs/In05Ga05As/GaAs structures. The In05Ga05As layer 
growth was stopped at a, ß, and y in Fig. 1(b). A sharp PL 
peak at 1.37 eV corresponding to radiation from the quantum 
well [Fig. 4(a)] shows a redshift and PL broadening with 
increasing In05Ga05As layer thickness [Fig. 4(b)]. Peak 
broadening shown in Fig. 4(b) originates in layer thickness 
fluctuation, confirmed by AFM [Fig. 2(b)]. PL spectra for the 
sample in which In05Ga05As growth was stopped after the 
inflection point show a double peak feature corresponding to 
radiation from the wetting layer and the QD region. The 
results of AFM and PL measurement thus show good agree- 
ment with the ellipsometric signal, confirming that ellipso- 
metric signals describe surface structures well. 

The ellipsometric signal thus provides the precise infor- 
mation on surface morphology during MOVPE growth. Con- 
sequently, in situ ellipsometry monitoring is concluded to be 
useful in determining QD formation onset and evaluating 
growth mode transition. Furthermore, we studied the depen- 
dence of QD formation onset on substrate orientation. It has 
been reported that QD formation on misoriented substrates 
occurs at thinner InGaAs layer than for an exactly oriented 
substrate under the same growth condition.13 This phenom- 
enon was confirmed in our present experiment, as is shown 
in Fig. 5(a). Looking at the e2 for samples on (001) exactly 
oriented and 0.5° misoriented GaAs substrates, the e2 trajec- 
tory on the misoriented substrate shows an inflection point 
earlier than that for an exactly oriented substrate, implying 
earlier QD formation. To confirm the QD formation onset, 
AFM measurement was performed. Figure 5(b) shows the 
surface AFM images of the sample in which I%5Gao.5As 
growth was stopped at a and ß in Fig. 5(a). On the sample 
surface for which In0 5Ga0 5As growth was stopped at a, QD 
is not formed on the exactly oriented substrate, but is formed 
on the misoriented one, in good agreement with the results of 
ellipsometry. QDs are formed selectively on step edges, sug- 
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FIG. 5. (a) Pseudodielectric functions e2 derived from the ellipsometric sig- 
nal as a function of Ina5GaojAs growth time on a GaAs (001) exactly 
oriented substrate and a 0.5° off substrate misoriented toward the [010] 
direction, (b) 1 /umXl ^m surface AFM images of samples for which 
InnjGaujAs growth was stopped at a (3.3 ML in nominal) and ß (4.6 ML) 
in (a). 

gesting some relation between steps and QD formation. 
However, on the exactly oriented substrate, which also has 
steps, there is no QD formation. QD formation thus depends 
not only on the steps themselves but also on the distance 
between steps. The shorter distance between the steps leads 
to localization of QDs at step edges.13 Low surface diffusion 
and increase in area dot density are plausible for a high sur- 
face step density. The larger e2 after the inflection point 
indicates a higher density of QDs as seen in AFM images 
[Fig. 5(b)]. 

The ellipsometric signal also shows a difference in QD 
formation. Figure 6(a) shows e2 for the In05Al05As layer 
growth on the GaAs (001) substrate at 480 and 550 °C. Ex 
situ AFM measurements were also performed for the sample 
whose In05Al05As layer growth was stopped at a and ß in 
Fig. 6(a). The different e2 is due to a difference in Tg. At 
550 °C, the trajectory has an inflection point indicating the 
growth mode transition just as in the InGaAs QD growth. 
The transition from 2D to 3D growth mode was confirmed 
by AFM as seen in Fig. 6(b). The surface showing flat fea- 
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FIG. 6. (a) Pseudodielectric functions e2 derived from the ellipsometric sig- 
nal during In05Al05As QD growth at 480 and 550 °C. (b) 1 fimXl /j,m 
surface AFM images of samples for which In05Gao5As growth was stopped 
at a and ß in (a). 

ture at the point a changes at point ß and QDs averaging 80 
Ä in height and 400 Ä in diameter are formed. 

On the other hand, e2 increases monotonously from the 
start of In0 5A10 5As growth at 480 °C indicating no obvious 
growth mode transition at lower Tg. In wider A-^ plane, 
the trajectory spirals, indicating a continuous increase in 
layer thickness. A comparison of surface AFM images for 
each sample clearly shows the difference in QD formation 
process. The AFM results for the samples grown at lower Tg 

indicate that the QD size increases continuously in contrast 
to the drastic structural change in the SK growth mode. 
Small islands less than 100 Ä in diameter and a few mono- 
layers  in  height  are  formed  at  the  first  stage  of the 

In05Al05As growth. The volume of each QD increases 
gradually as the growth proceeds, and the increase rate of 
QD height is almost the same as the nominal In05Al05As 
layer growth rate. However, the QD height is limited to 30 Ä 
because of small migration length of adatoms due to low Tg. 
In this case, the strain may be relieved by introduction of 
dislocation. Since the size of QDs grown at lower Tg is be- 
low the scattering detection range, the trajectory shows no 
difference between that of layer-by-layer growth. Thus, the 
ellipsometry signal shows a different feature reflecting a dif- 
ference in the growth mode. 

As mentioned above, in situ ellipsometry monitoring pro- 
vides information on the QD formation onset, the difference 
in island formation, and can further help in understanding the 
QD formation mechanism. 

IV. CONCLUSION 

In situ ellipsometric monitoring of In0 5Ga0 5As QD for- 
mation shows that the ellipsometric signal markedly changes 
its trajectory before and after QD formation. A comparison 
of results obtained from ex situ AFM and PL measurement 
confirmed that the inflection point of the ellipsometric signal 
corresponds to QD formation onset. This technique enables 
us to precisely determine the mode transition from 2D layer 
to 3D island growth. In addition to the information on the 
QD formation onset, the ellipsometric signal informs us of 
the different QD formation process depending on growth 
conditions. It thus turns out to be very useful in understand- 
ing QD formation and is applicable to optimizing growth 
parameters and ensuring the reproducible QD structure fab- 
rication. 
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High temperature reaction of nitric oxide with Si surfaces: Formation of Si 
nanopillars through nitride masking and oxygen etching 
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In this article, we report the fabrication of Si nanopillars by surface reaction with nitric oxide (NO) 
at high temperature. NO was leaked onto clean Si surfaces, at a temperature of —850 °C, in ultrahigh 
vacuum chamber and examined in situ by x-ray and ultraviolet photoelectron spectroscopy, Auger 
electron spectroscopy, low energy electron diffraction, and ex situ by atomic force microscopy. NO 
molecules dissociate on the surface and nitrogen atoms thus produced form nitride islands. These 
islands act as protective masks for the etching of Si by the oxygen atoms, through the desorption of 
SiO species. Occurrences of these two simultaneous processes results in the formation of nanometer 
sized Si pillars (typical basewidth 100-150 nm and height 5-15 nm) capped by silicon nitride. 
These pillar structures are separated by clean Si areas as shown by the clear presence of two 
domains. We also show that the height of these Si pillars can be increased by ex situ chemical 
etching.   © 1999 American Vacuum Society. [S0734-21 lX(99)00304-2] 

I. INTRODUCTION 

Semiconductor nanostructure formation in general and 
that of Si in particular have been gaining alot of attention 
both by the theoreticians and the experimentalists. The main 
intention behind this interest is to explore new avenues of 
application such as in optical device and quantum effect 
devices.1'3 If these structures can be fabricated in a three- 
dimensionally periodic fashion, then it may also find appli- 
cation as photonic crystals.4 In our laboratory, we have been 
working on various ways to control the formation of nano- 
structures by suitably modifying the substrates.5 Another ap- 
proach to achieve formation of nanostructures is through 
controlling surface chemical reactions. We call this approach 
"chemical bond manipulation." The main advantage of this 
approach is the possibility to achieve formation of the de- 
sired structures on the whole surface of the wafer, while the 
controllability of the size and distribution has been a chal- 
lenge. The important step in this approach is to identify the 
reaction pathways, selectively with regard to surface bond 
formation, bond cleavage, and desorption, which are gov- 
erned by the thermodynamics and kinetics of the system. 
Following the above guidelines, we recently succeeded in 
employing the bonding partner change reaction of oxygen 
from Ge to Si to fabricate multiperiod, nanometer sized lay- 
ered structure consisting of Si/Si02/Ge units on a Si(lll) 
wafer.6 Tabe and Yamamoto7 reported fabrication of ul- 
trafine Si structures on a Si(l 11) substrate through a two step 
process involving nitridation with N2, which was followed 
by local oxidation of Si. Their study, based on scanning tun- 
neling microscopy and x-ray photoelectron spectroscopy 
(XPS), demonstrated the fabrication of Si nanopillars with an 
average diameter of 5 nm and a height of 0.3-0.6 nm. Here, 
we demonstrate that surface chemical reaction and nitric ox- 
ide (NO) with Si surface can be effectively utilized for the 
formation of Si pillars, in a single step process. There are 

"'Electronic mail: prab@will.brl.ntt.co.jp 

several reports on the reaction of NO with Si surfaces, ad- 
dressed to oxynitridation.8"10 This is a report on Si nano- 
structure formation by employing the surface reaction. The 
main advantage of using NO instead of N2 is that, under the 
present experimental conditions, the dissociation probability 
and therefore the sticking coefficient of nitrogen is higher in 
the case of NO compared to that of N2, due to the difference 
in their bond strengths." Since the nitride islands act as a 
sort of template for the formation of Si pillars, the island size 
is crucially related to the size of the Si pillars. 

II. EXPERIMENT 

Si wafers («-type 1-5 flcm) were cleaned by thermally 
decomposing an ultrathin ex situ prepared chemical oxide, 
inside the ultrahigh vacuum (UHV) chamber. Samples pre- 
pared in this manner were very clean (carbon level less than 
1%) and exhibited sharp low energy electron diffraction 
(LEED) patterns and strong surfaces states in ultraviolet pho- 
toelectron spectroscopy (UPS). The UPS and XPS measure- 
ments are performed using an electrostatic analyzer (VG 
CLAM II, equipped with three channeltrons) with He I and 
Al/Mg Ka sources, respectively, in the normal emission ge- 
ometry. All the spectroscopic measurements were carried out 
at room temperature. NO was leaked onto clean Si surfaces 
from a gas bottle (50 cc) attached to the UHV chamber 
through a needle valve. In the case of etching with oxygen, 
molecular oxygen was dosed onto the nitrided surface at a 
temperature of 850 °C. Sample morphology was examined, 
outside the UHV chamber, using a DI atomic force micro- 
scope (AFM). We performed the study on (100) and (111) 
orientations of the Si wafer. All the sample handling and the 
measurements were carried out in a clean room. High 
pressure reactions (typically ~ 1 X 10~5 Torr) with NO were 
carried out in the reaction chamber attached to the main 
chamber. 
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FIG. 2. He I UPS recorded before and after the reaction with NO at -850 °C 
in the case of (a) Si(lll) and (b) Si(100) surfaces. The spectra clearly 
indicate the formation of domains consisting of clean Si areas as well as 
nitride islands. Inset to (a) represents typical AES recorded after the reaction 
with NO, showing the peaks due to surface nitride species. Inset to (b) 
shows a comparison of the UPS of the nitrided sample (containing Si pillars) 
and after etching the same sample with oxygen [corresponding AFM image 
is shown in Fig. 5(a)]. The signal due to dangling bond states increases due 
to the emergence of clean Si areas. 

FIG. 1. Schematic of the high temperature reaction of NO with Si surface, 
which results in the formation of Si nanopillars capped by nitride islands. 
Also shown is an AFM image showing the morphology in the early stage of 
the reaction (10 L NO at 850 °C). Surface steps become irregular in the 
etching process, (b) shows the Si(lll) surface reacted with NO at 1 
X 10~6 Torr for 1 h. Etching occurs at step edges and is pinned by the 
nucleation of nitride islands. 

III. RESULTS AND DISCUSSION 

In Fig. 1(a) we show schematically, the principle behind 
the process of Si nanopillar formation. When NO molecule 
reaches the surface, it dissociates and nitrogen atoms stick to 
the surface forming nitride islands. Since the substrate tem- 
perature is high, oxygen atoms etch off the surface Si atoms 
through the desorption of SiO species and nitride islands act 
as protective masks for this etching process. It should be 
noted that both the island formation and the etching pro- 
cesses take place simultaneously. Continuation of both the 
processes by long exposure to NO gas, results in the forma- 
tion of nanometer sized Si pillars capped by nitride islands. 
The advantage with this single step process is that the nitride 
capping also grows thicker and therefore its protective action 
is significantly enhanced and even becomes resistant to 
chemical etching performed outside the UHV. The region 
between the pillars seems to be preferentially etched by the 
oxygen rather than nitridized during the later stages of the 
reaction. This selectivity may be linked to the thermodynam- 
ics and kinetics of the two competitive processes. In Fig. 1(a) 
we also show the AFM in the initial stages of the etching 
mode reaction on Si(lll). We can see the corroded step 
edges where the step edges become irregular (due to partial 
etching) and this phenomenon seems to be similar to the step 
flow growth occurring in the case of homoepitaxy of Si.13 

This means that atom attachment/detachment process takes 
place selectively at step edges. The AFM image clearly in- 

dicates that the etching process starts at the step edges and is 
sporadically pinned by the formation of nitride islands at step 
edges. This is clearly shown in Fig. 1. 

Figure 2 plots the He I UPS of clean surface as well as the 
surface reacted with NO at 850°C. Both the (111) and (100) 
orientations are separately shown. As can be seen in the 
spectra, the clean surfaces are characterized by the presence 
of sharp emission from the dangling bond states of the atoms 
in the termination layer. After the reaction, surface states 
continue to be observed, with diminished intensity and clear 
peaks (—6.4 eV due to N 2p derived orbitals) due to surface 
nitride species are also observed. This indicates the forma- 
tion of two different, domains consisting of bare Si areas and 
the Si nanopillars capped by the nitride species. In the insert 
to Fig. 2(a), a typical Auger electron spectrum recorded after 
the reaction is shown and strong signals due to surface ni- 
tride species are observed at kinetic energies of 84 and 387 
eV. Figure 3 shows the corresponding XPS spectra. Si 2p 
shows a chemically shifted component, by —2.8 eV typical 
of the formation of Si3N4 type of nitride and the N Is is 
observed at 398 eV.14'15 One important difference between 
(111) and (100) surfaces is the nature of the N 2p derived 
peak in the He I UPS. The peak is narrower in the case of 
(111) surface, compared to that of (100) surface. We believe 

(a) 

98     102    106   110 
Binding Energy (eV) 

392 396 400 404 
... Binding Energy (eV) 

FIG. 3. XPS spectra in the (a) Si 2p and (b) N Is regions recorded after the 
high temperature reaction with NO, for both (111) and (100) surfaces. 
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FIG. 4. LEED patterns during various stages of the reaction with NO. (a) 
Diffuse 7X7 with submonolayer coverage of N, £;, = 38 eV. (b) Mixture of 
7X7 and emergence of quadruplet patterns at ~1 ML coverage, £;, = 58 eV. 
(c) Mixture of 1X1 and 7X7 patterns at above monolayer coverages of N, 
£;, = 59 eV. (d) Weak (lxl) at above monolayer coverages on Si(100) 
surface £„ = 52 eV. 

it is due to the better ordering in the nitride layer. For the 
same reason, the signal due to nitride in the Si 2p spectrum is 
broad in the case of (100) compared to that in (111) (see Fig. 
3). The LEED observation also substantiates this view (Fig. 
4). In the case of (111) surface, during the early stages of the 
reaction with NO, 7X7 pattern becomes diffuse [Fig. 4(a)]. 
Similarly, in the case of (100), a diffuse (2X1) pattern is 
observed during the early stages of NO exposure [pattern not 
shown in Fig. 4(a)]. However, as nitrogen coverage increases 
(approximately 1 ML) a mixture of 7X7 and quadruplet 
structures are seen in the case of (111) surface [Fig. 4(b)]. 
There is some evidence for an 8X8 pattern also at this stage. 
When the high temperature reaction is carried out for a 
longer period of time (1 h at 1 X 10~8 Torr) thicker nitride 
islands are formed (2-3 ML), and we observe a sharp pattern 
consisting of 1X1 and quadruplet structures [Fig. 4(c)]. The 
quadruplet pattern has been explained as due to triangular 
domains of nitride, rotated by an angle, with respect to the 
underlying substrate.19 In the case of (100) surface, at higher 
nitrogen coverages, a diffuse 1X1 pattern is observed [Fig. 
4(d)]. There has been a debate in the literature that the qua- 
druplet pattern is due to possible carbon contamination.'618 

The carbon level was less than 1% in our experiment [see 
inset to Fig. 2(a)] and therefore we believe that the quadru- 
plet pattern formation may not be related to the presence of 
surface carbon. Moreover, the fact that the UPS exhibits a 
single sharp peak due to N 2p derived orbital, after the high 
temperature reaction [see Fig. 1 (a)], with no additional signal 
due to carbon, indicates that the quadruplet pattern is origi- 
nating from the surface nitride layer. These results are in 
agreement with the report by Schrott and Fain.19 

Figure 5 shows the typical AFM image after the high 
temperature reaction with NO in the case of (111) and (100) 
surfaces. The images clearly show high density pillar forma- 
tion in both cases. The nature of the pillars and their inter- 
action between one another appear to be quite sensitive to 
the surface temperature. In Fig. 6 we illustrate that the height 
of these pillars can be increased by performing further etch- 
ing of Si through additional means. For example, the pillars 
formed by reaction of NO at 850 °C were subjected to an 
etching reaction with oxygen (1X10-8 Torr for 1 h) at 
850 °C. After this process we find that the average pillar 
height is increased by approximately 1 nm. It is worth notic- 

FIG. 5. AFM image after dosing the Si (111) [image (a)] and Si(100) [image 
(b)] surfaces with NO (1 h at 1 X 1CT8 Torr) at a substrate temperature of 
850 °C. 

ing that the nature of the nitride species and its amount is 
unaffected by this etching process, as the N Is as well as Si 
2p signals recorded before and after the etching process were 
identical in intensity and peak position. Therefore, the nitride 
islands formed through the dissociative adsorption of NO are 
very stable and function effectively as a protective capping 
layer. The signal due to the dangling bond states in the He I 
UPS is found to increase after the oxygen etching. We show 
a comparison of the UPS before and after the oxygen etching 
in the inset to Fig. 2(b) and there is ~10%-20% increase in 

(a) (b) 

X = 200 nm/div.; y = 5 nm 

(c) 

FIG. 6. Experimental demonstration of the fact that the pillar height can be 
increased through in situ and ex situ etching processes. Image (a) is from a 
Si(100) exposed to NO at 850 °C (1 X 10~8 Torr for 1 h) and subsequently 
etched with O, at 850 °C (1 X 10~8 Torr for 1 h). The comparison of UPS 
shown as an inset to Fig. 2(b) corresponds to this stage, (b) The same 
sample was taken out of the UHV chamber and etched with very dilute 
(l%-2%) HF for 25 s. (c) After three cycles of oxidation in very dilute 
(—5%) HNO, and HF etch, (d) is a plot of the typical pillar height after 
treatments (a), (b), and (c). 
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FIG. 7. AFM image of the pillar containing sample after it was left open in 
a clean room for a couple of days. The base and wall side are selectively 
oxidized and the capping nitride appears to be resistant to oxidation. This 
demonstrates the efficient protective action by the nitride cap on the Si 
pillars. 

the intensity of the signal due to the surface states originating 
from the dangling bonds. This indicates that subsequent etch- 
ing with oxygen exposes more of the clean Si areas. We 
speculate that these clean Si regions are possibly located 
around the wall side of these pillars. Figure 6(b) is the image 
of the same sample [same as Fig. 6(a)], which was given a 
mild etch ex situ (l%-2% HF, —25 s). The silicon oxide 
formed due to the exposure to air is expected to be removed 
in this process. The average pillar height is increased by 
around 1-2 nm due to the removal of Si from the region 
between the pillars. Figure 6(c) is after the same sample was 
subjected to three cycles of oxidation and etching in very 
dilute HN03 and HF, respectively. The average pillar height 
increased quite significantly, by 3-4 nm after this process. 
Moreover, the small pillars are found to be etched off com- 
pletely. We believe that the wall side of the pillar is more 
reactive from the fact that the AFM image of the pillar 
formed sample, which was left in air for long periods of time 
(typically a couple of days), showed the growth of features, 
possibly due to oxide and/or other contaminants, on the wall 
side of the pillars (Fig. 7). 

IV. CONCLUSIONS 

To summarize, we show that the reaction of No with Si 
surfaces at high temperatures results in the formation of na- 
nometer sized Si pillars capped by silicon nitride, in a single 
step process. We also show that the height of these pillars 
can be increased by ex situ chemical etching. The main chal- 
lenge ahead is to control the distribution of these structures 
which is mainly decided by the initial nucleation centers of 
the nitride islands. 
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Electron beam induced decomposition of metalorganic precursor substances with a scanning 
tunneling microscope is a convenient way to create nanometer-sized structures. Up to now, the 
application was limited due to the necessity of vacuum conditions. In this contribution, we 
report experiments to form metallic nanostructures by the decomposition of 
dimethylgold(III)-trifluoro-acetylacetonate and cyclopentadienylplatin(IV)-trimethyl on graphite 
and indium-tin-oxide coated glass substrates at ambient atmosphere. Small hillocks with diameters 
down to 30 nm and heights of 10 nm and wire-shaped structures were produced. The amount of the 
deposited material depends on the energy and the dose of the electrons. A threshold voltage was 
found for both materials.   © 1999 American Vacuum Society. [S0734-211X(99)07804-X] 

I. INTRODUCTION 

The potential of scanning probe microscopy as a suitable 
tool for laboratory-scale nanofabrication was demonstrated 
with a variety of different techniques. With scanning tunnel- 
ing microscopes (STMs) single atoms were moved at low 
temperatures,1 or small clusters were deposited by field 
evaporation from the tip.2 The mechanical modification at 
the nanometer scale with a scanning force microscope (SFM) 
was also pursued.3 Mask lithography was done by resist 
patterning4 or selective oxidation.5,6 Another promising 
method for the production of nanostructures is the direct 
writing with a STM or a SFM with a conducting tip by 
electron beam induced chemical vapor deposition (CVD).7"9 

In STM CVD low energy electrons (3-30 eV) from the tip 
decompose precursor molecules either from a gaseous envi- 
ronment or from adsorbates at the surface, in order to form 
directly small structures on the substrate surface. Mainly or 
ganometallic molecules such as nickel tetracarbonyl, 
trimethylaluminum" or iron pentacarbonyl12 served as pre- 
cursor materials up to now. This class of material possesses 
organic ligands and metal-carbon bonds at the metal atom. 
The latter are not present in metalorganic precursors,13 which 
are employed for additive lithography in scanning electron 
microscopy (SEM),14"16 a similar technique to STM CVD. 
An inorganic precursor (tungsten hexafluoride) was tested 
once.17 According to our knowledge, all experiments were 
performed up to now in an ultrahigh vacuum (UHV) envi- 
ronment, mainly on silicon substrates. In this article, we 
demonstrate the possibility of STM CVD of metalorganic 

10 
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precursors in ambient environment. The dependence of the 
structure sizes on the parameters of the deposition is pre- 
sented. 

II. EXPERIMENTAL SETUP 

Patterning was done with two different instruments: a 
low-cost commercial STM (STMage GbR, Germany) and a 
home-built one. With these instruments, the access to the 
source code of the imaging software allows the application 
of our own versatile lithography software, simplifying the 
adjustment of patterning parameters, e.g., delay times. The 
latter instrument is placed in an environment chamber, which 
can be pumped down to a pressure of approximately 1 
X 10~5 Torr and can subsequently be filled with a protective 
or reactive gas. 

For the STM CVD process sharp tips were either cut from 
Pt/Ir or etched from W wires. The quality of the tips was 
controlled by SEM and by convolution analysis of images of 
rough surfaces.18 In order to recognize deposited nanostruc- 
tures and distinguish them from other surface bumps, we 
choose rather flat substrates, i.e., highly oriented pyrolytic 
graphite (HOPG) and indium-tin-oxide (ITO) thin film on 
glass. 

In order to confine the vapor of the metalorganic mol- 
ecules, a trough was formed by gluing a viton ring onto a 
glass plate. The substrates were fixed on this glass plate in 
the middle of the viton ring (Fig. 1). A small amount of solid 
precursor material was placed inside the ring. We used 
as precursors dimethylgold(III)-trifluoro-acetylacetonate 
(Me2Au-tfac) and cyclopentadienylplatinum(IV)-trimethyl 
(CpPtMe3) with low vapor pressures of 40 and 56 mTorr, 
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STM tip 

substrate precursor 
material 

FIG. 1. Schematic of the setup for the STM CVD deposition in air. The 
substrate together with the solid precursor material is placed in a trough 
(viton ring) confining the vapor of the precursor molecules. 

respectively, at room temperature. These materials slowly 
sublime at room temperature and spread over the area limited 
by the ring which prevents escaping. Due to the large mo- 
lecular weight the metalorganic molecules separate from the 
"light" air and deposit as sediments.19 The materials and 
conditions are summarized in Table I. 

III. RESULTS AND DISCUSSION 

A subtle point of the described procedure is the waiting 
time between placing the solid precursor material in the ring 
and the first attempts for CVD. This time is required to ob- 
tain proper deposition conditions. It turned out that the dot 
formation at atmospheric pressure was only possible after 
2-3 h. This time depends on the vapor pressure of the pre- 
cursor material. We suggest therefore that the precursor ma- 
terial covers the surface to a reasonable amount at least after 
some hours. This additionally implies that mainly adsorbed 
molecules on the surface contribute to pattern formation, and 
not gaseous molecules. After the waiting time, STM CVD 
deposition works reproducibly at least for a few hours in dry 
air, until the adsorbate layer becomes too thick for a reason- 
able STM operation. The growth rate of the adsorbate layer 
depends on the kind of substrate and the air humidity due to 
the hygroscopic properties of most of the precursor materi- 
als. On the hydrophobic graphite STM CVD works repro- 
ducibly for a few days. It should be mentioned that the wait- 
ing time can be shortened by pumping the STM and flooding 
again with gas after a few minutes. 

A first scan with a low tunneling current of about 5 nA 
and a voltage of 100 mV determines the local topography 
before patterning. For example, in Fig. 2(a), a flat HOPG 
surface with one terrace step and a small defect in the upper 

TABLE I. Parameters for STM CVD. 

Vapor                        Deposition 
Precursor      pressure"    Substrate     technique Environment 

Threshold 
voltage 

Me2Au-tfac   40 mTorr     HOPG     Pulse mode 
CpPtMe3       54 mTorr   ITO glass   Pulse mode 

Air 
N2 

-5 V 
-4V 

(a) (b) 

P 

luiTnm 

(c) 

5.4 nm 

* ' W 70 
/56^ 

I- ■■■■■'. ■ !     y14 ■*. 

aAt room temperature. 

0   14 28 42 56 70 
X   (nm) 

FIG. 2. Deposit from Me2Au-tfac on HOPG substrate at a tip voltage of -6 
' V, current of -300 nA and a pulse time of 0.5 ms (ten times); (a) before, (b) 
after deposition, (c) landscape plot of a close-up of (b). 

left corner is imaged prior to the patterning process. Then, 
the tip is moved to the desired location on the sample, and 
short current and voltage pulses are applied to the tip. The 
feedback is not active during the pulses, and, therefore, the 
tip is not drawn back to the field emission regime. The tip 
stays about 1 nm from the surface during the whole pattern- 
ing procedure. Pulses shorter than 1 ms minimize external 
disturbances by mechanical or electromagnetic noise. The 
patterned nanostructures were subsequently characterized 
with the same tip. In our example [Figs. 2(b) and 2(c)] a 
small dot with a diameter of 30 nm and a height of 10 nm 
was deposited on the flat area between the terrace step and 
the defect with Me2Au-tfac as precursor. The lateral exten- 
sion of the dot in the image, however, is overestimated due 
to the convolution with the tip geometry and is therefore 
actually smaller than 30 nm. The size and volume of the 
deposits depend on the electron energy and dose in a system- 
atic way as will be shown below. 

For a reliable patterning process a single deposition step 
contains ten subsequent pulses at one location. This enhance- 
ment of reliability was also described by Rubel, Wang, and 
Delozanne for the in-vacuum experiments.20 The number of 
pulses usually increases the amount of the deposited mate- 
rial, too, which we have not yet investigated systematically. 
The volume of the deposit also depends on the pulse time, 
applied voltage and current. The dependence of the deposit 
diameter and height on the tip voltage is shown in Fig. 3 for 
a fixed tunneling resistance and pulse time. Material deposi- 
tion occurs above a negative threshold tip voltage of about 
-5 V. From the deposited volume, a deposition rate of about 
100 atoms per /xs can be calculated at -6 V. Furthermore, if 
a gold content of 50 at. % is assumed in the deposits (see text 
below), a yield of one gold atom per 2X104 impinging 
electrons21 can be estimated from the current and the pulse 
duration at -6 V. The diameter (and height) of the deposits 
increases rapidly with larger voltages. Electrons of higher 

JVST B - Microelectronics and Nanometer Structures 



1352 Brückl et a/.: Low energy electron beam decomposition of metalorganic precursors 1352 

200 

150 

«) 100 ■ 
a 
E 
.2 
5 50 

© 
+ 

0 
+Q 
I© 

.   ++ 
© 

-T-K-l 

© diameter 
+ height 

60 

50 

40 

30 

20 

10 

3- 

-10 -5 0 5 
pulse voltage at tip  (V) 

FIG. 3. Plot of the diameter and height of deposits from Me2Au-tfac on 
HOPG substrate vs tip voltage (ten pulses of 0.5 ms) at a constant tunneling 
resistance of 20 Mil. 
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FIG. 5. Row of single dots deposited from CpPtMe3 on ITO at a tip voltage 
of -6 V, current of -50 nA and a pulse time of 15 /us (single pulse). 

energies are more effective: we calculated about 100 e~ 
which are necessary for the deposition of one gold atom at 
-10 V. Since in simple activated processes the yield yAu 

depends exponentially on the energy, yAu{E)~e\p(E/EA), 
we estimated an activation energy EA of about 1 eV, which 
is reasonable in comparison to usual binding energies of or- 
ganic compounds of 0.5-1.5 eV. 

For positively biased tip voltages we found small and 
very flat (a few Ä) deposits, which are nearly independent on 
the voltage strength. In this case, we suggest the deposition 
of carbon-based compounds like in Ref. 6, in which the au- 
thors also found a mound production for positively biased 
atomic force microscopy (AFM) cantilever tips. 

The determination of the purity of the deposited sub- 
stances is a difficult task. We succeeded in an Auger analysis 
of a large dot deposited at -10 V from Me2Au-tfac. The 
spectra showed an approximate composition of 50 at. % gold 
and 50 at. % carbon. Oxygen and fluorine signals were in- 
significantly low. The gold content of the precursor material 
itself is only 5%. The same 50/50 composition was found by 
Folch and co-workers22 by electron beam decomposition in 
an environmental SEM at a high partial pressure of 2 mTorr 
02. They showed a reduction of C content with increasing 
02 partial pressure. We suggest therefore that the presence of 
02 and H20 in our ambient setup also favors a high Au 
content, even at room temperature. The 50/50 composition is 
conductive and can be scanned without crashing the tip at 
any voltage. The topography of larger deposits was investi- 
gated in detail and was found to consist of small grains with 
diameters of about 20 nm which look rather similar to crys- 

2.3 m 

0    9   17  26 34 43 
X   (nm) 

FIG. 4. STM topography of the grainy structure of a large deposit from 
Me2Au-tfac on HOPG (at -10 V, -600 nA, 10X0.5 ms). 

tallites (Fig. 4). It should be stressed that there are no studies 
of the growth mechanism at STM CVD processes up to now. 
The occurrence of grain growth is typical for a diffusion- 
controlled, low energy deposition process with a relatively 
high mobility of the atoms of the growing materials.23 

The deposition procedure described above is not restricted 
to Me2Au-tfac and simple dot pattern. A more complicated 
pattern is created by exposing single sites in a linear row in 
order to form a platinum line from CpPtMe3 on ITO sub- 
strate (Fig. 5). In this case, a N2 atmosphere provides a more 
stable deposition condition than air. Similar to the Au depo- 
sition, the threshold voltage was about -4 V. 

IV. CONCLUSION 

In conclusion, we have succeeded in the deposition of 
small nanometer-sized structures by decomposing metalor- 
ganic precursor molecules with low energy electrons from a 
STM tip at ambient atmosphere. This STM CVD was for- 
merly described only for in-vacuum applications. Our ex- 
periments differ from the previously reported attempts in the 
use of short current and voltage pulses instead of continuous 
electrical fields. The amount of the deposited material de- 
pends on the energy and the dose of the electrons. A thresh- 
old and an activation energy of about 5 and 1 eV, respec- 
tively, were determined for the Me2Au-tfac decomposition, 
which are quite reasonable in comparison to usual binding 
energies. Accordingly, the yield increases with tip voltage. 
Thus, about 2X104 impinging electrons deposit one Au 
atom at a tip voltage of -6 V, for example. The smallest 
structures had 30 nm in diameter and 10 nm in height. The 
approximate atomic composition of the deposits was 50 
at. % gold and 50 at. % carbon. 
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Two-dimensional dopant profiling of patterned Si wafers using phase 
imaging tapping mode atomic force microscopy with applied biases 
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Tapping mode atomic force microscopy with applied bias was used to spatially resolve areas of 
different doping type on Si wafers patterned with photolithography and subsequent ion implantation. 
The application of a direct current bias between cantilever and sample during the measurement 
produces Coulomb (electrostatic) forces, whose magnitude depends on the spatial variation of the 
doping density. This effect was utilized to detect areas of different doping type by monitoring the 
phase angle between the driving frequency and the cantilever response while scanning areas of 
different doping density. In this article we present a series of measurements at various bias voltages 
demonstrating that the observed phase contrast between differently doped areas is directly 
connected to the bias induced surface potential (band bending) present on these areas. To investigate 
the contrast mechanism quantitatively, we also measured deflection (force), amplitude and phase 
versus distance curves for a typical cantilever with an applied bias on a gold thin film. This allowed 
correlation between phase contrast observed and the actual Coulomb force measured. © 1999 
American Vacuum Society. [S0734-211X(99)09104-0] 

I. INTRODUCTION 

High spatial resolution methods for two-dimensional 
characterization of doping profiles in submicron patterned 
semiconductor circuits are becoming increasingly valuable 
as device structures continue to shrink. Selective etching, 
scanning secondary ion mass spectroscopy and several scan- 
ning probe microscopy (SPM) related techniques are cur- 
rently being developed as high spatial resolution methods for 
dopant characterization.1"3 SPMs provide the lateral resolu- 
tion required for characterization of structures down to 
atomic dimensions and have the additional advantage of be- 
ing nondestructive. Scanning capacitance microscopy 
(SCM),4"6 scanning Kelvin force microscopy (SKFM),7,8 

scanning spreading resistance probe microscopy (nano-SRP 
or fji-SRP),1 and current imaging tunneling spectroscopy 
(CITS)9 were identified as promising SPM related techniques 
for dopant profiling. These methods, however, require con- 
siderable experimental effort; such as additional electronic 
circuitry and sample preparation in the case of SCM and 
SKFM or the requirement of ultrahigh vacuum for reliable 
measurements in the case of CITS. The atomic force micros- 
copy (AFM) imaging process, which does not require con- 
ductive samples, makes it desirable for measuring doping 
level profiles in real semiconductor process wafers that are 
often covered by an insulating layer, rendering scanning tun- 
neling microscopy measurements difficult or impossible. 

It has been recently shown that Coulomb forces can have 
a significant influence on the imaging mechanisms in SPM 
and that single dopant atoms in layered semiconductor ma- 
terials can be imaged with tapping mode AFM (TMAFM) 

"'Author to whom correspondence should be addressed; current address: 
Department of Physics, State University of New York, Binghamton, NY 
13902-6016; electronic mail: rschlaf@binghamton.edu 

b)Author to whom correspondence should be addressed; electronic mail: 
parkinson@mail.chm.colostate.edu 

with a direct current (dc) bias applied. Herein we resort to 
the use of AFM to resolve doping profiles in patterned semi- 
conductor surfaces. Recently we introduced a simple new 
method for two-dimensional spatial imaging of doped silicon 
using TMAFM.12 This method uses standard TMAFM with 
an applied dc bias. It was demonstrated that the phase signal 
in TMAFM is sensitive enough to detect bias induced Cou- 
lomb force. This allows us to resolve minute surface charge 
variations between areas of different doping type and to map 
out the surface doping density. In this article we will inves- 
tigate the measurement process more closely and present 
quantitative results regarding the magnitude of the Coulomb 
forces involved. 

II. EXPERIMENT 

The experiments were carried out using a commercially 
available Nanoscope III® multimode SPM (Digital Instru- 
ments, Santa Barbara, CA) in which a bias was fed into the 
sample stage by connecting its ground connector pin to a dc 
power supply. Bias voltages are reported with respect to the 
grounded cantilever. To avoid high currents between sample 
and cantilever in case of point contact, a 10 Mfl resistor was 
put in series between power supply and sample. Conductive 
cantilevers of the same type (Digital Instruments, Santa Bar- 
bara, CA, SESP Ni2Si3 coated Si, spring constant range: 2-7 
N/m, tip radius 20-40 nm, quality factor ß«300) were used 
in all experiments. 

The sample investigated was a /?-doped silicon wafer (bo- 
ron; lX1017cirT3) containing counter n-doped (arsenic, 
5.9X 1015cm"3) 1.3 fim diam circular regions prepared by 
photolithography and subsequent ion implantation. After im- 
plantation the sample was annealed to activate the dopants. 
Prior to imaging, the sample was dipped into a dilute (pH 
3.8) solution of HF to remove the surface oxide. This was 
followed by rising in distilled water and drying under a 
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FIG. 1. TMAFM height image (3X3 fare? area) of one of the n-doped ion 
implanted circular areas. For details see the text. 

stream of nitrogen. Phase contrast was measured using a 
Digital Instruments "extender" electronics module. Mea- 
surements under applied dc bias were carried out using the 
Nanoscope's "interleave" feature in lift mode. In this mode 
every scan line is measured twice: the first scan measures the 
topography using the standard TMAFM height mode while 
the second scan retraces the same line following the trajec- 
tory established during the first scan, but at a user defined 
height above the sample. This allows us to measure the phase 
contrast during the second scan at an approximately constant 
cantilever sample distance. All phase contrast data shown in 
this article were measured at an interleave height of either 30 
or 100 nm. The sample used for the force calibration mea- 
surements was an epitaxial gold film grown on mica. The Au 
film showed flat terraces and islands of about 300 nm diam- 
eter. The curves were measured after the cantilever tip was 
positioned in the center of one of these islands. 

III. RESULTS AND DISCUSSION 

Figure 1 shows the topographical image of a 3X3 /mm2 

area of a p-doped silicon wafer which has «-doped 1.3 yu-m 
diam circular regions prepared by photolithography and sub- 
sequent ion implantation. The image was measured with 
TMAFM in height mode and shows one of the circular 
«-doped regions surrounded by a 5-6 nm high ring (ion- 
damaged photoresist). It is important to note, for the follow- 
ing evaluation of the phase contrast data, that the rc-doped 
areas inside and the p-doped areas outside the rings are of 
similar topographic height. In Fig. 2, phase contrast images 
of such an area are shown as a function of the applied dc 
bias. Since our measurements depend on the precise mea- 
surement of the Coulomb force induced phase change of the 
cantilever oscillation, tip sample distance changes must be 
avoided during the measurement. This is accomplished by 
using the interleave mode which automatically compensates 
for the topography. It also allows us to avoid contact with the 
surface during the phase contrast measurement which would 
result in erroneous data, since physical contact causes damp- 
ening which can also result in a phase change. 

FIG. 2. TMAFM phase images at different sample biases, on the same area 
of a silicon sample prepared by arsenic ion implantation of 1.3 /im circular 
regions (5.9X 1015 cm'3) into a boron doped (lX1017cm~3) silicon sub- 
strate. Images on the left were taken at 30 nm interleave lift height, while 
images on the right were taken at a lift height of 100 nm. 
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The phase contrast images in Fig. 2 are shown in the units 
given by the Nanoscope software and were only plane fit. In 
order to demonstrate the influence of the interleave height, 
two sets of data obtained at 30 and 100 nm height are shown 
on the left and the right in Fig. 2. Both sets of images were 
measured at biases ranging from -20 to +20 V. It is evident 
that the unbiased images (sample grounded) at both scan 
heights appear completely featureless and flat, demonstrating 
the absence of phase changes from influences other than the 
applied bias. It should be mentioned that the cantilever 
center-of-oscillation moves towards the surface upon appli- 
cation of a bias, potentially causing problems due to contact 
oscillation dampening with the surface. However, we will 
demonstrate below, using calibration curves measured on a 
gold film, that this effect can also be ruled out. 

Phase contrast between the «-type circle and the p-type 
surrounding appears when the bias voltage is applied and a 
contrast reversal occurs upon switching the sign of the ap- 
plied bias. The appearance of the residue ring in all the im- 
ages, as an area of smaller phase lag, could be due to charg- 
ing effects in the insulating photoresist material (residue). It 
is evident that at both distances the contrast between «- and 
p-type regions first increases with the absolute value of the 
applied bias and then, after peaking at a certain voltage, suc- 
cessively decreases until it has almost completely vanished. 
Comparison between the 30 and 100 nm lift height images 
shows that at 30 nm the maximum phase contrast is reached 
at lower biases and that the contrast diminishes faster than in 
the 100 nm case. 

The magnitude of the phase contrast for both sets of im- 
ages and at positive and negative biases is shown in Fig. 
3(a). In this graph the phase contrast of the «-type region 
relative to the p-type region (which is defined as zero) is 
plotted with respect to the applied bias. As will be demon- 
strated below a larger phase angle between cantilever and 
driving frequency corresponds to a larger Coulomb force be- 
tween cantilever and sample. Therefore, in Fig. 3(a) a posi- 
tive phase contrast value corresponds to a stronger force on 
the «-type area, while a negative value indicates a weaker 
force relative to the p-type area. In this context, both of the 
curves demonstrate that upon bias reversal the force differ- 
ence between «- andp-type areas also reverses. This is a first 
indication that the contrast mechanism is connected to band 
bending in the Si surface induced by the applied bias. Since 
the band bending will be affected oppositely on p- and 
«-type regions at the same bias voltage, contrast reversal is to 
be expected when the bias is inverted. Figure 3(a) also shows 
that the phase contrast between p and « regions reaches a 
maximum at about +5 and -3 V at 30 nm interleave height 
and at +7 and —5 V at 100 nm cantilever sample separation. 

The asymmetry between positive and negative bias maxi- 
mum phase shifts in each series is probably related to the 
initial contact potential difference between cantilever tip and 
the sample surface due to the difference in work functions of 
up to 1 eV (work functions of Ni2Si (Ref. 14) and 
Si(intrinsic),15   Si   (p-type   1016crrT3),15   and   Si   («-type 
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10l6cm"J)n are 4.96, 4.85, 5.3, and 4.4 eV, respectively). 

FIG. 3. (Top) TMAFM phase lag on the «-type region relative to the phase 
lag on the p-type region as a function of bias. (Bottom) Absolute phase 
angle, averaged over each image, of the cantilever relative to the cantilever 
drive frequency plotted against the applied dc bias. Phase angle data in both 
images were taken from images presented here. 

The contact potential acts as a constant voltage offset super- 
imposed upon the applied bias voltage. The wider peak 
widths of the 100 nm curve, when compared to the peaks of 
the 30 nm curve, are caused by the fact that changing the 
surface potential at larger tip-sample separation requires 
higher voltages to produce the same change as observed at 
smaller bias and smaller separation. The difference between 
the absolute contrast values between both series can be ex- 
plained by the distance dependence of the Coulomb forces. 
We want to emphasize here that the contrast observed is the 
phase angle difference between p- and n-type regions. The 
dependence of the absolute phase angle change on the bias is 
shown in Fig. 3(b). Comparison of the absolute phase angle 
values in this graph with the phase contrast values between 
p- and «-type areas demonstrates that the phase contrast be- 
tween these areas is only a small fraction of the total phase 
change caused by the bias voltage. The absolute phase angle 
values were determined from the zero order plane fit coeffi- 
cient as explained in Appendix A. After the plane fit, the 
image shows the phase contrast between the different regions 
in the imaged area. This small contribution to the absolute 
phase angle change contains the information about the local 
doping density. 

The overall shape of the contrast curves in Fig. 3(a) is 
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FIG. 4. Energy level diagrams of the TMAFM cantilever/air/Si junction for 
both the n-type area (circle) and p-type substrate at positive, high positive, 
negative, high negative, and zero biases. Ec is the conduction band edge, Ev 

is the valence band maximum, £J is the Fermi energy of the Si, Ef (tip) is 
the cantilever Fermi level, and Vs is the sample bias. 

explained by a model where the surface potential induced in 
the sample surface by the applied bias is the mechanism 
responsible for the observed phase contrast between «- and 
p-doped areas. Figure 4 summarizes the changes in surface 
potential resulting from the applied bias depending on the 

dopant type. The five scenarios shown in Fig. 4 range from 
highly positive to highly negative sample biases. At 0 V only 
Coulomb forces caused by the contact potential (due to the 
work function difference between cantilever and sample ar- 
eas) are acting between cantilever and the differently doped 
sample areas. The contact potential is relatively small when 
compared to the applied bias voltages and could be nearly 
the same for both areas if the cantilever work function is 
somewhere in between the work functions of the p- and 
«-type areas. Little or no contact potential difference results 
in no significant phase contrast. Positive or negative biases 
change the surface potentials on both of the doped areas 
opposite each other. Moderate negative biases increase the 
band bending on the /?-type areas, while the «-type area is 
driven towards the flatband condition. This results in more 
depletion on the p-type region which needs to be compen- 
sated by image charges on the cantilever, while there is less 
depletion on the «-type region. This means that the Coulomb 
force between cantilever and p-type region will be larger 
than that between cantilever and the «-type region, resulting 
in a larger phase lag for the p-type than for the «-type region. 
At moderate positive biases the reverse happens, causing 
stronger band bending on the «-type area driving the bands 
more towards flatband conditions on the p-type area. This 
results in a larger phase lag on the n-type region than on the 
p-type region. At high positive or negative biases (top and 
bottom diagrams) the «-type area is driven onto accumula- 
tion while the p-type region goes into inversion or vice versa. 
Both accumulation and inversion conditions are dramatically 
different from the depletion case since the Fermi level is 
driven into the bands. This means electronic states at the 
valence and conduction band edges become emptied or 
filled, which in both cases results in either a high positive or 
negative surface sheet charge density. Differences in doping 
no longer play a role in the phase contrast at high biases 
since the surface charge density under accumulation or in- 
version is primarily determined by the density of states at the 
band edges. Since both the n and p regions are either in 
accumulation or inversion at higher biases, the surface 
charge density in both regions becomes approximately equal, 
resulting in the disappearance of the phase contrast between 
these regions. 

The relationship between applied bias, Coulomb force, 
and induced phase angle changes were investigated by mea- 
suring phase, amplitude and force versus distance curves on 
a gold coated mica substrate. The data evaluation procedures 
used are discussed in Appendix B. The gold film was used 
since it provides a good reference due to the absence of any 
surface potential from surface charging or band bending 
found in semiconductors. Figure 5 shows cantilever phase (a) 
and amplitude versus tip-sample separation (b) curves mea- 
sured simultaneously in tapping mode (oscillating cantile- 
ver). The bottom graph (c) shows standard force calibration 
curves measured with a nonoscillating cantilever. All curves 
shown were measured as the tip approaches the sample sur- 
face. The force calibration curves (c) directly demonstrate 
the influence of the bias induced Coulomb force on the can- 
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FIG. 5. Cantilever calibration curves taken at various dc biases (1 V incre- 
ments between 1 and 14 V) on a gold evaporated on mica sample: (top) 
TMAFM phase calibration, (middle) TMAFM cantilever amplitude curves, 
(bottom) contact mode force calibration curves (force units were obtained 
by multiplying the cantilever deflection data with the force constant of the 
cantilever). 

tilever deflection. The topmost curve corresponds to zero ap- 
plied bias. The curve remains essentially unchanged as the 
cantilever approaches the surface until a tip-sample distance 
of about 17 nm. The cantilever then snaps towards the sur- 
face as the capillary forces acting on the cantilever exceed 
the spring constant of the cantilever. The curves beneath the 
zero bias curve were taken with applied bias. The bias was 
applied in 1 V steps up to 14 V. The graph shows that the 
cantilever start positions at the 120 nm distance already 
change dramatically upon application of the various biases. 
As the distance is reduced the cantilever bends even more 
toward the surface due to the increasing Coulomb force. The 
biased curves shape resemble a quadratic function expected 

from the influence of Coulomb forces. As the bias increases 
the "snap to contact" points shift to distances further away 
from the surface since the electrostatic force adds to the cap- 
illary forces when the bias is applied. 

The phase and amplitude calibration curves in Figs. 5(a) 
and 5(b) demonstrate how the bias induced Coulomb force 
affects the cantilever oscillation in TMAFM measurements. 
The curves presented in Fig. 5(b) show the variation of the 
amplitude depending on bias and tip-sample separation. The 
top curve in this graph corresponds to the zero bias case. As 
the cantilever moves towards the surface (starting at 120 nm) 
the amplitude of about 58 nm remains unchanged at first, 
then as the initial contact occurs the amplitude of the oscil- 
lation becomes dampened until it is completely suppressed at 
zero tip-sample distance. As the bias increases the amplitude 
curves also bend down, similar to the force calibration 
curves in Fig. 5(c). Comparison between amplitude and force 
calibration curves reveals rather amazing behavior: the ver- 
tical line drawn at 30 nm allows comparison of all curves at 
the point where the 0 V amplitude curve just starts to tap on 
the surface. When increasing the bias it should be expected 
that the cantilever would bend down toward the surface as is 
shown in the force calibration curves below. Therefore, the 
amplitude should be attenuated earlier (at larger tip-sample 
separation) than in the unbiased case. However, the data 
show the opposite. As the bias is increased, the amplitude 
becomes attenuated smoothly as the tip approaches the sur- 
face and contact is only made after the curve intersects the 0 
V curve. It is evident that at biases exceeding 8 V the canti- 
lever hits the surface after the amplitude becomes zero. 
These curves do not intersect the contact region of the 0 V 
curve. This behavior can be explained by the fact that the 
application of the bias changes the resonance frequency of 
the cantilever so strongly that the amplitude is attenuated 
faster than the tip-sample distance shrinks. This is obvious 
from Fig. 5(a) where the phase angle, depending on bias and 
tip-sample separation, is plotted. As the bias is increased the 
resonance frequency of the cantilever decreases, which 
means the driving frequency "runs ahead", resulting in a 
phase angle increase. The data shown in Fig. 5(a) clearly 
prove that the cantilever phase angle is extremely sensitive to 
the bias induced Coulomb force. The 0 V curve shows that 
the phase angle also increases upon contact between cantile- 
ver and surface. However, the bend of the phase curves is 
opposite in the contact case when compared to the Coulomb 
force case. This is especially evident in the 5, 4 and 3 V 
curves where inflection points can be recognized at about 18, 
23 and 28 nm tip-sample distances, respectively. We believe 
that these inflection points indicate the moment the tip starts 
touching the surface. These curves also show that at biases 
exceeding 5 V no contact occurs before the cantilever is at 
zero distance due to the amplitude attenuation mentioned 
above. 

IV. CONCLUSIONS 

We performed TMAFM measurements on patterned Si 
wafer samples with an additional dc bias applied between 
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cantilever and sample. Our results show that areas of differ- 
ent doping density cause a bias dependent variation in the 
phase angle between the cantilever oscillation and its driving 
frequency. This phase angle contrast was used to character- 
ize the lateral doping profile of Si wafers patterned by pho- 
tolithography with subsequent ion implantation. The contrast 
mechanism was investigated by calibrating the force mea- 
surements and amplitude/phase relationships with applied bi- 
ases on a gold coated mica substrate. The impact of the Cou- 
lomb force induced by the applied bias on the cantilever 
oscillation can then be determined. The results of these mea- 
surements clearly demonstrate that the phase of the cantile- 
ver oscillation depends on the Coulomb force acting between 
the cantilever and sample. A model was developed in which 
the bias-induced surface potential (band bending) variation 
between differently doped areas of the surface is identified to 
be the cause of the image contrast observed in the phase 
images. Our results clearly demonstrate that this measure- 
ment method has the potential to be a nondestructive method 
for nanoscale two-dimensional dopant profiling of semicon- 
ductor devices. Further research is in progress to investigate 
the limits of the spatial resolution and quantitative doping 
level sensitivity in order to develop this method into a prac- 
tical tool for precise lateral resolution of doping densities. 
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value was used to determine the absolute phase angle of the 
cantilever oscillation upon which the phase contrast values 
are superimposed. The average phase angle values are as- 
signed by the computer software as "twos complement 16 
bit numbers" which range from +32768 to —32767. This 
range corresponds to phase angles between 0° and 180°. This 
assignment adheres to the usual convention to describe the 
forced oscillator. In this convention, the driving frequency is 
fixed and the phase angle defines the phase of the oscillator 
relative to the driver. It should be pointed out that in a forced 
elastic harmonic oscillator the oscillator frequency is always 
the same as the driving frequency, while amplitude and 
phase can change in response to changes in the driving fre- 
quency. Due to the relatively small amplitude at which the 
cantilevers are typically resonated, it is assumed that the os- 
cillation is close enough to the harmonic case to use the 
terminology of the harmonic oscillator. In this convention a 
0° phase angle corresponds to the extreme case of a driving 
frequency that is much lower than the resonance frequency, 
resulting in oscillator movement that directly follows the 
driver. The 90° phase angle corresponds to the condition 
when the driving frequency is the same as the resonance 
frequency, hence the oscillator lags 90° behind the motion of 
the driver. A 180° phase angle corresponds to the high fre- 
quency extreme case where the driving frequency is much 
higher than the resonance frequency, causing the oscillator to 
move opposite the driver. As was demonstrated in Sec. Ill, 
an increase of the phase angle corresponds to an increase of 
the Coulomb force between cantilever and sample. This re- 
sults from the attractive Coulomb force reducing the reso- 
nance frequency of the cantilever while the driving fre- 
quency remains constant. Thus, an attractive Coulomb 
interaction corresponds to the situation where the driver is 
faster than the resonance frequency, resulting in a phase 
angle between 90° and 180°. 

APPENDIX A 

The main results presented in this article are so called 
"phase images". These images show the phase angle be- 
tween the cantilever driving signal (alternating current) that 
drives the cantilever via oscillation of a piezo to which the 
cantilever is attached and the actual cantilever oscillation as 
displayed relative to the scan position. The above described 
interleave mode topography and phase angle can be mea- 
sured simultaneously allowing a correlation between topo- 
graphic and phase images. Once a phase image is measured 
it is plane fitted to remove scan artifacts. After completing 
this procedure the image contains only relative phase con- 
trast variation between different regions of the image (i.e., p- 
and n-type regions in our case). To obtain the average total 
phase angle (bottom graph of Fig. 3) of the image data rela- 
tive to the drive signal, the plane fit parameters, which are 
stored in the file header, were used. Depending on the order 
of the polynomial used for the plane fit, up to three values 
are stored in the header after the plane fitting. The first of the 
three values corresponds to the zero order fit parameter that 
represents the average phase angle of the entire image. This 

APPENDIX B 

Any force calibration curves (except the phase lag versus 
distance curves) taken with Nanoscope equipment is given in 
relative Z-piezo displacement units and in "twos comple- 
ment 16 bit" data that correspond to the deflection of the 
cantilever. Relative Z-piezo displacement means that the ab- 
solute position of the cantilever is not given by the software 
but has to be determined from the curves themselves. There- 
fore, in order to convert these data into real deflection, force 
•or amplitude values, the curves were calibrated as follows: 

Standard force calibration curves were obtained from can- 
tilever deflection versus Z-piezo displacement curves by 
transforming the original 16 bit deflection data into true de- 
flection values in nanometers. This was accomplished by 
multiplying the spectra with a constant that yielded a slope 
of 1 for the contact region of the curves (the left part of the 
curve where the cantilever is in contact with the sample sur- 
face, where its deflection directly equals the cantilever dis- 
placement). The obtained deflection values were then multi- 
plied by the force constant of the cantilever resulting in true 
force values. The spring constant of 4.5 N/m, used in the 
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force calculations, represents the average of the minimum 
and maximum values stated by the manufacturer (2-7 N/m). 
The x axis of these curves was calibrated to obtain true tip- 
sample distances by determining the intersection of the non- 
contact region of the zero bias curve (right part of the curve 
which is nearly horizontal; the weak wavy superimposed 
shape is an artifact which is always present in these curves 
measured on both of our Nanoscope III setups) with the con- 
tact region of the curve. This intersection point was also 
defined as the origin of the force scale since it represents the 
point where the cantilever would have touched the sample 
surface had it not been attracted by capillary/Coulomb forces 
before it touched. The origin of the amplitude graphs was 
determined similarly by using the point where the contact 
region (left part of the graphs) bends off into a horizontal 
line corresponding to complete suppression of the vibration 
due to direct contact with the sample surface. The amplitude 
scale was calibrated by multiplying the curves with a con- 
stant so that the contact region would exhibit a slope of 2. 
This value was chosen in order to account for the fact that 
amplitudes correspond to the distance between both elonga- 
tion maxima. This only approximates the real measurement 
conditions, since the driving force of the cantilever will ac- 
celerate the cantilever after being dampened due to surface 
contact during its upwards motion away from the surface. 
Therefore, the true slope can be expected to be slightly dif- 
ferent from 2. Phase calibration curves were measured simul- 
taneously with the amplitude curves. Therefore, the x-axis 

calibration of the amplitude curves was taken from the am- 
plitude graphs. The phase scale shows the values as given by 
the Nanoscope software. 
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A microcavity structure has been fabricated in which a polyimide layer with thickness on the order 
of the wavelength of light was sandwiched in between dielectric mirrors by using vacuum 
deposition polymerization (VDP). We deposited a 330-nm-thick polyimide layer through a 
polymerization reaction between two mutually reactive monomers evaporated onto a dielectric 
mirror consisting of Ti02/Si02 multistacks. In the middle of the VDP process we deposited 
tris(8-hydroxyquinoline) aluminum (ALQ) so that a sublayer 30%-doped with ALQ was inserted 
within the polyimide layer. Upon the polyimide layer we coated a dielectric mirror consisting of 
Ta205/Si02 multistacks. The mirrors were designed to have a broad high reflection band (stop band) 
with a reflectivity maximum of ~90% at 530 nm. Fabrication of a microcavity was considered to 
be successful based on its optical properties. Within the stop band a sharp transmission band with 
a width of 8 nm appeared due to Fabry-Perot resonance. Correspondingly, ALQ photoluminescence 
became narrowed by the same width. We characterized the cavity resonance modes using a model 
considering penetration of the optical field into the dielectric layers. © 7999 American Vacuum 
Society. [S0734-211X(99)01804-1] 

I. INTRODUCTION 

Microcavities have recently attracted a great deal of atten- 
tion since they can be useful tools to control emission of 
light and to enhance optical nonlinearity effectively by the 
confinement of light. In a planar microcavity structure, a thin 
spacing layer with thickness on the order of the wavelength 
of light separates two mirrors, forming a Fabry-Perot reso- 
nator. The layer is usually composed of inorganic semicon- 
ductors or organic materials. In the latter case, it has been 
made of such materials as dye solution,1'2 Langmuir- 
Blodgett  films,3'4   vacuum-deposited   films   of  molecular 
materials, and spin-coated polymer films. These ma- 
terials must satisfy the following conditions: (1) thickness 
controllability on the order of the wavelength of light, and 
(2) ability to fabricate a layer that will be sandwiched be- 
tween the mirrors. 

As spacing layers, polymer films are useful since they 
have mechanical durability, processability, and optical trans- 
parency with small loss. So far, however, they have been 
prepared by a wet process such as spin coating using solvent, 
thus residual solvent is not easily removed. If a vacuum pro- 
cess can be used to deposit the polymer spacer, such prob- 
lems do not occur. We propose that vacuum deposition po- 
lymerization (VDP) may provide a new candidate for the 
spacing layer. The VDP method is a way by which amor- 
phous polymer films are prepared in high vacuum through a 
polymerization reaction between two mutually reactive 
monomers evaporated and deposited onto the substrate 
surface.20'21 This method is good at controlling film thickness 

"'Electronic mail: e8809@etl.go.jp 

on the order of the wavelength of light. Also, it can deposit 
polyimide films, the thermal durability of which enables 
stable overcoating of inorganic dielectric mirrors or metal 
mirrors. Furthermore, other materials with such photofunc- 
tions as luminescence and optical nonlinearity can be doped 
in the polymer layer by codeposition.22'23 These properties 
seem to provide attractive possibilities for various device 
applications. 

Thus, in this article, we demonstrate our first attempt at 
fabricating a microcavity structure using a polyimide layer 
prepared by VDP. Fabrication of a microcavity was success- 
ful judging from its optical properties such as sharp trans- 
mission and emission spectra due to Fabry-Perot resonance, 
as will be described in the following sections. 

II. FABRICATION OF MICROCAVITY STRUCTURES 

Figure 1(a) illustrates a microcavity structure fabricated in 
our laboratory. A thin polyimide layer of thickness d was 
sandwiched in between dielectric mirrors. The polyimide 
layer contained a sublayer 30%-doped with a photolumines- 
cent material tris(8-hydroxyquinoline) aluminum (ALQ: mo- 
lecular structure is shown in the inset of Fig. 6). The dielec- 
tric mirrors and the total thickness of the polymer layer were 
designed so that cavity resonance would match with the 
emission region of ALQ. Thickness of the sublayer was 1/10 
times the full thickness of the polyimide layer. The sublayer 
was set in the middle of the polymer layer. 

This structure was fabricated in the following three steps. 
(1) Upon a glass substrate (lOmmXlOmmXlmm), a di- 
electric mirror consisting of X/4 stacks of Ti02 and Si02 

layers was commercially coated; the Si02 layers were depos- 
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FIG. 3. A VDP apparatus to prepare the polyimide layer doped with ALQ: 
(1) quartz thickness monitor. (2) shutter, (3) source cell, (4) thermocouple, 
(5) heater, (6) cold trap, and (7) substrate. Base pressure is 3X 1CT5 Pa. 
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FIG. 1.  Illustrations of (a) a microcavity structure and (b) a reference 
sample. The black layers indicate Ti02 or Ta205 layers. 

ited by heating Si02 with an electron gun in a vacuum of 
1(T4 Pa and the Ti02 layers were deposited by heating Ti203 

with an electron gun in an 02 atmosphere of 10~2Pa. The 
mirror was designed to have a reflectivity maximum of 
—90% at 530 nm. Figure 2(a) shows the transmission spec- 
trum. Because of the —90% reflectivity, transmittance at 530 
nm is lowered to —10%. (2) The mirror was set on the sub- 
strate holder of a VDP apparatus23 as illustrated in Fig. 3. 
The source cells were in precise heat control. First, we co- 
evaporated two precursor monomers 6FDA, hexafluoro- 
isopropylidene-2,2-bis(phthalic acid anhydride) (Hoechst), 
and BIS-AF-A, 2,2-bis[4-(4-aminophenoxy) phenyl] 
hexafluoropropane (Central Glass Co.)—whose molecular 
formulas are shown in Fig. 4, onto substrates kept at room 
temperature, keeping 1:1 stoichiometric balance of the 
evaporation rates. Then, a polyamic acid layer was grown on 
the mirror at a deposition rate of —3.5 nm/min through a 
polymerization reaction (see scheme 1 in Fig. 4). During this 
deposition the shutter of the ALQ source was closed but the 
source was preheated in order for ALQ material to have an 
evaporation rate —3/7 times the polymer deposition rate. At 
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FIG. 2.  Transmission spectra of (a) the Ti02/SiO, mirror and (b) the 
Ta205 /Si02 mirror coated on glass substrates. 

thicknesses corresponding to the boundaries of the ALQ- 
doped zone we opened and closed the shutter of the ALQ 
source, so that a sublayer 30%-doped with ALQ was depos- 
ited. Successively, we deposited a polyamic acid layer until 
the full thickness reached the desired value. After the depo- 
sition, we raised the substrate temperature gradually and kept 
it constant at 300 °C for 2 h to convert the polyamic acid to 
polyimide according to reaction scheme 2 in Fig. 4. The 
whole process was carried out in a vacuum at a pressure of 
10~4Pa. The layer thickness d that we intended to prepare 
was 330 nm. This corresponds to an optical length of 530 
nm, assuming a polymer refractive index of 1.6. (3) We 
moved the sample into a different chamber for upper mirror 
coating. We coated a dielectric mirror consisting of X/4 
stacks of Ta205 and Si02 layers upon the polyimide layer 
kept at — 300 °C by ion beam assisted deposition in an 02 

atmosphere of 10~2Pa. The mirror was designed to have a 
reflectivity maximum of —90% at 530 nm. To check optical 
property of the Ta205/Si02 mirror, we deposited a mirror 
directly on a glass substrate in the same coating process and 
measured the transmission spectrum [Fig. 2(b)]. 
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(2) 
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9 
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O O CF3 I' 
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FIG. 4. Molecular structures of precursor monomers and polymerization 
reaction schemes. Reaction (1) proceeds on the substrate through the depo- 
sition process. Reaction (2) proceeds by heating the deposited polyamic acid 
film at 300 °C. 
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FIG. 5. Transmission spectra of (a) the microcavity sample and (b) the 
reference sample. 
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FIG. 6. Coarse spectra of ALQ photoluminescence emitted from (a) the 
reference sample and (b), the microcavity sample. Molecular structure of 
ALQ is shown in the inset of (a). 

For comparison purpose a reference no-cavity sample was 
prepared consisting only of an ALQ-doped polyimide layer 
deposited directly on a glass substrate in the same VDP pro- 
cess [see Fig. 1(b)]. 

III. OPTICAL PROPERTIES 

All the deposited layers exhibited good adhesion over the 
whole area of the substrate and a flat optical device was 
achieved. We investigated its microcavity performance with 
transmission and emission spectroscopies, and characterized 
its resonance modes. 

A. Transmission spectra 

Figure 5(b) shows that within the high reflection region 
(or so-called stop band) of the dielectric mirror (430-650 
nm), the reference sample had only a little absorption giving 
a loss to the cavity. (An interference pattern is superimposed 
on the absorption spectrum. The increasing absorption for X 
less than 400 nm is due to the absorption of the glass, the 
polymer, and ALQ.) So, if the cavity resonance comes into 
the stop band, a sharp transmission band should occur due to 
Fabry-Perot resonance. Figure 5(a) clearly shows such a 
sharp band at 500 nm. (The spectrum was measured along 
the normal to the surface with an optical beam diameter of 
0.9 mm.) Its full width at half maximum (FWHM) was 8.0 
nm. Compared to the reference sample and the dielectric 
mirrors, the microcavity device showed a complicated spec- 
trum, which will be analyzed in Sec. Ill C. 

B. ALQ photoluminescence spectra 

ALQ—a well-known organic electroluminescent ma- 
terial—has an absorption band with a peak around 400 nm. 
Since the device had a transparent window around the ab- 
sorption peak [see Fig. 5(a)], we photo-excited the doped 
ALQ molecules with a 386 nm N2-dye laser (Laser Photonics 
LN120C) with an incident angle of 30° and with a beam 
diameter of 1 mm. Using a polychromater (Chromex 250IS 
Imaging Spectrograph) with two sets of gratings (50 and 600 
grooves/mm), we measured coarse and fine photolumines- 
cence spectra along the normal to the surface. For compari- 
son we also measured an emission spectrum of the reference 
sample. 

While the reference sample showed a broad emission 
[Fig. 6(a)], the microcavity device showed two sharp emis- 
sion bands [Fig. 6(b)]. This spectral narrowing is a charac- 
teristic performance of the microcavity in which a broadband 
luminescent material is contained. The two bands correspond 
well to the transmission peaks shown in Fig. 5(a), although 
they are located at different wavelengths due to the slight 
thickness difference of the polymer layers. Figure 7 shows a 
spectrum of the sharp band in the middle of the stop band. 
The FWHM bandwidth was 8.1 nm being in good agreement 
with that of the transmission band (8.0 nm). 

C. Mode characterization of cavity resonance 

To understand optical modes of microcavities, cavity 
length Lcav is an important parameter because resonance 
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FIG. 7. Fine spectrum of ALQ photoluminescence emitted from the micro- 
cavity sample. 

modes are given by the relation mX = 2Lcav, where m is the 
mode index and X is the resonance wavelength.6 According 
to the ordinary Fabry-Perot theory, Lcav is equal to nd where 
n and d are the refractive index and the thickness of the 
spacing layer respectively. In the present case, n«=T.6 and 
d^^Onm and thus the second mode (m = 2) should appear 
around 530 nm. Actually, the reference sample has a corre- 
sponding interference peak at around 530 nm [Fig. 5(b)] in 
good agreement with the theory. However, the theory has 
difficulties in explaining the experimental results of the mi- 
crocavity device. As shown in Figs. 5(a) and 6(b), the sharp 
resonance band of the microcavity device was located at a 
wavelength region around 500 nm, which deviates from the 
region estimated by theory. Also, the theory cannot explain 
the existence of the neighboring band observed at 640 or 620 
nm in the same figures. [There is not a corresponding inter- 
ference peak in the reference sample spectrum shown in Fig. 
5(b)]. This neighboring band cannot be ascribed to the first 
(m=\) resonance mode because it should be located in a 
near-infrared region around 1000 nm. 

These difficulties of the ordinary Fabry-Perot theory 
might be solved if the penetration of the optical field into the 
dielectric layers is taken into account because effective cav- 
ity length Lcav becomes different from nd.6'24 Hence, we ex- 
amine the resonance modes of the microcavity structure tak- 
ing account of the penetration with an equation for Lcav that 
is modified from the equation presented by Dodabalapur 
et al. for a microcavity consisting of a dielectric mirror and a 
metal mirror.6 Replacing the penetration depth term of the 
metal mirror in Eq. (2) of Ref. 6 by that of the dielectric 
mirror, Lcav is given by 

c,upper I "av.upper 

An upper 

K lower 1 av,lower I 

An 
-nd,        (1) 

lower / 

where X c,upper (or Xc.lower) is the center wavelength of the 
stop band of the upper (or lower) mirror, Anupper (or Anlower) 
is the index difference between the stack layers of the upper 
(or lower) mirror, naViUpper (or "av.iower) is the average index 
of the upper (or lower) mirror. Using Xc upper=Xc lower 

= 530nm, n(Ti02) = 2.3, n(Si02)= 1.47, n(fa205) = 2.26, 
n=1.6, and d=330nm, Lcav is estimated to be 1750 nm. 
Thus, the resonance wavelength of the cavity, X, is given by 

X = 3500/m (nm), and the fifth, sixth, seventh, and eighth 
resonance modes are located at 700, 583, 500, and 438 nm. 
So we may attribute the sharp bands at around 500 nm seen 
in Figs. 5(a) and 6(b) to the seventh mode. The additional 
bands on both sides [e.g., the bands at 430 and 640 nm in 
Fig. 5(a)] may be attributed to the eighth and the sixth 
modes. Consequently, the mode analysis using Eq. (1) seems 
to better explain the resonance wavelength of the sharp band 
(500 nm) and the existence of the additional bands than or- 
dinary Fabry-Perot theory. 

IV. DISCUSSION 

Judging from the optical properties described earlier, fab- 
rication of a microcavity was successful. So far, in fabrica- 
tion of organic-layer-based microcavity structures, in many 
cases the upper mirror has been a vacuum-coated metal 
mirror4"19 and in a few cases a dielectric mirror deposited on 
another glass substrate that is in mechanical contact with the 
organic layer. '~3 Hence, to our knowledge, the present work 
is the characteristic demonstration of fabricating a microcav- 
ity structure in which an organic spacing layer is sandwiched 
by dielectric mirrors from both sides without mechanical 
support. This was possible because the upper mirror could be 
deposited on the polyimide layer adhesively by vacuum 
deposition, tracing any surface roughness and keeping a con- 
stant spacing thickness. So the fabrication method can pro- 
duce compact, self-standing and large area devices. The 
structure with dielectric mirrors on both sides will be advan- 
tageous particularly in transmissive uses because absorption 
loss of dielectric mirrors is much smaller than that of metal 
mirrors. (Peak transmittances of the organic microcavities 
using metal mirror(s) reported so far412'3 are much smaller 
than that of our microcavity.) The possibility of doping 
photofunctional materials at the intended position will be 
useful in fabricating devices that utilize the optical field in- 
tensity distribution of resonant standing waves formed in the 
cavity. This doping-position controllability is not easily at- 
tained by other fabrication methods of polymer layers re- 
ported so far. Of course, because all the processes are carried 
out in vacuum, the device is free from solvent and the op- 
portunity to contain impurity in the polymer layer is much 
reduced. From these features, we believe the presented 
method will be useful in various applications. 
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Low voltage electron beam lithography in PMMA 
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We have studied low voltage (1-2 kV) electron beam lithography processes in PMMA and 
compared them to conventional high voltage processing. We looked at the deposited metal after 
liftoff as well as directly imaging resist profiles by atomic force microscopy. As expected, the 
proximity effects were greatly reduced. The forward scattering was found to increase at low voltage. 
The study of developed resist profiles showed that linewidth versus dose has a single Gaussian 
functional form, proving that forward scattering plays the major role in line broadening. The 
effective Gaussian linewidth is 60 nm at 1 kV in a 50 nm resist layer. Modeling of the lithographic 
process showed a significant increase in resolution and process latitude for thinner resists. © 1999 
American Vacuum Society. [S0734-211X(99)06304-0] 

I. INTRODUCTION 
Future types of microelectronics will require sub-100 nm 

structure dimensions. Conventional optical lithography is not 
expected to achieve such resolution. Currently several alter- 
native next generation lithography schemes are being consid- 
ered. One of them is an array of microcolumn electron beam 
sources. This array has the required resolution provided by 
the electron beam, and should achieve high throughput by 
employing many sources in parallel. The development of this 
lithography system is promising, with a prototype electron 
column demonstrating a 10 nm beam spot size at 1 keV. 

The trend in electron beam lithography has been to in- 
crease the electron accelerating voltage, up to 100 kV, to 
achieve high resolution. However, microcolumns need to be 
operated at relatively low beam energy, typically 1-2 keV. 
Another promising low voltage application is the use of a 
scanning probe microscope for local exposure of thin elec- 
tron sensitive resist layers.2 The development of fast scan- 
ners and miniaturized scanning tunneling microscopes 
(STMs) suggests that viable lithographic writing speeds may 
be achieved.3 Operating at low voltage offers both advan- 
tages and disadvantages. The focused beam size is usually 
increased and the luminosity is decreased at low voltage. 
However, electron energy deposition is more efficient at low 
voltages, which offsets decreased luminosity. The electron 
penetration depth is decreased, and requires thin (~=£50 nm) 
resist processing. The lower energy and shorter scattering 
lengths also result in greatly reduced proximity effects4 and 
reduce substrate damaging compared to higher energy expo- 
sure. Possible resist charging is also a concern. 

Here we report the results of experiments and modeling to 
explore the issues associated with 1-2 keV lithography. For 
the experiments we used poly(methylmethacrylate) (PMMA) 
resist and looked at two types of patterns: deposited metal 
after liftoff and developed resist profiles. 

II. EXPERIMENT 
A layer of PMMA 50-120 nm thick was spun onto a Si 

substrate, and prebaked at 170 °C for 1 h. The thickness was 

"'Electronic mail: ago2@cornell.edu 

determined by an interferometric microscope and a scanning 
atomic force microscope. The exposure tool was a thermally 
assisted field emission digital scanning electron microscope 
(SEM) (Leo DSM982) controlled by an external pattern gen- 
erator. The spot size of the focused electron beam can be less 
than 10 nm at 1 kV, and less than 3 nm at 30 kV.5 

Alternating-current interference was reduced by using a short 
working distance (<5 mm). The beam current was measured 
with a Faraday cup mounted on a sample stage. The exposed 
resist was then developed in 1:3 solution of methylisobu- 
tylketone: isopropyl alcohol (MIBK:IPA) for 1 min. Then 20 
nm of Cr was thermally evaporated, and lifted off in a 
roughly 1:1 solution of methylene chloride: acetone for 10 
min with ultrasonic agitation. 

A. Metal after liftoff 

1. Resolution test 

We looked at 20 nm of Cr after liftoff. An array of dots 
with 150 nm pitch was patterned on an 80 nm thick layer of 
PMMA, with electron beam energies ranging from 1 to 20 
keV. The dose for each voltage was adjusted to minimize the 
dot size. The SEM images of the patterns are shown in Fig. 
1. The resolution increases with increasing voltage; at 1 and 
1.5 keV the metal did not lift off, and we have continuous 
films instead of separate dots. This is consistent with earlier 
work showing that the decrease in resolution is due to in- 
creased scattering and decreased penetration depth of low 
voltage electrons in the resist. Monte Carlo simulations show 
that 1 keV electrons are scattered laterally up to 25 nm, 
much more than the higher energy electrons.6 In addition, the 
electron range is only about 55 nm at 1 keV, increasing to 
about 90 nm at 1.5 keV,7 so the resist did not develop com- 
pletely. The penetration depth at 2 keV is increased to —120 
nm,8 thus clearing the resist. This test shows that it is pos- 
sible to achieve sub-200 nm resolution for 2 kV in 80 nm of 
PMMA, but thinner resists are needed for higher resolution 
or lower voltage. This will be addressed in more detail later. 
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arrays of dots 150 nm apart. 

1.0 kV 

1.5 kV 

2.0 kV 
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FIG. 1. SEM images. An array of dots with 150 nm pitch was patterned on 
an 80 nm layer of PMMA. Then 20 nm of Cr was thermally evaporated, 
followed by liftoff. The dose was adjusted for each voltage to minimize the 
dot size. 

2. Proximity effects 

A pattern consisting of a square with overlapping single 
pass lines was used to test the proximity effects. The SEM 
images of this are shown in Fig. 2. At 2 keV, after a threefold 
increase in the dose the overall shape of the pattern looks 
essentially the same. However, there is a major difference 
between the low and high dose pattern for 20 keV exposure. 
The square becomes pillow shaped, and the lines become a 
factor of 2-3 wider near the square. Even at low dose the 
linewidth increases by 40%-60% near the square compared 
to that several microns away. This illustrates the advantages 
of low voltage—it does not require a proximity correction or 
use of complicated multilayer schemes to suppress secondary 
electrons. Another method to reduce proximity effects is to 
go up to 75 or 100 keV, where scattered electrons provide a 
uniform background due to their long range. 

box: 60 uG/cm2 

lines: 0.3 nC/cm 
box: 200 uC/cm2 

lines: 1.0 nC/cm 

2.0 kV 

20 kV 

'wtt   «Hfl 

FIG. 2. SEM images. A box with overlapping single pass lines was patterned 
on an 80 nm thick layer of PMMA. Then 20 nm of Cr was thermally 
evaporated, followed by liftoff. 
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FIG. 3. SEM images of liftoff of five rows of the same pattern of converging 
lines and a square, with every row dose approximately twice the dose of the 
row above. The same pattern was exposed in 80 and 110 nm thicknesses of 
PMMA, with the same dose used for the same voltage. 

3. Charging effects 

Charging is expected to be more severe at low voltages 
due to more efficient electron stopping in the resist. Never- 
theless, we did not observe any obvious charging effects, 
which would show up in bending of the single pass lines near 
a square—a large charged area (the lines in Figs. 2 and 4 are 
straight). We believe that the increased sensitivity to charg- 
ing is offset by reduced resist thickness, which does not sup- 
port a large surface voltage. Electron diffusion in thin films 
should further eliminate charging.7 

4. Resist thickness effects 

We used a pattern consisting of five rows of the same 
subpattern of lines and a square, with every row dose ap- 
proximately twice the dose of the above row. The same pat- 
tern was exposed in 80 and 110 nm thicknesses of PMMA, 
with the same dose used for the same voltage. There is al- 
most no difference among the patterns at high voltage (see 
Fig. 3). This is not surprising, since the 20 keV electron 
penetration depth is several microns,9 and 80 and 110 nm 
resist exposures should look essentially the same. For 2 keV, 
however, there is some difference; the second row developed 
for the 80 but not for the 110 nm thick resist. And the great- 
est distinction is at 1 keV: the second and third rows devel- 
oped for the thinner resist and did not develop for the 
thicker. This is consistent with the electron penetration 
depths discussed in Sec. IIA 1. This test shows that the resist 
thickness is critical at low voltages, and that thinner resist 
should be used for reliable patterning. 

B. Developed resist profiles 

A SEM is limited as a tool for looking at developed resist 
profiles due to the high sensitivity of PMMA to electron 
beam damage and contamination. Lowering the current less- 
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Gaussian width 2c = 60 nm 

linewid linewidth 80 nm linewidth 110nm 

Fio. 4. AFM tapping mode image. A square with overlapping single pass 
lines was patterned on a 50 nm thick layer of PMMA with 1 keV electrons, 
and developed. The square and line dose increase from left to right. 

ens the degradation, but reduces the image contrast. There- 
fore, we used atomic force microscopy (AFM) to image the 
resist patterns. We used a Dimension 3000 scanning probe 
microscope operated in tapping mode to reduce contact force 
between the tip and the sample. 

We exposed a pattern consisting of a square and overlap- 
ping lines to study proximity effects and linewidth versus 
dose information. The developed resist profile of the exposed 
50 nm layer of PMMA is shown in Fig. 4. Note that the 
proximity effects are negligible. Lines as narrow as 40 nm 
were reliably patterned. The edge of a line was determined as 
a place with a high height gradient. Measuring such narrow 
lines with an AFM tip is not very accurate due to tip size 
effects and the fact that the tip probes the top, not the base, 
of the resist. However, the relative magnitude of this error is 
less significant for wider lines, which provide most informa- 
tion for the fits, as will be discussed in Sec. IIC. 

C. Thin resist modeling 

Using resists thinner than 50 nm presents difficult fabri- 
cation problems due to increased numbers of defects. A 
model can be useful to estimate the properties of thin resist 
layers, thus providing guidance for process optimization. 
Here we develop a simple model and estimate the process 
latitude of single pass line fabrication. 

We can analyze the linewidth versus dose dependence to 
obtain information about scattering in the resist. The func- 
tional form of the energy density E(r) at a distance r from a 
point irradiated with a charge Q has often been described by 
a two-Gaussian model (see, for example, Ref. 3): 

£(r) = ß*[(l/o7)2exp(- r2/a2
f) 

+ (77/^)exp(-r2/cr£)], (1) 

where oy and ah are the characteristic forward- and back- 
scatter radii, rj is the ratio of the total energy deposited in the 
resist by backscattered electrons to the total energy deposited 
by forward-scattered electrons in the resist, and K is a con- 
stant of proportionality. For high energies, where we have 
many fast secondary electrons generated by the interaction 

-50 0 50 
Distance (nm) 

100 

FIG. 5. Plot of the deposited dose for three different exposure times for the 
single pass lines shown in Fig. 4. The resist is exposed completely in the 
region where the curve is above the resist sensitivity level. Higher exposure 
time results in higher dose and thus wider lines. 

between the primary electron beam and the substrate, ay is 
usually small (tens of nm) and ah is large (fim). The low 
voltage regime is markedly different from that at high volt- 
age, there is almost no backscattering and therefore rj is 
small, so the formula can be reduced to a single Gaussian: 

E(r) = QK[(l/af)2exp(-r2/(T2
f)l (2) 

The area where E(r) is higher than the critical dose required 
to clear the resist determines the linewidth. We take width 
versus dose information from Fig. 4, fit it to formula (2), and 
obtain oy and resist sensitivity for 1 keV exposure in a 50 
nm thick resist layer. When we linearize the Eq. (2), the most 
significant data points for the fit are the ones furthest from 
the origin, that is, the ones with large r. Therefore, a rela- 
tively large linewidth measurement error in narrow lines due 
to tip size effects does not influence the fit results signifi- 
cantly. 

A plot of the deposited dose is shown in Fig. 5. The 
functional form of the linewidth agrees with Eq. (2) even for 
a 20-fold increase in line dose (from 0.05 to 1 nC/cm), which 
proves that we indeed have very little backscattering at low 
energies. The Gaussian width 2cry was found to be 60 nm, 
which is close to the 50-55 nm obtained from Monte Carlo 
simulations.67 We did similar fits for 2 kV exposure, also 
with 20-fold variation in dose, and a Gaussian width lay 
was found to be 125 nm in 80 nm of PMMA. Similar oy for 
2 kV was also observed by Lee et al? (their data produce fits 
with 2oy= 105 nm for 66 nm of PMMA). 

We use these numbers in our model, developed to give 
simplified analytical estimates of process parameters. We 
split two-dimensional (2D) electron travel into vertical and 
lateral motion. We consider the resist layer to be made of 
many thin layers. The total lateral electron scattering is the 
sum of independent scattering in all layers. If the total scat- 
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20 50 nm of resist 

FIG. 6. Contour plot of modeled deposited energy profiles for 1 and 2 keV 
exposures in PMMA. Electrons are coming from the top and they scatter in 
the resist. The model parameters are taken from the linewidth vs dose fits 
and from known electron range values. 

tering angle is not very large, this can be modeled as a ran- 
dom walk in lateral direction: an electron can scatter with 
equal probability either to the right or to the left in each 
layer. The energy loss can be approximated by the Bethe 
formula, dE/dz*-VE.w The Bethe formula and small 
angle approximation are valid unless the resist thickness is 
close to the electron range, which is usually not the case for 
lithography patterning. As is known, the total amount of av- 
erage horizontal travel increases as a square root of the num- 
ber of layers, or of depth. Therefore, to calculate ay for an 
arbitrary resist thickness, it is enough to know ay at some 
particular thickness, which we take from the fits described 
above. To calculate the deposited energy profile in the verti- 
cal direction we take an electron range to be 55 nm for 1 keV 
(Ref. 7) and 120 nm for 2 keV.8 The overall deposited en- 
ergy profile in PMMA is plotted in Fig. 6. It has a fruit-like 
shape, like that obtained in simulations elsewhere.9'11 

Calculated process latitudes of patterning single pass lines 
are plotted in Fig. 7 for 1 and 2 keV exposures. As expected, 
one can pattern wider lines more reliably. Choosing a rea- 
sonable requirement, such as change in linewidth <20%, one 
can pattern lines as narrow as 20 nm with 1 keV and 30 nm 
with 2 keV exposure for a 20 nm resist layer. The resolution 
is about a factor of 2 better than that for 50-70 nm resists 
with the same process latitude requirement. Although the 
resolution usually increases with increasing accelerating 
voltage, here we observe the opposite effect. From Fig. 6 we 
see that the "fruit" for 2 keV is both longer and slightly 
wider than the 1 keV one. Electrons at 2 keV have larger 
range, which results in a longer profile. Both 1 and 2 keV 
electrons interact strongly with resist, which results in large 
scattering and in wider spreading at 2 keV, possibly due to a 
larger range of 2 keV electrons. 

In our simplified model we relied on single-Gaussian be- 
havior for the energy distribution profile. However, this does 
not limit wider applicability of the model; one can "map" 
the energy distribution profile for any process, recording 
linewidth versus dose information, and use it for fitting to the 
theoretical formula. Forward- and backscatter radii, incom- 

100 

40 60 
Linewidth (nm) 

80 100 

FIG. 7. Plots of modeled process latitudes of patterning single pass lines for 
1 and 2 keV exposures for thin resists. 10% fluctuation in resist sensitivity 
(or deposited dose) is assumed. For other dose fluctuations the vertical axis 
should be scaled accordingly. Different curves correspond to different resist 
thicknesses, with 10 nm steps. 

ing electron beam diameter, resist sensitivity, and other im- 
portant process parameters can also be inferred from the fit- 
ting. This method enables us to measure these parameters 
directly from experiment as opposed to taking them from 
simulations. 

III. SUMMARY 

We studied low voltage (1-2 kV) lithography in PMMA, 
and compared it to 20 kV lithography. The proximity effects 
and charging were negligible at low voltage. Resist thickness 
of —50 nm or smaller is required for reliable patterning. The 
linewidth versus dose functional behavior agrees with a 
single-Gaussian model for 1 and 2 keV electrons, proving 
that the major cause of line broadening at these energies is 
forward scattering. We modeled thin resist behavior and 
showed that the resolution increases significantly with thin- 
ner resists. Overall, we showed that 1 and 2 kV lithography 
in PMMA is a viable alternative for sub-100 nm lithography. 
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The minimization of nanoscale roughness in patterned images has become a priority for the process 
of photolithography in the production of microprocessors. In order to probe the molecular basis for 
surface roughness, the development of photoresist has been simulated through application of the 
critical-ionization model to a three-dimensional molecular lattice representation of the polymer 
matrix. The model was adapted to describe chemically amplified photoresists of the sort now 
commonly used in microlithography. Simulations of the dependence of the dissolution rate and 
surface roughness on the degree of polymerization, polydispersity, and fractional deprotection agree 
with experimental results. Changes in surface roughness are shown to correlate with the length of 
the experimentally observed induction period. Model predictions for the effect of void fraction and 
developer concentration on roughness are also presented. Observations of differences in the effect 
of developer concentration on top-surface and sidewall roughness are explained by a critical 
development time predicted by the simulation. © 1999 American Vacuum Society. 
[S0734-211X(99)06704-9] 

I. INTRODUCTION 

The tremendous gain in computational speed and storage 
capacity afforded by miniaturization of the integrated circuit 
impels the semiconductor industry forward in its quest for 
smaller device features. The demands placed on microlithog- 
raphy grow more arduous with each new generation of mi- 
croprocessors. The minimization of roughness associated 
with the surface and edges of photoresist images now stands 
as one of the challenges to continued advances in litho- 
graphic technology. 

The problems of top-surface and line-edge roughness 
have drawn a considerable amount of attention within the 
last year, and several recent atomic force microscopy (AFM) 
studies have yielded notable insights into the process depen- 
dency of photoresist roughness. He and Cerrina1 have stud- 
ied the relationship between surface roughness and exposure 
dose over a range of postexposure bake times for a positive- 
tone chemically amplified photoresist. Their results indicate 
that systems having the same overall average degree of 
deprotection, but different process histories, exhibit similar 
surface morphologies, but different degrees of roughness. 
Reynolds and Taylor2"4 have explored the responses of top- 
surface and sidewall roughness for chemically amplified 
photoresists to a variety of processing parameters, including 
exposure dose and developer concentration. They find that 
higher exposure doses and lower developer concentrations 
lead to decreased surface roughness, but their measurements 
of sidewall roughness show no correlation with their surface 
roughness results and reveal a negligible dependence of side- 
wall roughness on either exposure dose or developer concen- 
tration. Yoshimura et al.5 have characterized the effects of 
the polymer structure and molecular weight distribution on 

"'Present address: The University of Texas at Austin. 
b)Present address: Intel Corporation. 
''Corresponding author; electronic mail: willson@che.utexas.edu 

edge roughness. They show that a photoresist based on 
cresol novolac exhibits a rougher surface than one based on 
polyvinylphenol and attribute this difference in roughness to 
the greater structural rigidity of cresol novolac that results 
from the presence of aromatic rings in the backbone of the 
polymer. They observe that polymers having lower molecu- 
lar weight and lower polydispersity produce less roughness. 

The need for robust lithographic simulators that can 
model and predict the generation of roughness during photo- 
resist development grows imperative. Most of the earlier 
simulations of photoresist development do not adequately 
describe surface roughness because they considered the pho- 
toresist a uniform structure. Guerrieri and Neureuther6 have 
studied the time evolution of the development etch front us- 
ing a simplified material crack model in which development 
proceeds faster along highly exposed filaments (cracks) than 
through the background matrix, and they have found that the 
surface roughness increases with crack length. Trefonas7 al- 
ludes to the production of top-surface roughness during his 
molecular cell-based simulations of percolational develop- 
ment. Scheckler et al} have used ah even more advanced 
molecular-scale photoresist development simulation in which 
a realistic polymer chain length distribution is represented to 
demonstrate excellent agreement between their model and 
AFM measurements for the dose dependence of surface 
roughness. These studies have made significant advance- 
ments in the simulation of roughness in photoresist develop- 
ment, yet they still rely heavily on empirical data for the 
dependence of the dissolution rate on such fundamental 
quantities as molecular weight and degree of deprotection. 

Our simulations represent the polymer matrix as a three- 
dimensional rectangular lattice in which each lattice cell cor- 
responds exactly to a polymer repeat unit. The lattice cells 
are strung together to form polymer chains via random walks 
as described previously.9 The dissolution of these chains is 
governed by the critical-ionization model,10 which proposes 
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that a critical fraction of segments on a chain must be in the 
ionized state in order for the chain to dissolve. The lattice 
model has been adapted to represent a chemically amplified 
photoresist system in which each cell begins as either a 
chemically protected (blocked) group or a chemically depro- 
tected (unblocked) group. In a previous paper, we presented 
simulations of photoresist dissolution on a two-dimensional 
(2D) grid.9 Because percolation models have demonstrated a 
dependence on the dimensionality of the system,6'7 we have 
extended the moving front from a line to a surface, which 
begins parallel to the substrate. Adding the third dimension 
alters the quantitative results, but not the qualitative behav- 
ior, of our system. The third dimension (3D) allows a greater 
number of possible chain conformations and a greater num- 
ber of cell faces that may be exposed to developer (six in- 
stead of four). 

The simulations described in this article allow polymer 
blends so that we can study the effects of polydispersity. An 
initial void fraction, which can represent either the inherent 
polymer free volume or residual casting solvent, is also 
specified. The molecular-level model correctly predicts 
trends in the responses of the dissolution rate and roughness 
to changes in the degree of polymerization, polydispersity, 
degree of deprotection, polymer free volume, residual cast- 
ing solvent, and development time. 

II. MODEL DESCRIPTION 

A three-dimensional lattice of cubic cells is used to rep- 
resent the polymer matrix. The number of cells in each or- 
thogonal direction is 73. Each lattice cell, having sides of 0.7 
nm in length, corresponds exactly to a single repeating unit 
of a polymer chain and may have one of the following states: 
blocked, unblocked, ionized, developed, or void. The initial 
degree of blocking, specified by the user, is designated fb0. 
For a blanket (uniform) exposure, the value of fb0 represents 
the average degree of blocking present in the entire lattice. 
For a patterned photoresist image, fbQ represents the average 
degree of blocking prior to exposure; the spatial variation in 
blocking, fh(x,y,z), prior to dissolution is the product offb0 

and p{x,y,z), a function with values between 0 and 1. The 
function p(x,y,z) describes the relative amount of protection 
remaining after exposure and the postexposure bake and is 
supplied by FINLE Technology's PROLITH, one of several 
commercially available lithographic simulators. The initial 
void fraction, also specified by the user, is designated /„. 
The void fraction can represent either the polymer's inherent 
free volume or residual casting solvent. A flowchart describ- 
ing the steps in the molecular model simulation is shown in 
Fig. 1. 

Prior to development, a fraction /„ of the cells are se- 
lected at random to be void. Each of the remaining cells is 
designated randomly as either blocked or unblocked, where 
the probability of being blocked is given by/6/(l -/„). This 
expression for the probability of being blocked ensures that 
the average local concentration of blocked sites is preserved 
through the random selection process. The accuracy of the 
discrete representation of the continuous function fb(x,y,z) 

Obtain or specify a blocking profile and void fraction. 

Designate each cell as blocked, unblocked, or void, while 
conserving the average, local degree of blocking. 

Connect cells to form polymer chains through 
randomly-placed random walks. 

Ionize (with a probability/) unblocked cells 
that are in contact with the developer solution. 

Dissolve polymer chains that meet 
the critical ionization criterion, and let 

developer fill these vacant cells and 
any neighboring void cells. 

Increment time by time-step. 

No Yes -u End simulation. 

FIG. 1. Flowchart for the three-dimensional molecular simulation. 

is checked by examining the average amount of blocking 
over an area and comparing this against the scalar-field value 
supplied. (The number of cells used in the average is chosen 
so that their combined volume is the same as the cellular 
volume in the PROLITH blocking profile.) As in our 2D 
simulations,9 statistical variation is introduced through the 
transformation of the continuous polymer matrix into a mo- 
lecular grid. However, such roughness is expected from the 
statistical variation in the energy that is deposited into the 
photoresist during exposure." 

The simulation requires having polymer chains on the 
grid. The user specifies values (DP,-) for the degree of poly- 
merization and the fraction of chains (/Dp,) that are supposed 
to have each degree of polymerization. To form these chains, 
the cells are strung together12 via random walks, which are 
begun in randomly chosen blocked or unblocked cells that 
have not already been used in the formation of other chains. 
The number of steps taken in each walk equals one of the 
nominal degrees of polymerization specified by the user in 
the input file. The fraction of walks with DP, steps is given 
by /DP,. The random walks avoid the cells designated as 
void (or filled with solvent), but more than one chain may 
share any given blocked or unblocked cell (Fig. 2). A cell 
may be counted as belonging to any single chain only once; 
thus, there are no repeated cells within any given chain. This 
precaution leads to a distribution of actual chain lengths. The 
formation of chains continues until all blocked or unblocked 
cells have become a part of at least one chain. If only one 
degree of polymerization is specified, the random walk pro- 
cess produces a Gaussian distribution of actual chain lengths 
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number of chains that share a cell 

FIG. 2. Distribution in the number of chains that share a cell as a function of 
the specified degree of polymerization. 
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FIG. 4. Relationship between the maximum degree of polymerization (DP) 
and the average degree of polymerization (x) from the random walk process. 
Note that the r2 values are the squares of the linear correlation coefficients 
for the least-squares linear regression of the data. 

[Fig. 3(a)]. The chain length distribution for 2D is shown 
also for comparison. The additional third dimension narrows 
the chain length distribution and shifts it towards greater 
chain lengths (which will presently be explained). If two 
degrees of polymerization are specified, a bimodal distribu- 
tion results [Fig. 3(b)], where the distribution about each 
mode is Gaussian. 

16 

14 

12 
ü 
c   10 

or 
.2 

o    3D 

 3D Gaussian fit 

♦    2D * 

 2D Gaussian fit      *" 

»•6 o a D a 0. 

5 10 15 20 25 

degree of polymerization 

a 

30 

20 

e?15 
c o 
§■ 10 
P 

bimodal (Mw/Mn = 1.45) 

10 20 30 

degree of polymerization 

40 

FIG. 3. (a) Polymer chain length distributions produced through the random 
walk process when a nominal (maximum) chain length of 30 is specified for 
3D and 2D simulations, (b) Two polymer chain length distributions having 
the same average degree of polymerization (15.5) but different polydisper- 
sity (DP=20 for the single-mode distribution; DP^IO, DP2 = 40, and 
/DP1 = 0.6589 for the bimodal distribution). 

The average (or mean) degree of polymerization is easily 
obtained from the chain length distribution. In Fig. 4, the 
average degree of polymerization is plotted versus the maxi- 
mum degree of polymerization, which is identically equal to 
the specified number of steps to be taken in the formation of 
each chain. The corresponding plot for two dimensions is 
also shown. The range of chain lengths that is shown here, 
10-50 repeat units, is representative of the oligomeric, phe- 
nolic polymers used to formulate photoresists. Note that the 
process produces a linear relationship between the average 
and maximum degrees of polymerization. The third dimen- 
sion increases the average degree of polymerization because 
the extra degree of freedom in the third dimension reduces 
the average number of redundant steps taken during the ran- 
dom walks and increases the probability for a growing chain 
to encounter an available cell. The random walk process pro- 
duces a polymer size distribution that is uniform throughout 
most of the film, but that has slightly smaller values towards 
the ends (Fig. 5). 

The mean-squared radius of gyration, (R2
g), and mean- 

squared end-to-end distance, (R2), are common measures for 
the polymer chain length. Calculated values for (R2

g) and 
(R2) from our simulations, shown in Fig. 6, exhibit the linear 
dependence on the degree of polymerization expected for 
dense polymer networks.13 The ratio (R2)/(R2

g) (Table I) is 
close to the theoretical value of 6.13 

FIG. 5. Variation in the average degree of polymerization with depth into the 
film. 

JVST B - Microelectronics and Nanometer Structures 



1374 Flanagin, Singh, and Willson: Surface roughness development 1374 

A 

10 20 30 

average degree of polymerization 

a 

10 20 30 

average degree of polymerization 

FIG. 6. Measures of polymer chain length as a function of the average 
degree of polymerization (x): (a) mean-squared radius of gyration, {R'g}, and 
(b) mean-squared end-to-end distance, (R2)- Note that the r2 values are the 
squares of the linear correlation coefficients for the least-squares linear re- 
gression of the data. 
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average degree of polymerization 

40 

FIG. 7. Correction factor by which the time step must be multiplied in order 
to obtain the specified /?max when/wl = 0,/1J = 0, and/, = 0.5. 

After the ionization step, each chain is examined to see if 
it has the requisite fraction of ionized sites for dissolution 
(/,.). At the end of this accounting, all chains meeting the 
solubility criterion are dissolved (erased). If a cell is shared 
by at least one other chain, it remains in its current state 
(blocked or unblocked); otherwise, the cell is counted as de- 
veloped. The cycle of ionization followed by dissolution 
continues until the time specified by the user has elapsed. 
The time (tc) that each cycle represents is given by 

dz 
tr = ~. -{R'/R max). (1) 

Once polymer chains have completely filled the grid, the 
simulator begins the process of ionization. All cells on the 
top layer of the lattice are always exposed to developer. Ion- 
ization is possible for all top-layer cells that are in the un- 
blocked state, and any top-layer cells that are in the void 
state automatically fill with developer. Unblocked cells that 
are adjacent to developed cells may also undergo ionization. 
Whether ionization actually occurs depends on the probabil- 
ity of ionization (/,-), a factor specified by the user that de- 
pends on the concentration of the developer and the pKa of 
the resin 14,15 

TABLE I. Ratio of mean-squared end-to-end distance to mean-squared radius 
of gyration as a function of maximum degree of polymerization. 

DP <«2>/(«;> 

10 
15 
20 
25 
30 
35 
40 
45 
50 

5.36 
5.46 
5.50 
5.53 
5.60 
5.58 
5.61 
5.58 
5.64 

Here dz is the cell height, RmM is the experimental dissolu- 
tion rate observed under complete exposure, and /?7/?max is 
a correction factor added to ensure that the rate calculated by 
the simulator when fh0 = 0 is Rm„. (For an ideal monomer 
system with fb0 = 0 and /,■= 1, R'/Rmm= 1 because one en- 
tire layer dissolves during each ionization/dissolution cycle. 
/?7/?max is a measure of the deviation from this ideality.) 
Figure 7 shows how R'/Rmax varies with the critical degree 
of ionization and average degree of polymerization. A de- 
tailed description of R'/Rmm is given elsewhere.9 

The spatial average and the standard deviation of the 
thickness of remaining photoresist are computed during the 
simulation. The surface roughness is defined throughout this 
article as the standard deviation in the spatial variation of the 
photoresist thickness. Results for surface roughness, r, and 
remaining thickness, 6, versus time, /, are presented as aver- 
ages from multiple simulations using different seeds for the 
random number generator that fills the lattice. The purpose 
of running multiple simulations is to sample a larger sub- 
space of the total ensemble of possible spatial configurations, 
and standard deviations of the results are provided to show 
reproducibility. Dimensionless variables are used wherever 
possible. Lengths are scaled by the cell height (dz), and time 
is scaled by the time per ionization/dissolution cycle [Eq. 

(1)]. 
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500 

FIG. 8. Effect of the nominal degree of polymerization, DP, on a dimension- 
less plot of the average thickness of polymer film remaining, 6, vs time, t 
(/c = 0.4, ft,o = 0, /„ = 0, /, = 0.5). Each curve is the result of averaging 
seven simulations. 
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FIG. 9. Effect of the nominal degree of polymerization, DP, on a dimension- 
less plot of roughness, r, vs time, t (/c = 0.4, /60 = 0,/„ = 0,/, = 0.5). Each 
curve is the result of averaging seven simulations. 

III. SIMULATION RESULTS 

A. Effect of the degree of polymerization 

In Fig. 8, the remaining thickness of a fully deprotected 
polymer is plotted versus development time for several 
nominal degrees of polymerization. The model predicts that 
the dissolution rate decreases with increasing degree of po- 
lymerization. Many experimental studies confirm this 
result.16"20 The instantaneous dissolution rate is given by the 
negative of the slope from a plot of thickness versus time 
{-ddldt, where 6 = thickness and t = time). The instanta- 
neous rate is constant over most of the course of dissolution, 
but interesting deviations in ddldt occur at the start and end 
of the process. The time that the system takes to achieve a 
constant dissolution rate is called the induction period. This 
phenomenon, which is observed experimentally, appears 
"naturally" in the simulation. Because the instantaneous 
rate is smaller at both the top and bottom surfaces of the film, 
surface rate inhibition is said to occur at both interfaces. 
Dissolution rates are customarily defined as the instanta- 
neous rate when half of the initial film thickness remains. 
This arbitrary definition minimizes the effect of surface in- 
hibition, and is adopted for the purposes of this article. 

From Fig. 8, it is apparent that surface rate inhibition 
becomes more pronounced as the degree of polymerization 
increases. All of these systems display an induction period, 
but the length of the induction period increases faster than a 
linear dependence on the degree of polymerization would 
predict. The surface rate inhibition at the bottom film surface 
also grows with the degree of polymerization, but the depen- 
dence is not as steep at the bottom as it is at the top. 

The variation in average thickness across simulations (not 
shown) increases until developer reaches the region where 
bottom-surface rate inhibition occurs, and the most rapid in- 
crease occurs during the top-surface induction period. The 
results indicate that the variation among runs rises signifi- 
cantly with an increase in the degree of polymerization. 

Surface roughness as a function of development time and 
degree of polymerization is plotted in Fig. 9 for the system 
described in Fig. 8. In agreement with the experimental re- 
sults of Yoshimura et al.,5 the simulation results show that 

surface roughness increases with increasing degrees of poly- 
merization. For all degrees of polymerization, the same gen- 
eral behavior is observed: roughness rises sharply at first, 
reaches a plateau with a general slight incline, spikes, and 
then rapidly falls. This trend is compatible with AFM mea- 
surements that we have taken for the time evolution of sur- 
face roughness (Table II). Variation in surface roughness 
across multiple simulations (not shown) increases with de- 
gree of polymerization, and a spike occurs at the same loca- 
tion as the spike in surface roughness. A comparison be- 
tween Figs. 8 and 9 reveals that the initial, sharp rise in 
roughness corresponds exactly to the induction period of the 
dissolution rate and that the final spike in roughness occurs 
where bottom-surface rate inhibition begins. 

The correspondence between surface rate inhibition and 
surface roughness in our simulations helps to explain the 
surface rate inhibition phenomenon. An increase in rough- 
ness, by definition, occurs when the surface area exposed to 
developer increases. When dissolution begins, the film sur- 
face is flat, and the area exposed to developer is the smallest 
it will be during the entire process. As chains dissolve away, 
a greater surface area is exposed, which leads to increases in 
the surface roughness and the instantaneous dissolution rate. 
The amount of surface area that may be exposed at any time 
reaches a nearly constant value, after which point the instan- 
taneous dissolution rate and surface roughness stay relatively 
constant. When developer finally reaches the bottom of the 
film, the surface area in contact with developer decreases 
rapidly, and both the surface roughness and dissolution rate 

TABLE II. Surface roughness as a function of development time" (rms=root 
mean square). 

Development 
time (s) 

Thickness 
remaining (nm) 

rms 
roughness (nm) 

0 
25 
50 

1089 
999 
807 

0.3 
3.8 
3.8 

aPolymer: m-cresol novolac, cast with PGMEA at 3000 rpm for 30 s, baked 
at 120 °C for 120 s, developed with 0.182N TMAH for the time indicated, 
rinsed with distilled water, and blown dry with nitrogen. The surface rough- 
ness was calculated from AFM images taken on a Park Scientific Instru- 
ments Autoprobe. 
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N 
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FIG. 10. Effect of polydispersity, Mn,/M„ , on a dimensionless plot of the 
average thickness of polymer film remaining, Q, vs time, r (/(. = 0.4, fh0 

= 0.1, /„ = 0, /, = 0.5). The polymer chain length distribution for each curve 
is shown in Fig. 3. Each curve is the result of averaging seven simulations. 

400 

FIG. 11. Effect of polydispersity, Mw/M„, on a dimensionless plot of 
roughness, r, vs time, / (/c = 0.4, /A0 = 0.1, /„ = 0, /, = 0.5). The polymer 
chain length distribution for each curve is shown in Fig. 3. Each curve is the 
result of averaging seven simulations. 

decline. Thus, both the induction period and bottom-surface 
rate inhibition arise from rapid changes in surface roughness. 
Similar arguments have been used to explain surface rate 
inhibition in percolation models.7 

B. Effect of polydispersity 

In Fig. 3(b), a single-mode and a bimodal polymer chain 
length distribution, which have the same average degree of 
polymerization but different polydispersity, are compared. 
The single-mode distribution has a narrower chain length 
distribution and a lower polydispersity (Mw/M„= 1.02) than 
the bimodal distribution {MWIM„= 1.45). 

Experimental efforts to determine the effect of polydis- 
persity on the dissolution rate have led to conflicting results. 
Tsiartas et al.' measured the dissolution rates of blends of 
fractionated novolacs and found that the dissolution rate of 
the novolac blends decreased with increasing polydispersity. 
A similar study by Barclay et al.1 concluded that increasing 
the polydispersity of (higher molecular weight) poly(hy- 
droxystyrene) leads to higher dissolution rates. Figure 10 de- 
picts the predictions from our simulations for the dissolution 
rate of the chain distributions shown in Fig. 3(b). According 
to our model, the lower-polydispersity polymer dissolves 
faster than the polymer blend, which has a wider molecular- 
weight distribution. In agreement with the conclusions of 
Tsiartas et al, the simulations suggest that higher molecular- 
weight fractions have a disproportionately large influence on 
the overall dissolution rate. 

Figure 11 shows how surface roughness develops in these 
two systems. In agreement with the experimental results of 
Yoshimura et al.,5 the higher-polydispersity sample achieves 
a greater degree of surface roughness. The time that the sys- 
tem requires for the degree of surface roughness to level 
increases with polydispersity and corresponds to the induc- 
tion period in Fig. 10. Thus, increasing the polydispersity 
enhances the effect of surface rate inhibition. Those who 
formulate resists have recognized this phenomenon for some 
time, but there has been no satisfying explanation for the 
observation. 

C. Effect of the degree of deprotection 

The time evolution of surface roughness as a function of 
the degree of blocking, fb0, is depicted in Fig. 12. The simu- 
lations predict that roughness should increase with the de- 
gree of blocking as long as the film is able to clear. The 
dissolution rate decreases with increasing degrees of block- 
ing. After a critical degree of blocking is exceeded (e.g., 
fh0 = 0.23 for DP= 10), the film cannot completely clear, and 
a measure of roughness remains even after the film stops 
developing. For a completely protected system (i.e.,fb0= 1), 
none of the film clears, and no surface roughness develops. 
Thus, surface roughness begins at zero, passes through a 
maximum, and returns to zero as the fractional deprotection 
is varied from 0 to 1. This point is illustrated by Fig. 13, 
where the predictions of our model for roughness as a func- 
tion of deprotection at a set development time are compared 
to the experimental data of He and Cerrina.1 The relationship 
between exposure dose and fractional deprotection has been 
quantified previously.21 Figure 14 demonstrates that very 
little clearing occurs at low doses (or at high degrees of 
blocking) in both simulation and experiment. 

600 

FIG. 12. Effect of the degree of blocking, fM, on a dimensionless plot of 
roughness, r, vs time, t(Jc = 0.4, DP=10,/rj = 0,/, = 0.5). Each curve is the 
result of averaging seven simulations. 
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FIG. 13. Comparison of (a) our simulation predictions to (b) experimental 
results of He and Cerrina (Ref. 1) for the effect of deprotection on surface 
roughness for a fixed development time. Simulation conditions: /c=0.4, 
DP=10,/„ = 0,/, = 0.5, t/tc=60. 

1200 

a 

Dose (mJ/cm ) 

b 
FIG. 14. Comparison of (a) our simulation predictions to (b) experimental 
results of He and Cerrina (Ref. 1) for the effect of deprotection on depth 
cleared for a fixed development time. Simulation conditions: fc=0A, DP 
= 10,/„ = 0,/; = 0.5, t/tc = 60. 

D. Effect of the void fraction 

The simulations described in this article allow a portion of 
the polymer matrix to be set aside as void space. The speci- 
fied initial void fraction, /„, may represent either free vol- 
ume or residual casting solvent. Void cells automatically 
convert to developed cells whenever one of their neighboring 
cells develops. 

In Fig. 15 the effect of void space in the polymer matrix 
on surface roughness is considered. [For reference, the free 
volume for polymers at the glass transition temperature is 
0.025 according to the Williams-Landel-Ferry (WLF) 
equation.22] Increasing the initial void fraction causes the 
development rate to increase and the surface roughness to 
decrease. The standard deviation in surface roughness across 
multiple simulations (not shown) decreases as the initial void 
fraction increases. 

E. Effect of the developer concentration 

In Reynolds and Taylor's initial AFM examination of the 
effect of developer concentration on roughness,2 the surface 
roughness of the unexposed portion of a chemically ampli- 

fied resist was measured following a development time long 
enough for complete etching of the exposed portion of the 
photoresist. In later studies,3'4 the same investigators exam- 
ined the effect of developer concentration on roughness as a 
function of development time. Under both the earlier and 
later sets of conditions, surface roughness was observed to 
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FIG. 15. Effect of void fraction,/,,, on a dimensionless plot of roughness, r, 
vs time, t (/c = 0.4, DP=40, fb0=0, /, = 0.5). Each curve is the result of 
averaging seven simulations. 

JVST B - Microelectronics and Nanometer Structures 



1378 Flanagin, Singh, and Willson: Surface roughness development 1378 

E  3 

c >-• 
(0 

o)  2 
c 
§, 
3 
8 1 

a 

/ A " 

'fS^^ 

I 

r —-0.34N 

-A- 0.259 N 

-»-0.21 N 
< ' 

 1  

200 400 

time (s) 

600 800 

FIG. 16. Comparison of (a) our simulation predictions to (b) experimental 
results of Reynolds and Taylor (Refs. 2-4) for the effect of developer con- 
centration on roughness as a function of development time. Simulation con- 
ditions: /c = 0.4, DP=10, /,,(, = 0.27, /„ = 0. Each curve is the result of av- 
eraging seven simulations. 
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FIG. 17. Comparison of (a) our simulation predictions to (b) experimental 
results of Reynolds and Taylor (Refs. 2-4) for the effect of developer con- 
centration on roughness as a function of resist loss. Simulation conditions: 
/r = 0.4, DP=30,/(,0 = 0,/„ = 0. Each curve is the result of averaging seven 
simulations. 

increase with developer concentration, whereas the sidewall 
roughness appears to be independent of developer concentra- 
tion. 

For comparison, our simulation uses a partially blocked 
matrix to portray the unexposed portion of the photoresist. 
The simulation parameter analogous to developer concentra- 
tion is /,, which is the probability of ionization for a cell in 
contact with developer. Greater values for /, correspond to 
higher developer concentrations. In Fig. 16, the simulated 
predictions for roughness as a function of development time 
and /, are compared to recent AFM measurements3 of rough- 
ness as a function of development time and developer con- 
centration. Increasing /,- causes the roughness in the simula- 
tions [Fig. 16(a)] to develop at a faster rate, but roughness 
eventually reaches an asymptotic value that is independent of 
/,. If development is interrupted before a critical time has 
elapsed, surface roughness in the simulations appears to in- 
crease with increasing developer concentration. If the surface 
roughness measurements are taken after the critical time, sur- 
face roughness in the simulations appears to be independent 
of developer concentration. One would expect the critical 
time to be less for a lower degree of blocking. Sidewall 
roughness may demonstrate the same behavior, and, if so, 
the model would explain that sidewall roughness has been 

observed to be independent of developer concentration be- 
cause the development time has exceeded the critical time 
for the exposed portion of the photoresist. 

Recent AFM measurements by Reynolds and Taylor4 sug- 
gest that roughness increases sharply at first and reaches a 
level roughness, but the final roughness appears greater for 
higher developer concentrations [Fig. 16(b)]. Whether these 
experiments show that the developer concentration increases 
the rate at which roughness develops remains uncertain. Our 
model predicts that surface roughness, as a function of resist 
loss, is independent of developer concentration [Fig. 17(a)]. 
A plot of the surface roughness data of Reynolds and Taylor4 

versus resist loss also produces a single curve that is inde- 
pendent of developer concentration [Fig. 17(b)]. The results 
of Fig. 17(b) help to explain Fig. 16: the differences in final 
resist roughness seen in Fig. 16(b) coincide with varying 
degrees of resist loss. The dependence of surface roughness 
on developer concentration arises indirectly through the ef- 
fect of developer concentration on resist loss. 

IV. SUMMARY AND CONCLUSIONS 

Photoresist development has been simulated as the mol- 
ecule by molecule removal of polymer chains from a three- 
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dimensional cubic lattice with a critical-ionization fraction as 
the criterion for removal. Model predictions for the dissolu- 
tion rate and surface roughness as a function of development 
time are presented. The model correctly predicts surface rate 
inhibition, as evidenced by an induction period, and this phe- 
nomenon is shown to correspond to a change in surface 
roughness (a measure of the area of photoresist exposed to 
developer). Surface roughness is generally inversely related 
to the dissolution rate. Polymers with a lower degree of po- 
lymerization, narrower polydispersity, and greater void frac- 
tion are shown to produce less surface roughness. The model 
predicts that, as the degree of blocking increases, surface 
roughness passes through a maximum, and experimental 
studies confirm this prediction. Recent AFM measurements 
have confirmed model predictions for the effect of develop- 
ment time on surface roughness. The model predicts that 
surface roughness develops faster with increasing developer 
concentration and eventually reaches a maximum that is in- 
dependent of developer concentration. These model predic- 
tions are used to explain differences that have been observed 
in the responses of top-surface and sidewall roughness to 
changes in developer concentration. 
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Relations between the solubility speed of phenol novolak resins which are typical photoresist base 
polymers, with the ac-electrical conductivity of their polymer solutions were studied. Strong 
correlations between these quantities were found. These relations were found to be affected by the 
concentration of the solution and the measured temperature. It is suggested to use such relations to 
predict the solubility speed of photosensitive novolak polymers by measuring their ac-electrical 
conductivity instead of measuring the solubility speed directly. © 1999 American Vacuum Society. 
[S0734-211 X(99)08004-X] 

I. INTRODUCTION 

In a previous article, a strong relationship was found be- 
tween the development speed of polybenzoxazol (PBO) 
polymer and the ac-electrical conductivity of its polymer 
solution.1 A calibration equation was proposed in another 
previous article to describe the influence of the temperature 
and the concentration of the solution.2 If similar relations 
exist for typical photoresist polymers, then they might be 
used for in-line monitoring systems for controlling the devel- 
opment speed of the photoresist in alkaline developers dur- 
ing the manufacturing process of photoresists. 

In the present article, relations between the solubility 
speed of phenol novolak resins, as typical photoresist poly- 
mers, and the electrical conductivity of their polymer solu- 
tions are studied. The possible application of such relations 
for predicting the development speed of photoresist polymers 
by measuring their electrical conductivity is discussed. 

II. EXPERIMENTAL PROCEDURE 

The cresol novolak resins were supplied by Sumitomo 
Durez Co., Ltd., as commercial photoresist base polymer 
products. Their chemical structure is shown in Fig. 1, and 
their polymer properties are listed in Table I. Since the no- 
volak resins are synthesized by condensation polymerization, 
the control of their molecular weight distribution is consid- 
ered to be difficult. In fact, the reaction temperature is kept 
constant within ±2 K, and the mol ratio of reactants is con- 
trolled precisely for that purpose. If industrial raw materials 
are used, the range of variation in molecular weight cannot 
be narrower than ±2000. For this reason, the solubility speed 
must be adjusted by composition of various photoresists hav- 
ing different molecular weight distributions. The molecular 
weight of the novolak resins was measured using gel perme- 
ation chromatography (GPC) as a polystyrene standard. The 
free cresol contents were measured by gas chromatography 

(GC). The solubility speed in an alkaline developer was di- 
rectly measured using the same method as in the previous 
article.1 A 2.38 wt % aqueous solution of tetramethyl ammo- 
nium hydroxide was used as alkaline developer. Since no- 
volak resin itself has no functional groups, it cannot bring 
about the change in molecular weight even after pre-baking 
on wafers and thus the molecular weight of the surface part 
of the photoresist layer on the wafer is assumed to be the 
same as that of the bottom photoresist layer. The relative 
dielectric constant, er, and the dissipation factor, tan «5, of 
the N-methyl-2-pyrrolidone (NMP) solution of novolak res- 
ins were measured by a low capacitance resonator (LCR) 
meter (type 4284A: Hewlett-Packard) with the electrode for 
liquid specimen (type LE-22: Andoh Electric) in the fre- 
quency range of 50 Hz-1 MHz. As for measurement tem- 
perature, er and tan <5were measured at 296, 313 and 333 K. 
Furthermore, they were measured at the concentration about 
20.12 and 24.70 wt %. Conductivity a was calculated from 
er and tan S with the following equation: 

<j= w60er tan S, (1) 

"F/m where  w = 2Trf  (f:  frequency)  and  e0 = 8.86X10~ 
which means the dielectric constant in vacuum. 

They were measured at various frequencies as shown in 
Table II. An example of a/(coe0) data obtained for 50 Hz is 
plotted in Fig. 2 instead of erXtan<5 against development 
speed. 

''Electronic mail: ttakeda@sumibe.co.jp FIG. 1. Chemical structure of cresol novolak resin. 
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TABLE I. Properties of novolak resins. 

Solubility speed Molecular weight Free cresol o 

(nm/s) (GPC Psta standard) (%)(GC) 3 

Sample A 20.33 12 563 0.4 \ 
Sample B 70.42 5697 0.6 b 

Sample C 34.72 8 967 0.7 
Sample D 18.35 13 078 0.4 

aPst: polystyrene. 

III. RESULTS AND DISCUSSION 

A. Relationship between solubility speed of novolak 
resins and electrical conductivity of their NMP 
solution 

Figure 2 shows that there is also a certain correlation be- 
tween the electrical conductivity measured at 50 Hz and the 
solubility speed of novolak resin solutions at almost the same 
measurement temperature and almost the same solution con- 
centration. Therefore, there is a possibility that the solubility 
speed of phenol novolak resin can be predicted from the 
electrical conductivity of its solution. This is the first time to 
consider the relationship between the solubility speed of 
photoresist base polymer, novolak resin, in an alkaline de- 
veloper and the electrical conductivity of its solution. 

Figures 3 and 4 show the frequency dependence of the 
relative dielectric constant and the dissipation factor of a 
sample of novolak resin having a solubility speed of 20.33 
nm/s. Figure 5 shows the relationship between ln(erXtan S) 
and ln(/). A linear relationship with negative slope in loga- 
rithmic plots is recognized between erX tan <5[=o-/(we0)] and 
the frequency. These tendencies are almost the same as the 
case of polybenzoxazol (PBO) base photoresist polymer de- 
scribed in the previous article.1 The relationship between the 
solubility speed of novolak resin in the alkaline developer 
and electrical conductivity measured at 100 Hz-1 MHz is 
shown in Figs. 6-10. In these figures, a certain correlation is 
obviously recognized between the solubility speed and the 
electrical conductivity of the novolak base photoresist poly- 
mer, except in Figs. 9 and 10. These phenomena at high 
frequency were also observed in the case of PBO polymer. 
The reason is thought to be the difficult detection of polymer 
movement at high frequency measurement. 

♦ 

♦ * :  

3500 
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2000 
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1000 

0 50 100 

Solubility speed(nm/sec) 

FIG. 2. Relationship between o7(«e0) (50 Hz) and solubility speed of no- 
volak resin solution. 

It is found that the higher electrical conductivity of a 
polymer solution, the greater its solubility in alkaline devel- 
oper. This means that the higher the electrical conductivity 
generated by cresol novolak resin movement with electrical 
charge in organic solvent is, the more the solubility speed of 
the novolak resin base polymer in alkaline developer. It is 
suggested that if a base polymer has a bigger electrical 
charge and that if OH groups in the polymer are easier to 
dissociate, the acidity of the base polymer becomes strong 
and then the base polymer can easily be soluble in alkaline 
solutions. The structure of the novolak resin and the disso- 
ciation of OH groups are schematically shown in Fig. II.3'4 

This mechanism for the relationship between solubility speed 
and electrical conductivity could be the same as the case of 
PBO discussed in the previous article.1 

Electrical conductivity depends not only on the strength 
of the electrical charge of the polymer, but also on the ease 
of movement of the polymer molecule chain, even if it has 
the same electrical charge. In the case of a polymer that has 
the same electrical charge, molecular movement that is more 
active in a solution results indeed in higher electrical con- 
ductivity. It is well-known that the ease of molecular move- 
ment of the polymer chain in solution largely depends on its 
molecular weight, as already mentioned in the previous 
article.1 The relationship between solubility speed in alkaline 
developer and molecular weight of novolak resin polymer is 
shown in Fig. 12 using the data of Table I. From this figure, 
it is obviously clear that the solubility speed in an alkaline 
developer decreases with increasing molecular weight of the 
novolak resin polymer. The higher the molecular weight of 

TABLE II. Solubility speed and electrical conductivity of novolak resins. 

Experimental No. 
Solubility speed (nm/s) 
Concentration (wt %) 
Measurement temp. (K) 
er (50 Hz) 
tan S (50 Hz) 
erXtan<5(50Hz) 
erXtan<S(100Hz) 
erXtan<S(l kHz) 
erXtan<S(10kHz) 
erXtan .5(100 kHz) 
erXtan<5(l MHz) 

1 
20.33 
20.12 

296 
1 034.93 

42.5675 
44 054.38 
21 924.71 

2 209.53 
222.46 
23.44 

2.804 

2 
20.33 
24.7 

296 
95.13 

. 98.4627 
9366.76 
4624.44 
460.73 

46.42 
4.982 
0.8802 

3 
20.33 
29.82 

296 
37.23 
59.09 

2200.01 
1258.3 

124.2 
12.503 

1:368 
0.3954 

4 
70.42 
30.27 

296 
36.74 
88.4805 

3250.77 
1598.85 

158.137 
16.138 

1.848 
0.6815 

5 
34.72 
29.93 

296 
36.49 
77.6477 

2833.36 
1402.88 

140.334 
14.636 

1.8081 
0.7204 

6 
18.35 
30.03 

296 
41.24 
49.2245 

2030.02 
1074.93 

106.394 
10.015 

1.992 
0.7697 

7 
18.35 
30.03 

313 
96.18 

101.386 
9751.31 
4798.43 
477.37 
47.885 

4.98 
0.9501 

18.35 
30.03 

333 
195.23 
89.576 

17 487.92 
8 690.38 

883.79 
89.528 

9.225 
1.412 

JVST B - Microelectronics and Nanometer Structures 



1382        T. Takeda and M. Saka: Solubility speed and electrical conductivity of polymer solutions 1382 

1000 

100 

10 

.         

1 10        100      1000    10000  100000 1000000 

Frcquency(Hz) 

FIG. 3. Frequency dependence of er of novolak resin solution. 
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FIG. 7. Relationship between al(ioea) (1 kHz) and solubility speed of no- 
volak resin solution. 
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FIG. 4. Frequency dependence of tan S of novolak resin solution. 
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FIG. 8. Relationship between a/(<oe0) (10 kHz) and solubility speed of 
novolak resin solution. 

1 10        100      1000    10000  100000 1000000 

Frequency  (Hz) 

FIG. 5. Frequency dependence of erXtan S of novolak resin solution. 
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FIG. 9. Relationship between crl((oea) (100 kHz) and solubility speed of 
novolak resin solution. 
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J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



1383        T. Takeda and M. Saka: Solubility speed and electrical conductivity of polymer solutions 1383 

3HC 
OH 

dissociation 
Base polymer  ^. 

(CH3)4N+ 

»HC 

•;W. 

(CH3)4N+-OH 

Developer 

in solution 

'&0HV 

soluble into alkaline aqueous developer 

FIG. 11. Cresol novolak resin structure and its solution mechanism into 
alkaline developer. 
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FIG. 12. Relationship between solubility speed and molecular weight of 
novolak resin. 
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FIG. 13. Relationship between electrical conductivity of novolak resin solu- 
tion and measurement temperature. 

the polymer, the more difficult it is for it to move fast in the 
solution. 

B. Dependence of electrical conductivity of a novolak 
resin solution on temperature 

In Fig. 13, the electrical conductivity of a novolak resin 
polymer is plotted over the sample temperature. It shows that 
the electrical conductivity of the novolak solution decreases 
with increasing temperature. This result is almost the same 
as that obtained for PBO base polymer solutions. It may be 
interpreted by the general hypothesis that the electrical con- 
ductivity increases because the molecular movement of the 
polymer in solution is activated by increasing temperature of 
the sample solution. Knowing that the electrical conductivity 
of a photosensitive base polymer depends on the temperature 
of the sample, it is evident that careful attention should be 
paid to make all measurements at the same temperature in 
order to avoid errors in the interpretation of the results of 
measurements of the electrical conductivity of polymer solu- 
tions. 

C. Dependence of electrical conductivity of a novolak 
resin polymer solution on the concentration of 
the solution 

In an earlier article1 the electrical conductivity of PBO 
polymers was found to depend on the concentration of the 
solution. The electrical conductivity of three novolak poly- 
mer solutions with different concentrations (20-30 wt %) 
was measured. The results plotted in Fig. 14 show clearly 
that the conductivity depends on the concentration of the 
solution, i.e., it decreases with increasing concentration. This 
dependence is qualitatively the same as that found with PBO 
polymers. It is nonlinear, and stronger than in the case of 
PBO polymers. This difference is thought to be caused by 
the essentially different properties of OH groups in PBO and 
in novolak polymers. It is important to keep the temperature 
and the concentration of the solution constant in order to 
obtain reliable results of measurements of the relation be- 
tween electrical conductivity and the solubility speed of pho- 
tosensitive polymers in alkaline developers. 
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FIG. 14. Relationship between electrical conductivity of novolak resin solu- 
tion and solution concentration. 

IV. CONCLUSIONS 

It was found out that there is some correlation between 
the solubility speed of a photosensitive base polymer, no- 
volak resin, in a developer and the electrical conductivity of 
an NMP solution, provided the concentration of the solution 
and the temperature are kept constant. Although the correla- 
tion appears to be nonlinear but rather parabolic, it appears 
possible to predict the solubility speed of a photosensitive 
polymer by measuring its electrical conductivity in the solu- 
tion state. The correlation between solubility speed and con- 
ductivity is explained by the assumption that the solubility of 
a novolak resin in the developer depends more strongly on 
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Low-stress W/Cr films for SCALPEL® mask scattering layers 
David L. Windta) 

Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974 

(Received 28 January 1999; accepted 24 May 1999) 

I describe the development of low-stress W/Cr bilayer films, for use as SCALPEL® mask scattering 
layers. These films are produced by dc magnetron sputtering in argon, and consist of 25- 
50-nm-fhick W layers deposited onto 5-10-nm-thick Cr layers. X-ray reflectance analysis is used to 
measure the thicknesses of the individual W and Cr layers with subangstrom precision; surface and 
interface roughnesses, film densities, and also the thickness of the tungsten-oxide overlayer which 
forms after exposure to air are determined by this technique as well. Film stress, which is measured 
using the wafer curvature technique, is controlled by adjusting the deposition conditions such that 
the Cr layers are in tension while the W layers are in compression (and thus have high density and 
low surface roughness), so that the net stress in the bilayer is balanced near zero. I present data that 
illustrates how the net stress in these films varies with argon pressure, background pressure (i.e., 
partial pressure of residual gases present in the vacuum chamber), and Cr layer thickness. I also 
show how the stress depends on the composition of the substrate: i.e., stresses measured in films 
deposited onto Si wafers are systematically higher (by several hundred MPa) than the stresses 
measured for the same films deposited onto silicon-nitride-coated Si wafers. I discuss the 
implication of these results with regard to the production of high-quality SCALPEL® mask blanks 
for sub 0.12 /urn lithography. © 1999 American Vacuum Society. [S0734-211X(99)07604-0] 

I. INTRODUCTION 

The SCALPEL®1 electron beam projection lithography 
system requires masks consisting of a patterned "scattering" 
layer, i.e., composed of material having a relatively large 
scattering cross section for 100 keV electrons (e.g., W) 
formed on a supporting membrane composed of material 
having a relatively small scattering cross section for elec- 
trons (e.g., silicon-nitride.) The supporting silicon-nitride 
membrane is in slight tension, in order to maintain flatness, 
and the stress in the W scattering layer must be minimized as 
much as possible in order to reduce pattern-placement errors. 
The polycrystalline W layers should ideally consist of small 
columnar grains, in order to minimize line-edge roughness, 
and should have a high density, in order to minimize voids, 
and also to minimize the film thickness (and thus the aspect 
ratio of patterned features) required for high electron con- 
trast. 

Previous efforts to produce low-stress W films, for use in 
masks for x-ray lithography,2 for instance, attempted to ex- 
ploit the widely known dependence of stress with sputter-gas 
(e.g., argon, typically) pressure observed in metal films pre- 
pared by sputtering.3 However, this approach proved unsat- 
isfactory, for the following reasons. First, the variation in 
stress with argon pressure is quite large near the zero stress 
point, and so it is difficult to control the pressure with suffi- 
cient accuracy. Second, the microstructure of the film also 
varies strongly with argon pressure,4 essentially for the same 
reasons that the stress does: at low argon pressure, because 
of the large amount of kinetic energy (~100 eV/Ar atom) 
delivered to the surface of the growing film by neutral argon 
atoms reflected from the sputtering target, through the so- 

«>i Electronic mail: windt@bell-labs.com 

called "atomic peening" effect,5 the film consists of tightly 
packed columnar grains, with high density and low surface 
roughness, and consequently has a large compressive stress; 
at higher pressure, the reflected neutral argon atoms suffer 
more collisions in the gas phase and thus deliver less kinetic 
energy to the surface of the growing film, which is thus more 
porous, consisting of loosely packed grains and a large num- 
ber of voids, with low density and high surface roughness, 
and consequently has a large tensile stress. Because of this 
variation in stress and microstructure with argon pressure, 
the sputter-gas pressure for which the stress is close to zero 
results in films having a microstructure that is somewhere 
between the two extreme cases just described, which is un- 
desirable with regard to the requirement of minimal line- 
edge roughness in the finely patterned features needed for 
sub 0.12 /an lithography. 

The approach presented here to produce low-stress scat- 
tering layers for SCALPEL® masks also makes use of the 
variation in film stress with argon pressure just described, 
but with one crucial difference: rather than attempting to find 
the deposition conditions (i.e., argon pressure) that give rise 
to near-zero stress in the W layer, instead we attempt to 
balance the stress in the W layer with the stress in an under- 
lying layer of Cr (which also serves as a dual purpose as an 
etch stop layer, and acts to mitigate membrane charging dur- 
ing e-beam exposure). This technique takes advantage of the 
fact that the "transition pressure," i.e., the pressure at which 
the stress in a sputtered film changes from compressive to 
tensile, also depends on the atomic mass of the adatom rela- 
tive to the atomic mass of the working gas.3 Specifically, in 
the case of W and Cr films sputtered in argon, this transition 
pressure is larger for W than it is for Cr, and thus there exists 
(in general) a range of argon pressures for which the W is in 
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FIG. 1. Diagram showing conceptually how the stress varies with argon 
pressure in single-layer W and Cr layer films, and in a W/Cr bilayer film. 

compression while the Cr is in tension; with a suitable choice 
of W and Cr layer thicknesses (consistent with the require- 
ments on electron contrast1), the net stress in the bilayer can 
be made to balance. Although the bilayer stress still depends 
strongly on the argon pressure, the variation in stress with 
pressure is much less sensitive than in the case of a single- 
layer film, as illustrated schematically in Fig. 1. Furthermore, 
the W layer remains in compression and thus consists of the 
more desirable fine-grained, high-density, low-roughness 
material. 

In Sec. II, I describe the preparation of such low-stress 
W/Cr bilayer films, and the characterization of these films 
using x-ray reflectance analysis for the precise determination 
of layer thicknesses, roughnesses and densities. In Sec. Ill, I 
present experimental results illustrating the dependence of 
film stress on argon pressure, Cr layer thickness, and back- 
ground pressure (i.e., partial pressure of residual gases 
present in the vacuum system during deposition). I also 
present results showing that the stress in these films depends 
strongly on the composition of the substrate on which they 
are grown. Finally, in Sec. IV, I discuss the implications of 
these results with regard to the production of high-quality 
SCALPEL® mask blanks for sub /im lithography. 

II. FILM PREPARATION AND CHARACTERIZATION 

The films described here are grown by dc magnetron sput- 
tering in argon of 99.999% purity, using a deposition system 
having sub-angstron film thickness control for the production 
of multilayer x-ray optics that has been described 
previously.6 The system is cryo-pumped, and the argon 
pressure is maintained with a closed-loop gas-flow system 
using a capacitance manometer and a mass-flow controller. 
In all cases, the power to each of the two 50-cm-longX 
9-cm-wide planar magnetrons, i.e., one for W (99.95% pu- 
rity), one for Cr (99.99% purity), is fixed at 200 W, and the 
individual film thicknesses are adjusted by varying the rota- 
tional velocity of the substrate (which faces downward) as it 
travels over the sources (which face upward, 10 cm below 
the plane of the substrate). The deposition rates are typically 
of order 0.18 nm/s for W and 0.24 nm/s for Cr (with a slight 
dependence on argon pressure), and are computed from the 

film thicknesses determined by x-ray reflectance analysis, 
described below. Except where noted, the samples described 
here were grown on (unheated) 14 mmXl4 mm, 100-/AITI- 

thick Si wafer substrates having a thin (—2-3 nm) native 
oxide layer. 

X-ray reflectance measurements are made as a function of 
grazing incidence angle at a fixed wavelength, using a four- 
circle diffractometer with a rotating anode x-ray source hav- 
ing a Cu target, and a pyrolytic graphite monochromator 
tuned to the CuKa line near 8 keV (1.54 Ä). Reflectance 
measurements are typically made for incidence angles in the 
range 0° < c?<4°, which in most cases discussed here corre- 
sponds to a span of roughly seven orders of magnitude in 
reflected intensity. The angular resolution of the diffracto- 
meter is —0.02°, and measurements are typically made every 
0.01°, conditions that are just sufficient to resolve the thick- 
ness fringes for the thickest films (—50 nm W/10 nm Cr) 
discussed here. 

Fits to the x-ray reflectance data, performed with the IMD 
software package,7 are used to determine film thicknesses, 
densities and roughnesses, for both the W and Cr layers, as 
well as for the tungsten-oxide overlayer (assumed to be 
W03) that apparently forms on these films after exposure to 
air. With this technique, the measured reflectance versus in- 
cidence angle data are compared with a theoretical reflec- 
tance curve computed using an algorithm based on recursive 
application of the Fresnel equations; the formalism described 
by Stearns8 is used to account for the effects of interfacial 
roughness (or diffuseness). Nonlinear, least-squares curve 
fitting can be used to fit the data, but in many cases simply 
taking advantage of IMD's ability to "manually" vary sev- 
eral adjustable parameters simultaneously is a more efficient 
approach, particularly for the highly oscillatory reflectance 
data typical of these films. The effect on the resultant reflec- 
tance curve is significantly different for each of the adjust- 
able parameters (i.e., film thicknesses, roughnesses, and den- 
sities) used to fit the data, and so each of these parameters 
can be determined uniquely, in general. The sensitivity of the 
x-ray reflectance analysis technique to layer thicknesses and 
roughnesses is particularly high—typically these parameters 
can be determined with a precision of better than 0.1 nm— 
but the sensitivity to film density is much worse: the preci- 
sion with film density can be determined is generally no 
better than about 10%. 

To illustrate, shown in Fig. 2 is the measured x-ray reflec- 
tance for a W(~20 nm)/Cr(—4.5 nm) bilayer film. The best- 
fit curve (labeled "cr=3.5 Ä," i.e., corresponding to a 
WO3/W interface roughness of 3.5 Ä) was obtained by fit- 
ting eight adjustable parameters: the densities, layer thick- 
nesses, and interface roughnesses of both the W and Cr lay- 
ers, as well as the thickness and roughness of the WO3 
overlayer; the best-fit parameters are indicated. Also shown 
are curves computed using other WO3/W interface rough- 
ness values, illustrating the strong effect of this particular 
parameter on the computed reflectance. The high-frequency 
and low-frequency modulations in the reflectance data (hav- 
ing periods of —0.18° and ~1.0°) correspond to interfer- 
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FIG. 2. Typical x-ray reflectance-vs-incidence-angle data for a W/Cr bilayer 
film. Calculated reflectance curves for three values of the W03 AV interfa- 
cial roughness are shown; the best-fit curve (labeled 'V=3.5 Ä") to the 
measured data (filled circles) was obtained using nonlinear, least-squares 
curve fitting, with eight adjustable parameters as indicated. 

ence due to the total film thickness (i.e., W03 + W + Cr 
layer thicknesses) and the Cr layer thickness, respectively. 
But note that these thickness modulations shift measurably 
with WO3/W interface roughness; in general, although each 
of the fit parameters can ultimately be determined uniquely, 
the fact that many parameters are often coupled adds to the 
complexity of finding the best-fit parameters. 

III. FILM STRESS 

Film stress is measured using the wafer curvature tech- 
nique, with an instrument that has been described 
previously.9 With this technique, the net film stress is deter- 
mined using Stoney's equation10 from the measured change 
in radius of curvature of the thin substrate; the radius of 
curvature of the substrate is determined by measuring pre- 
cisely the deflection of a laser beam as it is scanned along the 
length of the sample. The experimental uncertainty in the 
measured film stress is larger on the small wafer sections 
used here (relative to measurements on full-sized wafers) as 
a result of the larger relative uncertainty in the substrate 
thickness, and also because of the larger uncertainty in the 
determination of the change in radius of curvature of these 
samples associated with the smaller scan lengths. In all cases 
presented below, scans were made at several positions on the 
substrate, resulting in scatter in the data between different 
measurements for a given sample. 

Shown in Fig. 3 is the stress in sputtered W(50 nm)/Cr(25 
nm) films as a function of argon pressure, in the range 
PAr=2.1-2.8 mTorr. In this case, the background pressure in 
the vacuum chamber prior to film deposition was 
5.0±0.1X10"6 Torr for all samples. The variation in stress 
with pressure is approximately linear, ranging from —200 
MPa compressive for PAr=2.10±0.01 mTorr, to -350 MPa 
tensile for PAr=2.80 + 0.01 mTorr, and the films having 
the lowest stress were grown at an argon pressure of 2.35 
±0.01 mTorr. The scatter in the stress data for multiple mea- 
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FIG. 3. Measured stress in W(50 nm)/Cr(25 nm) films as a function of argon 
pressure. The dashed line is a linear fit to the data. 

surements made on multiple samples is roughly ±40 MPa. 
We note that, although the sputter target voltages can vary 
with argon pressure, in principle, and the voltages can in turn 
affect the amount of energy delivered by argon ions to the 
surface of the growing film (which can thus affect the film 
stress and microstructure), in this case the target voltages 
varied by less than —5 out of —340 V (i.e., —1.5%) over this 
range of argon pressures; given the large amount of energy 
delivered to the surface of the growing film by reflected neu- 
tral argon atoms (i.e., —100 eV/atom), the variation with 
argon pressure in energy delivered by argon ions is thus neg- 
ligible. 

In a previous investigation,11 the stress in Mo/Si x-ray 
multilayer films were found to depend strongly on the back- 
ground pressure of the vacuum system. We find a similar 
result for W/Cr bilayer films, as indicated in Fig. 4, which 
shows the stresses measured as a function of background 
pressure for W(50 nm)/Cr(10 nm) films deposited at an ar- 
gon pressure of PAr=2.40±0.01 mTorr. The background 
pressure was measured with an ionization gauge just prior to 
film deposition, and was adjusted by varying the pumpdown 
time of the vacuum system: the pumpdown time ranged from 
—90 min for samples grown at Pbackground=5-OXlO~6 Torr, 
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FIG. 4. Measured stress in W(50 nm)/Cr(25 nm) films are a function of 
background pressure. The argon pressure was fixed at 2.4 mTorr in this case. 
The dashed line is a linear fit to the data. 
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dashed lines are linear fits to the data. 

to —24 h for samples grown at A>ackground=l-5X10~ Torr. 
As in the case of the Mo/Si multilayer films reported previ- 
ously, the stress is highly compressive in W/Cr bilayer films 
prepared at low background pressure ( 400 MPa), and is 
tensile (~+60 MPa) for those grown at high background 
pressure. In the case of Mo/Si multilayers, x-ray diffraction 
measurements revealed no observable microstructural 
changes, but forward recoil scattering measurements indi- 
cated that the concentration of hydrogen in films varied from 
~0.5 at. % for films grown at low background pressure to 
—2.0 at. % for those grown at high background pressure; the 
variation in stress with background pressure was thus attrib- 
uted to this measured variation in hydrogen concentration, 
although the precise mechanisms responsible for the stress 
variations were not identified conclusively. In the case of the 
W/Cr films shown in Fig. 4, x-ray diffraction also reveals no 
microstructural variations. Forward recoil scattering mea- 
surements were not performed on any of the W/Cr samples 
discussed here, but it is possible that a similar systematic 
variation in hydrogen concentration might be found. As in 
the case of the stress-versus- argon-pressure data shown in 
Fig. 3, the small (—3%) variation in target voltage with 
background pressure for the data in Fig. 4 is unlikely to have 
a significant affect on the bilayer stress. 

The variation in stress in W/Cr bilayer films containing 
25-nm-thick W layers as a function of Cr layer thickness is 
shown in Fig. 5, for films deposited onto Si wafer substrates. 
The stress increases by several hundred MPa as the Cr layer 
thickness is increased from 5 to 30 nm. Because the net 
stress in the bilayer depends on the stresses in W and Cr 
layers, weighted by the respective W and Cr layer thick- 
nesses, this result clearly indicates that the Cr layers are in 
tension, as thicker Cr layers result in more tensile films. Also 
shown in Fig. 5 are the stresses measured in identical films 
(i.e., grown during the same deposition cycle) but deposited 
onto 100-;um-thick Si wafers that were coated [by chemical 
vapor deposition (CVD)] with —120 nm of silicon-nitride. 
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FIG. 6. Large-angle x-ray diffraction data (obtained in the 0-20 geometry) 
for W(25 nm)/Cr(10 nm) films grown on both bare (solid lines) and silicon- 
nitride-coated (dashed lines) silicon substrates. The curves are nearly indis- 
tinguishable. The peaks near 20=40.5° are due to diffraction from the bcc 
W (110) lattice planes, while the sharp peaks near 20=69° are due to dif- 
fraction from the silicon substrate. The broad peaks near 20=60° are due to 
diffraction from the (amorphous) native silicon-oxide layer present on the 
silicon substrates prior to coating. 

The stresses in the films grown on silicon-nitride are sys- 
tematically lower—by several hundred MPa—than those 
grown on Si. The difference in the stresses for films grown 
on silicon versus silicon-nitride can be due to differences in 
the interfacial stresses present at the Cr-substrate interface, 
or possibly due to differences in the microstructure of the 
two films.12 However, large-angle x-ray diffraction measure- 
ments made on these films reveal no microstructural differ- 
ences, as shown in Fig. 6, for example, suggesting that the 
difference in stress is predominantly due to interfacial stress 
differences. 

IV. CONCLUSIONS 

I have described an approach to produce low-stress W/Cr 
bilayer films suitable for use as scattering layers in 
SCALPEL® masks for sub 0.12 /j,m lithography. The films 
are grown by magnetron sputtering in argon: the deposition 
conditions are adjusted so that the W layers are in compres- 
sion and the Cr layers in tension, so that for a given set of 
layer thicknesses (as driven by the requirements on electron 
contrast), the net stress in the bilayer is minimized by bal- 
ancing the stresses in the two metal layers, and yet the com- 
pressive W layer is composed of the more desirable fine- 
grained, high-density, low-roughness material. X-ray 
reflectance analysis can be used to determine with high pre- 
cision layer thicknesses, roughnesses and densities. 

I have shown that the stress in these films depends on the 
argon pressure, the background pressure, and the Cr layer 
thickness, and also depends on the composition of the 
substrate—stresses measured in W/Cr bilayers deposited 
onto Si wafers are systematically higher (by several hundred 
MPa) than the stresses measured for the same films deposited 
onto silicon-nitride-coated wafers; these results have the fol- 
lowing   implications   for  the  production   of high-quality 
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SCALPEL® mask blanks. First, to produce films with con- 
sistently low stress, it is clearly necessary to control precisely 
both the argon pressure and the background pressure of the 
vacuum system. Other deposition conditions that are known 
to affect films stress, such as magnetron power, source-to- 
substrate distance, etc., will almost certainly need to be con- 
trolled with high precision as well. Second, if such films are 
to be grown on silicon-nitride-coated substrates, then one 
must take into account the differences in the composition 
(and undoubtedly the cleanliness as well) of thin-wafer sub- 
strates (suitable for wafer-curvature measurements) that 
might be used to calibrate the dependence of stress with 
deposition conditions. 
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A structure integrating a sharp field emission tip inside a coaxial structure with an overall diameter 
as small as 60 fim is described. It can emit nA electron current with a minimum kinetic energy of 
50 eV. It is demonstrated that this structure behaves like an electron gun and is able to produce a 
low-energy, divergent and highly coherent electron beam at distances as small as 100 /im from the 
tip.   © 1999 American Vacuum Society. [S0734-21 lX(99)00604-6] 

I. INTRODUCTION 

In many systems using electron beams, electron source 
characteristics govern the ultimate performance of the whole 
system. However, these characteristics are often described by 
too many parameters. In imaging instruments as electron mi- 
croscopes or electron diffractors, the most important param- 
eters are the energy distribution of the electrons and the 
brightness of the sources. Brightness hides three independent 
parameters which are the intensity and the opening angle of 
the beam and the source size. The importance of these pa- 
rameters comes from the fact that energy governs the elec- 
tron interaction strength with materials and that other param- 
eters mainly dictate the ultimate performance of the electron 
optical system. 

In instruments operating at high energy (>1 keV), it is 
possible to first proceed to electron extraction and thereafter 
to produce a bright enough electron source for most applica- 
tions. This separation of the emission part from the other 
parts of a system finds its origin in the high performance of 
high energy electron optics. This also has the important con- 
sequence of being able to independently monitor intensity 
and energy. The situation is quite different at low energy 
(<100 eV) where electron optics of high quality are not 
available. In this energy range, up until recently only simple 
surface diffractors existed. These systems enable indepen- 
dent current-energy monitoring but do not enable imaging 
because of the macroscopic dimension of the source which 
cannot be demagnified by any appropriate electron optics. 
Recently point projection microscopy enabled lensless imag- 
ing by the use of an electron point source made of an ul- 
trasharp field emission tip.1 But, with its use the intensity- 
energy independence is lost. This comes from the diode 
structure of the system where the sample plays the role of an 
anode used to extract electrons from the tip. 

The aim of this article is to describe a more involved 
structure where the very localized character of electron emis- 
sion is preserved and where the intensity and energy are 
independent. We first describe the structure and its fabrica- 
tion. Afterward, we show electrical measurements that allow 
one to estimate the electrostatic influence coefficients for dif- 
ferent geometries. Comparisons with computer simulations 

"'Author to whom correspondence should be addressed. 

are also given. Finally, we show by electron optics experi- 
ments direct proof of the localized character of the electron 
emission. 

II. EXPERIMENTAL AND METHODS 

A. Fabrication of the microelectron gun 

The structure we built (Fig. 1) is made of a sharp metallic 
tip (the cathode) just emerging from the end of a glass cap- 
illary. The outside wall of the capillary is plated with a con- 
ductive layer (the sheath) and electric connections are made 
on the tip and on the sheath. The aim is to get electron field 
emission from the very end of the tip if it is negatively bi- 
ased relative to the sheath. Ideally, we are looking for a 
device where this emission current is independent of the po- 
tential and of the position of a third electrode placed in the 
vicinity of this structure. 

Fabrication of the structure starts by pulling a tube of 
glass. The internal and external diameters of the tube are, 
respectively, 0.7 and 1.5 mm. This pulling procedure is per- 
formed using a small torch (with a millimeter size flame). 
The pulling speed is controlled by small charges fixed on the 
lowest part of the tube. Prior to pulling the tube a tungsten 
wire is introduced inside the tube. The wire diameters used 
were 100, 25, and 10 /tun. With 25 fim diam wires, this leads 
to structures with an outside diameter of 60 /mm. 

Once this is done, a number of problems has to be solved. 

(a) The first one is to smooth the end of the glass tube after 
cutting it. This is achieved by approaching a hot wire, 
heated by the Joule effect under binocular optical con- 
trol and allows one to cure the end of the tube from the 
cracks, a consequence of capillary break. 

(b) The second one is to fabricate the metallic sheath. We 
make it by vacuum depositing a 100 nm thick layer of 
gold. 

(c) Then the tip and the sheath are electrically connected 
using dots of silver glue. 

(d) Finally, the tip is fabricated by electrolytic etching in 
an appropriate solution.2 Presently 25 /xm diam wires 
are the smallest wires in which we have been able to 
etch sharp enough tips. 
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FIG. 1. (a) Different main steps in fabricating a microelectron gun. (b) 
Optical micrograph of a microelectron gun. The tip is visible through the 
glass. The diameter of the capillary is about 60 /xm. 

Note that at each step we take advantage of the fact that 
the glass capillary does not wet the tungsten wire and there- 
fore it is possible to position the end of the wire relative to 
the exit plane of the capillary using a dedicated holder and 
binocular optical control. In this way, the wire is placed in- 
side the capillary in steps (a) and (b) whereas it is placed 
outside of the capillary in step (d). After step (d), the tip 
position is adjusted relative to the exit plane of the capillary. 
Although we succeeded fabricating smaller structures 
(20-25 fjum outside diam capillary on 10 fim wires), the 
whole process is only successful for devices down to 60 fim 
for the overall structure diameter using 25 ytim diam wires. 

B. Characterization of the microgun 

After its fabrication, the microelectron gun fixed on its 
holder is transferred into an ultrahigh vacuum chamber (Fig. 
2). This chamber contains a piezoelectric actuated microma- 
nipulator which enables one to position a thin carbon mem- 
brane in front of the gun at any distance from about 10 mm 
down to submicrometric distances. This carbon membrane is 
supported by a molybdenum grid and exhibits a lace struc- 
ture ranging from a 100 /xm scale down to a nanometric 
scale. Placed 15 cm from the gun, on the membrane side, is 
a channel plate-screen assembly which amplifies and makes 
visible the distribution of the electron intensity after its trans- 
mission through the membrane. 

FIG. 2. Experimental arrangement used to characterize the microelectron 
gun. 

This arrangement (which is the one used for projection 
microscopy1) enables two kinds of measurements that are 
quite difficult to perform by other means. 

The first is the measurement of the tip-to-membrane dis- 
tance, done with great precision. This is made possible using 
the following procedure. We first look at the size of the 
projection of an object with a known size, a mesh, for in- 
stance [Fig. 3(a)]. This gives us the magnification ratio of the 
projector. The tip-to-membrane distance is, therefore, the tip- 
to-channel plate distance divided by the magnification. On 
the same image a smaller object is selected afterward. Hence 
its real dimension is known. This object is then approached 
toward the tip in order to increase the magnification. When 
its projection is comparable to the screen size [Fig. 3(b)] the 
new magnification is determined and hence the new tip-to- 
object distance. This procedure is applied successively to 
smaller and smaller objects and enables one to measure 
shorter and shorter distances down to a submicrometer scale. 

As long as the size of the holes in the membrane stays 
small in comparison with the tip-to-membrane distance, an 
equipotential plane corresponding to the membrane plane 
can be assumed. The variations of the electron current as a 
function of the voltages of the different electrodes are re- 
corded and so the electrical parameter of the gun can be 
determined. 

The second parameter of this device is its dimensions. 
This parameter is important because the size of the sheath 
limits the sample-to-tip distance without affecting the emis- 
sion current and the electron trajectories outside the sheath 
(in the present case the carbon membrane acts as a sample). 
The smaller this distance is, the higher the resolution of a 
scanning instrument or the magnification of a projector 
which takes direct advantage of the small size of the source. 
The dimensions of the gun are measured by optical micros- 
copy or scanning electron microscopy. 

The last important parameter is the virtual size of the 
source which controls the ultimate coherence of the electron 
beam. This parameter measures the ability of the electron 
gun to be used in a coherent optical mode. An estimate of 
this parameter can be obtained with the projector setup by 
observing the sharpness of the geometrical projection of the 
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d=230|im d=143jim 

FIG. 3. (a)-(f) Projection images of a 
carbon membrane for increasing mag- 
nifications. The actual diameter of the 
screen is 4 cm. In (a), the image cor- 
responds to a single square mesh with 
a side length of 45 fim which enables 
one to determine the initial magnifica- 
tion. The area seen in (b) is shown by 
a white circle in (a), the area seen in 
(c) is shown by a white circle in (b), 
and so on. The scale and magnification 
are indicated on each image as is the 
distance d between the tip and the 
membrane, (f) Edge fringes (A) and 
the interference pattern produced by a 
filament (B) illustrating the coherence 
of the beam. 

membrane and for a smaller source size the interference pat- 
tern produced by a small object or an edge. 

III. RESULTS AND DISCUSSION 

A. Electrical measurements 

Our main goal is to determine the domain where the struc- 
ture produces electrons with low kinetic energy on an elec- 
trode which is placed in front of the tip. According to elec- 
trostatics, the electric field F at the apex of the tip is a linear 
combination of the voltages V,, Vs, and V,„ applied to the 
different electrodes, the tip, sheath, and membrane, respec- 
tively, 

•F=CtlVl+ClsV!+ClmV„ (1) 

Because the field emission current / is essentially determined 
by the field F (Fowler-Nordheim law),3 plots of V, vs Vs for 
constant / and V„, are linear (note that the electrical insula- 
tion provided by the glass capillary is leakage free for the 
voltages used in these experiments). This is illustrated in Fig. 
4 where the different plots correspond to different distances 
d between the tip and the membrane. Obviously the absolute 
values of the voltages depend on many microscopic geo- 
metrical parameters describing the tip, like the cone angle 
and the tip apex radius. A number of experiments have been 
carried out on structures of different sizes. We report mea- 
surements on the same tip but when it was placed at two 
different positions relative to the sheath. We chose to define 
this position by the parameter Q (Fig. 5) which is the ratio of 
the distance / the tip gets from the sheath to the radius of the 
sheath. This experiment is made possible thanks to the tip 
sliding inside the capillary and it enables one to estimate the 
importance of this macroscopic positioning. 

In order to simplify the analysis, the slope S of these plots 
versus distance d is shown in Fig. 6. 
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^ 

0=l/R 

FIG. 5. Schematic showing the macroscopic positioning of the tip relative to 
the sheath. 

From Eq. (1), 

s=-vtiv=ctsictt. 
This means that S measures the relative influence of the 
sheath. A value of S close to / characterizes a perfect gun 
where the emission current is only determined by the voltage 
difference between the tip and the sheath. 

As expected, Fig. 6 shows clearly that varying d from 
small to large values relative to the radius of the sheath in- 
creases the influence of the sheath. Note, however, that the 
value of d corresponding to the inflexion point does not de- 
pend strongly on Q = 0 or 1 and is roughly equal to the 
sheath radius, i.e., 40 /an. What seems, however, more de- 
pendent on the tip-to-sheath position is the absolute value of 
the slope S for large tip-to-membrane distances, increasing 
from about 0.5 to 0.8 when Q changes from 1 to 0. 

B. Computer simulations 

In order to check these results, we performed a computer 
simulation4 of the electric field in such a structure. In this 
simulation the tip is described (Fig. 7) by two half spheres 
connected by a cone. One sphere has the diameter of the wire 
(25 /on) and the length of the cone is determined by the cone 
angle which is seen by optical microscopy (5° half angle in 
the present case). The sheath is described by a cylinder with 
a diameter equal to the outside diameter of the capillary (80 
/mi). The membrane is described by a 3 mm diam metallic 

FIG. 7. Description of the shape of the electrodes used in the simulation. The 
system has cylindrical symmetry around the tip axis. 

disk, which is the diameter of the grid supporting the mem- 
brane. A field of 108 V/cm is assumed and the simulation 
leads, after some trials, to a tip apex diameter of about 40 
nm. This is the sole parameter of the simulation. In Fig. 8 are 
the results of the computer simulation and the experimental 
results concerning the variation of the influence coefficient 
Ctt vs d with the sheath and the membrane to ground poten- 
tial. We observe quite good agreement between experiment 
and simulation. More specifically, note that C„ stays inde- 
pendent of distance d as long as d is larger than the sheath 
radius (40 /on). 

Simulations of S vs d are very time consuming because 
the software does not allow one to make a direct computer 
experiment which consists of fixing the sheath voltage Vs 

and the field F at the tip apex and computing the correspond- 
ing tip voltage V,. So, we use Eq. (1) and the linear depen- 
dence of F with V, and Vs to study the influence of the tip 
position relative to the sheath (i.e., Q) with the membrane 
placed at a large distance (1 mm). The results are shown in 
Fig. 9. Note that the experimental results are in excellent 
agreement with this simulation. Note too that placing the tip 
one sheath radius inside the capillary leads to an almost 
100% dependence of the emission current on the tip-to- 
sheath voltage. 
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FIG. 6. Relative influence of DVp/DVs for two different geometries, (a) 
ß = 0 and (b) (2=1. 

C. Source size 

As previously explained in Sec. IIB, the projection setup, 
by the obtainment of sharp magnified pictures of the carbon 
membrane, shows the small size of the source. This is illus- 
trated in Figs. 3(a)-3(e) for moderate magnification. Increas- 
ing the magnification shows the first interference fringes on 
some parts of the membrane [Fig. 3(f)]. It seems that what 
prevents larger magnification of these fringes is not the size 
of the source itself but only mechanical vibrations, which are 
mainly related to the length of the device (8 mm). We think 
this can be significantly improved using a better arrange- 
ment. Taking into account the magnification (48 600 X) of 
the projector, a fringe spacing of 0.4 mm on the screen can 
only be seen if the source size is smaller than 0.4/48 600, i.e., 
8 nm. This clearly proves that this device does not only 
deliver a low-energy electron beam it delivers also a highly 
coherent beam. 
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IV. CONCLUSION AND OUTLOOK 

We fabricated a microelectron gun with a coaxial struc- 
ture made of a metallic tip placed inside a glass capillary 
with a metal plated outside wall (the sheath). The total diam- 
eter of the device can be made as small as 60 fim. By ap- 
plying a negative voltage to the tip, electrons can be field 
emitted from the tip. In this way nA currents can be drawn 
for voltages between 60 and 200 V. We studied the influence 
of a third conductor, a carbon membrane, placed in front of 
the tip at a controlled distance between mm and /tun. This 
was essentially possible through the use of an electron pro- 
jector setup. In this way we showed that this structure be- 
haves like an electron gun as long as the distance between 
the tip and the carbon membrane is much larger than the 
radius of the sheath, i.e., a few tens of micrometers in the 
present case. We point out that, at a distance smaller than 
100 fim, the field required to get field emission is almost 

> 
to 
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0,4 

0,2 
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FIG. 9. Relative electrostatic influence of the sheath vs its position relative to 
the tip. The membrane is placed very far (1 mm) from the gun, at the sheath 
potential. Note the agreement with the experimental results (shown by ar- 

completely screened by the sheath. Moreover, at such a dis- 
tance from the tip, the observation of interference fringes 
proves the high coherence of the electron beam. Altogether, 
these properties open new perspectives in the field of low- 
energy coherent electron optics. 

'W. Stocker, H.-W. Fink, and R. Morin, Ultramicroscopy 31, 379 (1989). 
Combinations of low-energy point sources with a microscale lens [G. M. 
Shed, H. Schmid, P. Unger. and H.-W. Dugner, Rev. Sei. Instrum. 64, 
2579 (1993)] were done but it looks like it is difficult to replace the tip by 
this kind of setup, especially if it has to be approached close to a sample. 

2The best results are obtained using the D71 electrolyte from PREC1, 
Grenoble. France. A NaOH 2 N solution is also possible. 

3See, for example, R. Gomer, Field Emission and Field lonization (Har- 
vard University Press, Cambridge, MA, 1961). 

4Computer simulations were performed using EFIELD software from 
Electric Field and Ion Optics Simulation, Copyright © 1990, 1995 by A. 
Tolmachev (Chernogolovka, Russia). 
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An electron gun for an accelerating voltage of 100 kV to be operated under space charge limited 
condition is designed, and its emittance and brightness are calculated. To obtain low brightness, a 
Pierce-type electron gun with a Wehnelt electrode and a control anode is adopted. Choosing a low 
value of the ratio between anode and cathode curvatures reduces the electric field strength at the 
cathode. A maximum emittance of 1.8 mmmrad and a minimum brightness of 350 A/(cm2 sr) are 
obtained under the above conditions with a cathode diameter of 1.66 mm. The radius of the Wehnelt 
aperture and its axial position are optimized. The effects of deviations of the shapes of the Wehnelt 
and control electrodes from concentric sphere are studied. It is found that in the space between the 
anode and the control anode the electrodes must be spherical up to an angle of at least 55°, whereas 
in the space between the Wehnelt electrode and the control anode the electrodes must be spherical 
up to an angle of at least 21°.   © 7999 American Vacuum Society. [S0734-211X(99)01904-6] 

I. INTRODUCTION 

Photolithography, which has historically been the main- 
stream technology for volume production of integrated cir- 
cuits, is operated near the limit of linewidth resolution set by 
diffraction effects of the radiation used. Consequently, radia- 
tion with shorter wavelength such as electron and ion beams 
is investigated extensively for future lithography application. 
With an ion beam projection system using a dispersive lens 
designed by computer simulation, a 12.5X12.5 mm2 field is 
obtained.1 Projection electron-beam lithography may benefit 
from resist process technologies established by scanning 
electron beam lithography.2 In projection lithography it is 
important to obtain a reasonable main field size for, say, a 
4G-dynamic random access memory (DRAM) memory de- 
vice for a high-throughput system, and to obtain a high emit- 
tance electron gun. For the lens system the symmetric mag- 
netic doublet (SMD),3 the PREVAIL,4 and SMD with 
deflectors5 have been studied. Unfortunately, in the SMD the 
useful beam semiangle is limited by the aberration called 
field curvature. For the SMD with a deflector system, the 
main field of 2 mm, subfield of 0.25X0.25 mm2, and the 
beam semiangle of 4 mrad are reported. 

De Vore and Berger6 presented a high emittance and low 
brightness gun which operated under temperature limited 
conditions. This operating condition has two problems: 

(1) The angular distribution of the beam intensity exhibits 
irregular nonuniformities caused by local variations of 
the work function or the temperature on the cathode sur- 
face. 

(2) In the near future shot noise will become a serious prob- 
lem for the critical dimension (CD) control. 

The shot noise ij for the electron gun with a temperature 
limited condition is known as in Eq. (1) 

For the electron gun with a space charge limited condition, it 
generally must be taken account of them together by writing 
"'   in the form 

izf=2ei0T
2\f (2) 

with the factor T usually varying between about 1 and 0.1, 
depending on operating conditions.7 

An electron gun for a variably shaped beam operated un- 
der the condition of space charge limited condition was stud- 
ied experimentally, and a maximum emittance of 0.042 
mm mrad at a beam energy of 20 keV8 was obtained. We 
have made calculations to study a high-emittance electron 
gun to be operated under the condition of a space charge 
limited condition. An emittance exceeding 1 mmmrad and 
brightness from 4 X 104 to 9 X104 A/(cm2 sr) was obtained 
by computer simulation.9 Such brightness values are too 
large for the subfield size of 0.25X0.25 mm2 and the beam 
semiangle of 4 mrad. In this article we are trying to design a 
Pierce-type electron gun in which the electric field strength 
at the cathode surface is weak, and low brightness may be 
expected. 

II. DESIGN TARGET AND DESIGN 

The characteristics of an electron gun for a reducing pro- 
jection system are defined as follows, where the reticle pat- 
tern is projected on the wafer. If the subfield diameter is Dsf 

and the beam semiangle in the image plane is a, then the 
emittance Emi is defined as 

ij = 2ei0Af. 

Emi=agDg>aDs{, (3) 

where ag is defined as the value of the beam half angle at 
which the angular intensity deviates by more than ±0.5% of 
its value in axial direction, and Dg is the full width at half 
maximum (FWHM) gun crossover diameter. If a=4 mrad 

(!)       and£>sf=2a5X0.25mm, then we have 
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/Cathode 

FIG. 1. Pierce-type electron gun with Wehnelt electrode, control anode, and 
anode showing the parameters 0„,ca, 0„,ca, Ra , Rca, rca, and r„. used in the 
optimization. 

£,„,>1.41mmmrad. (4) 

The beam current / at the wafer, the brightness B, the beam 
semiangle a, the subfield area Ssf, and a reticle filling factor 
/ (transmission area/scattering area) satisfy the following 
equation: 

I=ira2BSs(f. (5) 

If a complementary mask is used, the filling factor may be 
smaller than 0.25. With Ssf=6.25X 10"4 cm2 and a beam cur- 
rent of 1=20 fx,A the brightness amounts to 

B = 2.6Xl03A/(cm2sr). (6) 

The design targets are chosen as follows: 

Em,->1.41mmmrad;    B = 2.6X 103 A/(cm2sr). 

To obtain low brightness in the electron gun operating with a 
space charge limited condition, the electric field strength at 
the cathode must be low. To obtain high emittance, the elec- 
tric field strength at the cathode must be uniform. To satisfy 
these two conditions, a Pierce-type10 electron gun is adopted. 
The electron gun model is shown in Fig. 1. The cathode, 
control anode, and anode are approximately a concentric 
sphere with 100, 50, and 10 mm radii, respectively. The 
Wehnelt electrode has approximately conical shape. The 
control anode and anode are both 0.5 mm in thickness. 

The electrodes are supported by insulators, which must be 
positioned far from the optical axis. The irregular electric 
field generated at the insulator surfaces must be shielded 
from the paraxial region. To achieve this shielding, the fol- 
lowing electrode shapes are used. In the space between the 
Wehnelt electrode and the control anode, the electrodes are 
shaped as a concentric sphere only for an angle smaller than 
f^ca. For angles exceeding 0vi,ca, both electrodes are 
shaped as shown in Fig. 1. In the space between the control 
anode and the anode, the electrodes are shaped as a concen- 
tric sphere only for angles smaller than f?flCa, for angles 
exceeding 0asa, both electrodes are shaped as shown in Fig. 
1. The parameters dWtCli, 0fliCa, RcJRa> and rw/rca will be 
used for optimization later. 

The cathode material is a LaB6 single crystal. For its work 
function a value of 2.4 eV is assumed, and for the cathode 
temperature a value of 1600 K. Figure 2 shows an enlarged 
view of the region around the cathode and the Wehnelt elec- 

FIG. 2. Enlarged view of the region close to the cathode showing the pa- 
rameters rB.0 and ZM.. 

Z ( mm ) 90k      80k 

FIG. 3. Equipotentials for V„, = 0, Vca=5 kV, V„= 100kV. 

trode. The fine solid lines show the mesh pattern for the 
finite element method. The Wehnelt bore radius rw0 and its 
axial position Zw are used as parameters for the first optimi- 
zation step described in the following section. 

III. CALCULATION AND RESULTS 

The cathode and anode potentials are 0 and 100 kV, re- 
spectively. The potentials of the Wehnelt electrode and the 
control anode are varied from 0 to -10 V and from 1 to 10 
kV, respectively. Calculations are carried out using commer- 
cially available software." For zero Wehnelt potential and a 
control anode potential of 5 kV, equipotentials are shown in 
Fig. 3. The equipotentials around the optical axis are sparse 
near the cathode and dense near the anode. Therefore the 
electric field at the cathode is weak and then low brightness 
can be expected. 

For the Wehnelt and the control anode potentials of -5 
and 5 kV, respectively, calculated examples are shown in 
Fig. 4. In Fig. 4, equipotentials are shown as solid lines, 
whereas the broken lines represent trajectories leaving the 
cathode in axial direction. Trajectories are calculated from 
the cathode to the end plane at Z=95 mm. At the end plane, 
the radial coordinate and its first derivative with respect to Z 
are calculated for each trajectory. From these values and the 
initial energies at the cathode, the position and diameter of 
the virtual crossover and the angular distribution at the cross- 
over are calculated. Typical trajectories are shown in Figs. 5, 
6, and 7. 
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FIG. 4. Equipotentials (solid lines) and trajectories (broken lines). 
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FIG. 5. Trajectories for Vw= -1 V, Vca=1.5 kV. The crossover is formed 
close to the control anode bore. 

Z (mm) 

FIG. 6. Trajectories for V„=-5V, Vca=4kV. The crossover is formed 
close to the common center of the concentric electrodes. 

Figure 5 is the case where the control anode and Wehnelt 
potentials are 1.5 kV and -7 V, respectively. This figure 
shows the beams emitted from the cathode are focused by 
the convergent lens formed by the Wehnelt electrode, form- 
ing a crossover at Z=56 mm. They pass through the conver- 
gent lens formed by the aperture in the control anode at small 
distances from the axis. Thus the aberrations of this lens are 
small, and a high emittance of 1.6 mmmrad is obtained. 

Figure 6 shows the case where the control anode and We- 
hnelt potentials are 4 kV and -5 V, respectively. The trajec- 
tories form a crossover close to the center of the concentric 
electrodes. The trajectories are more strongly bent near the 
cathode and the control anode, and an emittance of 1.81 
mm mrad is obtained. 

Figure 7 shows the case where the control anode and We- 
hnelt potentials are 8 kV and -8 V, respectively. The trajec- 
tories pass the aperture in the control anode at a large dis- 

FIG. 7. Trajectories for V„=-8 V, Vca=8kV. The crossover is formed 
beyond the common center of the concentric electrodes. 

Beam half angle (mrad) 

FIG. 8. Angular intensity distribution. 

10.52 

FIG. 9. Emittance, brightness, and emission current vs control anode poten- 
tial. 

tance from the axis but the lens formed by this aperture is 
weak for this value of the control anode potential, and the 
trajectories are only slightly bent. No crossover is formed in 
the region Z<95 mm. Independent of the crossover position. 
Figs. 5, 6, and 7 indicate that high emittance is obtained. 

A typical angular intensity distribution is shown in Fig. 8. 
In the axial direction, the angular intensity is 99.5% of its 
maximum value. The emission angle is defined as the value 
of the beam half angle where the angular intensity deviates 
by more than 1.0% of its value in axial direction. The cross- 
over diameter Dg is calculated by the program. For different 
values of the control the anode potential is chosen to yield 
maximum emittance. The results are shown in Fig. 9. The 
maximum emittance of 1.6 mm mrad and the minimum 
brightness of 4X 102 A/(cm2sr) are obtained for the same 
value of Vca of 1.5 kV. The emission current is also plotted. 
Too large emission currents would make the power supply 
too expensive. The lack of smoothness of the curves is at- 
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Fio. 10. Emittance and brightness vs Wehnelt potential. 

tributed to the fact that different values of the Wehnelt po- 
tential are used for each control anode potential. The opti- 
mum Wehnelt bias |Vj increases with increasing control 
anode potential. 

IV. EMITTANCE AS A FUNCTION OF SOME 
PARAMETERS 

For a control anode potential of 6 kV and varying Weh- 
nelt potentials, emittance and brightness are calculated. The 
results are shown in Fig. 10. Maximum emittance is obtained 
for vw= -6.5 V, and the brightness decreases with increas- 
ing Wehnelt bias. Figure 11 shows for Vca=5kV and Vw 

= -5 V the dependence of the emittance on the Wehnelt bore 
radius rw0 for different values of the axial position Z„. of the 
Wehnelt electrode. Maximum emittance of 1.8 mm mrad is 
obtained for rw0 = 2.5 mm and Zn,= 1 mm. For all other com- 
binations of rw0 and Zw values, the emittance is below 1 
mm mrad. 

It is important to study how close to the axis the conduct- 
ing plates shielding the insulator may be. The results of such 
studies are shown in Fig. 12 where emittance Emi and bright- 
ness B are plotted versus 0aca and in Fig. 13 where they are 
plotted versus RJRa ■ For RJRa = 2.5. Fig. 12 shows that 
a maximum emittance of 1.8 mm mrad is obtained if 0fliCa 

>55°. It is found that in the space between the anode and 
the control anode the electrodes must be spherical up to an 
angle of at least 55°. Figure 13 shows that a maximum emit- 
tance of 1.8 mmmrad is obtained for RC!L/Ra = 2.5. For 
Rca/Ra>2.5, the emittance decreases slowly with increasing 
values of flca//?„. In Figs. 14 and 15, the emittance (as solid 

■o ro 
£_ 

E 
E 
E 

oi« 

to 

50 100 
0a,ca (Degree) 

-l0 I 
130 

FIG. 12. Emittance and brightness vs 0„ 

6CN 
E 

< 

CO 

?2! 

Rca/Ra 

FIG. 13. Emittance and brightness vs Rca/R„. 

Tw/rca 

FIG. 14. Emittance and brightness vs /„.//■„ . 

FIG. 11. Emittance vs r„,0 for different values of the axial position Z„. of the 
Wehnelt electrode. 

line) and the brightness (as broken line) are plotted versus 
0H, ca and rwlrcai, respectively. In Fig. 14 if rw/rai is varied 
for the constant value 0u,,ca=25°, then a maximum emit- 
tance of 1.75 mmmrad is obtained for rw/rca= 1.05. For 
values of rM./rea< 1.05, the emittance decreases rapidly with 
decreasing rwlr^. The brightness decreases with increasing 
values of r1(,/rca. In Fig. 15, the emittance and the brightness 
are plotted versus 0,,,ca. For 6»H,,ca>21°, an emittance of 1.8 
mm mrad is obtained. The brightness has a maximum for 
6W,ca=30°. For values 0,, ca<30°, it decreases with decreas- 
ing 6W,ca. Its is found that in the space between the Wehnelt 
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FIG. 15. Emittance and brightness vs 0„,,ca. 

electrode and the control anode the electrodes must be 
spherical up to an angle of at least 21°. 

V. CONCLUSIONS 

An electron gun for an accelerating voltage of 100 kV to 
be operated under space charge limited emission is designed, 
and its emittance and brightness are calculated. To obtain 
low brightness, a Pierce-type electron gun with a Wehnelt 
electrode and a control anode is adopted. The electric field 
strength at the cathode is reduced by choosing a low value of 
the ratio between anode and cathode curvatures. A maximum 
emittance of 1.8 mm mrad and a minimum brightness of 350 
A/(cm2sr) are obtained under the above conditions with a 
cathode diameter of 1.66 mm. The radius of the Wehnelt 

aperture and its axial position are optimized. The effects of 
deviations of the shapes of the Wehnelt and control elec- 
trodes from the concentric sphere are studied. It is found that 
in the space between the anode and the control anode the 
electrodes must be spherical up to an angle of at least 55°, 
whereas in the space between Wehnelt electrode and control 
anode the electrodes must be spherical up to an angle of at 
least 21°. 
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Generalization of electrostatic lens characteristics 
using the Picht ray trajectories 
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Paraxial electron/ion trajectories in rotationally symmetric fields are analyzed in the Picht space to 
derive analytical forms of thin lens characteristics such as focal length F, magnification M, and 
chromatic and spherical aberration coefficients Cc and Cs. Dimensionless forms of TIF, 
{{C,IT)I{TIF)}I(LJT)2, and {{CsIT)l(TIF)}l(LnIT)\ which are determined only by the 
normalized lens-potential distribution, are derived to evaluate the lens. Here, T is the lens thickness 
and L0 is the distance from the object to the lens. As to bipotential or unipotential lenses composed 
of electrodes facing each other symmetrically, it is found that the accelerating mode at V2/V, 
= a(>l) and the decelerating mode at V2/V, = \la(< 1) have relationships of Faccc, = Fdccc|, 
Ct,accei=C,,decei/a, and Cs,accc,= Cv,dece,/a "2, where V, and V2 are the 1st and 2nd electrode 
potentials, respectively. Under constant lens fields, the known M-dependent Cc and Cx expressions, 
i.e., Cc=C,,oc(l-l/M)2 and CS = CS,x(l - 1/M)4, are analytically derived also in the present 
approach.   © 1999 American Vacuum Society. [S0734-21 lX(99)04304-8] 

I. INTRODUCTION 

Electrostatic lenses are popularly used in focused ion/ 
electron beam systems. The lens characteristics (i.e., magni- 
fication, focusing length, and chromatic and spherical aber- 
rations) are varied both with the distances of source-to-lens 
and lens-to-image and with beam accelerating voltage. In 
rough design of the beam optics, analytical expressions of 
these characteristics are more useful than numerical ap- 
proaches. In our earlier studies,1"3 the analytical expressions 
derived from the Picht transformed ray trajectories have been 
satisfactorily applied to the coarse design of focused-ion- 
beam (FIB) systems. In the present study, analytical deriva- 
tions of the lens characteristics are reviewed in more normal- 
ized forms. The lens characteristics in decelerating and 
accelerating modes are also clarified to show a simple rela- 
tionship between them. Besides, the lens characteristics are 
applied for one- and two-lens systems to describe analyti- 
cally their optical performances. 

II. PARAXIAL RAYS IN ROTATIONALLY 
SYMMETRIC ELECTRIC FIELDS AND LENS 
FORMULA 

Let us consider paraxial electron/ion trajectories in rota- 
tionally symmetric fields. If the initial direction of the 
electrons/ions is in a plane which passes through the z axis, a 
so-called meridian plane, these trajectories will remain in 
this plane. The distance of the electron/ion from the z axis is 
expressed by a linear second-order differential equation, ' 

r" + (V'/2V)r' + (V"/4V)r = 0, (1) 

"'Mailing address: Instruments, 
Hitachinaka, Ibaraki-ken 312-8504, 
cm.naka.hitachi.co.jp 

Hitachi.      Ltd., 
Japan;   electronic 

Ichige      882, 
mail:   ishitani@ 

where V is the beam acceleration voltage. By using a new 
variable, 

= -1/1/4 R = rV (2) 

and substituting it into Eq. (1), Picht has introduced a very 
useful modification,4,5 

R" + (3/\6)(V'IV)2R = 0. (3) 

In the present article, we name the (R, z) space the Picht 
space in contrast with the (r, z) actual space. Since the R"IR 
value is always negative or zero at any (R, z) point inside the 
lens, being independent of a sign of (V'/V), the R trajecto- 
ries (not r trajectories) have focusing action and both princi- 
pal planes in the Picht space are within the lens. Therefore, R 
is approximately constant inside the lens when the lens is 
thin and weak. The paraxial rays are schematically shown in 
Fig. 1. Lens formulas in the Picht space are expressed as 

\/L0+l/Li=\/F, 

M=-Li/L0, 

a0/a, = aM    (■.■a0L0V)',A= ~ «.i/VD, 

where 

<r=(V,7V„)1/4. 

,l/4\ 

(4) 

(5) 

(6) 

(7) 

Let us take the following paraxial equation instead of Eq. 
(3): 

dR'/dz=-{3/l6)(V'/V)2R. (8) 

By integrating this equation between z0 and z,, we obtain 

[*'];/-[*']*,= -(3/16) y\VlV)2R dz. (9) 
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image plane 

principal plane 

object plane lens 

FIG.  1.   Paraxial rays when the lens field is concentrated at z = 0 [cr 
=(v,/v0)

1/4]. 

lens 

FIG. 2. Schematic aberration disk radius in the image plane. 

The present thin-lens approximation is applicable for the 
condition of F>Llens, where Llens is some length character- 
istic of the lens producing the field V(z), typically a gap or 
total length. 

The integration range from z0 to z,- will be omitted below to 
simplify the expression. For an incident trajectory parallel to 
the axis (i.e., RQ = 0), an image focal length is calculated by 

\IF=-R[IR0=-R'iIRi    {■:R0 = Ri), (10a) 

(10b) = (3/16) J<v IVfdz. 

Here, the object focal length is equal to the image focal 
length. 

In the actual space, on the other hand, lens formulas are 
similarly given by 

m=-f0/(l0-f0) = -(l-fiVfi, 

= -ililflWolfo). 
a0/ai=a2m. 

(ID 

(12) 

(13) 

For an incident trajectory parallel to the axis (i.e., rg = 0), by 
inserting R = rVw and R'= r'VV4+(r/4)(V'/V3/4) into Eq. 
(10a), we obtain 

-R[IR0{ = \IF)=-r'iV)"lrX\ 

= -(r'i/r0)a. (14) 

Then, the image focal length /,• is given by 

l//,-( = -r;/r0) = l/(o-F). (15) 

A similar analysis for the trajectories of an electron/ion en- 
tering the lens parallel to the axis from the image side pro- 
vides the object focal length given by 

l//0( = -#•>,■) = <r/F. (16) 

The actual focal length/0 and/,- are equal in magnitude only 
at V0= V;, while the Picht ones are equal in magnitude even 
at V0# V,-. In addition, the following relations are satisfied: 

■F=*f0 = (Vo-)fi 

= ifofi)m, 

M = crm. 

(17a) 

(17b) 

(18) 

III. LENS ABERRATIONS 

An aberration disk radius in the image plane is schemati- 
cally shown in Fig. 2 and is expressed as 

Ar = a AL,. (19) 

Under the condition of L0 = constant, a partial derivative of 
Eq. (4) with respect to Lt and 1/F yields 

AL,-=-L?A(l/F), 

= -{amYL^(\IF). (20) 

(22) 

By inserting Eq. (20) into Eq. (19) and converting at to a0 

through Eq. (13), we obtain 

Ar = mL2
0A(l/F)a0. (21) 

Here, A (1/F) is expressed as a series of both AV and 
r( = a0Lo) as 

A(VF) = {S{VF)/SV}AV 

+ (l/2){S2(l/F)/Sr2}(a0L0)
2 + ---. 

Then, Eq. (21) is rewritten as 

Ar = m[L2
0a0{S(l/F)/SV}AV 

+ {\l2)Ll{82{\IF)ISr2}al+---l 

= m[Cca0(AV/V0) + Csal + ---l 

where 

CC = L2
0V0{S(VF)/SV}, 

= -2L2
0(l/F)(V0/Vin), 

VVm=-(l/2){S(l/F)/SV}/(VF), 

C=(l/2)L4
0{S2(1/F)/Sr2}, 

(23) 

(24) 

(25) 

--LA
0{\IF)lr2

e, 

and 

Mr] = (l/2){ 82{ \IF)l8r2}l{ 1/F). 

(26) 

(27) 

By differentiating Eq. (10b) with respect to V, we obtain 
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<S(l/F)/<5V=-(3/8) J (l/V){V'/V)2dz. (28) 

Substituting Eqs. (10b) and (28) into Eq. (25), we have 

1/V„. 
/ 

(\/V){V'/V)2dz\ IIV IV)2dz\.    (29) 

This means that 1/Vav is an average value of 1/V weighted by 
(V'/V)2, or d(l/F)/dz, in the lens. On the other hand, re 

corresponds to a normalized r, which appears in the r-series 
\IF form of 1/F«[l/F]r=0[l +(r/re)

2] [see Eq. (22)]. 
In general, using a variable 5( = V'/V) the chromatic and 

spherical aberration coefficients referenced to the object are 

(30) 

given in integral expressions: 

Cc=-(3/8) J (V„/V)U2S2r2dz, 

C,= (l/64) I (V/V0)
m[4S'2+3S4-5S2S'-SS"]r4dz. 

(31) 

These aberration coefficients are referred also to the image 
and their transformed expressions from the object to the im- 
age are expressed as 

--m2a6Cc, (32a) C, c, image 

= (A/V)CC, 

r .      =m
4
(T

('c 
^.v,image     "'   "   W ' 

= (MV2)CS, 

By substituting r = R/VU4 into Eq. (30), taking R 
(«constant) out from the integral, and again substituting R 
= a0L0V

]Q4 (with a0= 1) into it, we obtain 

(32b) 

(33a) 

(33b) 

(34) 

(35) 

Cc=-(3/8)L2V0J (W)(VIVfdz. 

Using Eqs. (10b) and (29), we rewrite it as 

C=-2L2
0(\IF){V0IVJ, 

which is identical with Eq. (24). As to Cs, using S{ZQ) 

= S(z,0 = 0 in the integration of Eq. (31) by parts, we obtain 
a similar equation, 

C,= (l/64)L*Gint, (36) 

where 

Gint=5 [ (V0/V),/2{(V7V)2-(11/12)(V7V)4}^-  (37) 

Here, the dimension of Gint is TW~
3
. Comparing Eq. (26) with 

Eq. (36), we obtain 

l//-2 = (l/64)Gint/(lAF). (38) 

Here, L0 and L, are expressed as functions of f0, /,, F, m, 
and M as 

L„=af0(l-\/am), 

= F(1-1/M), 

(39a) 

(39b) 

L-ifilaKX-am), 

= F(\-M). 

(40a) 

(40b) 

Substituting Eq. (39b) into Eqs. (35) and (36), we obtain the 
Cc and Cs forms depending on M and m, 

C,= -2F(V„/Vav)(l-1/M)2, (41a) 

(41b) 

(41c) 

(42a) 

(42b) 

(42c) 

(43) 

(44a) 

(44b) 

The Cc,=c and Cs_x values correspond to the Cc and Cv val- 
ues under a fixed lens excitation (i.e., V()/Vav and F= fixed) 
with m and M = =°, respectively. These OTM-dependent forms 
[i.e., Eqs. (41c) and (42c)] have been empirically found after 
rearranging numerical data on their coefficients by Renau 
and Heddle.6 Ura has also analytically derived the same 
forms,7 but differently from the present approach. 

IV. DECELERATING AND ACCELERATING MODES 
ON BIPOTENTIAL LENS PROPERTIES 

First, we will consider the simple case of two electrodes 
which symmetrically face each other at the distance of 
T( = Zi-za) and have potentials of V(, and V,. The potential 
inside the lens is expressed by 

V(H) = (V„+V/)/2 + {(VI-V„)/2}g(«), (45) 

= Cf.0C(l-l/M)2, 

= Ccx(\-\/am)2, 

Cs'- = (l/64)F4(l-l/M)4Gim, 

= CS^{\-MM)4, 

= CsJ\-\l<rm)4, 

where 

r ^ c. x=-2F(Va/VJ, 

c s x = (l/64)F4Ginl, 

= F3//-2. 

where 

u = {z-{zn + Zi)l2}IT    (-1/2««« 1/2), (46) 

and g(u) is the dimensionless potential function satisfying 
g(u)=-g(-u), g(0) = 0, g(l/2)=l, g(-l/2)=-l, and 
g'(± 1/2) = 0. The first and second order differential expres- 
sions on V with respect to z are given by 

dV/dz = (dV/du)(du/dz), 

= {(V-Vll)/(2T)}(dg/du), 

d2V/dz2 = {(Vi-V0)/(2T2)}(d2g/du2). 

(47) 

(48) 

Let us consider accelerating and decelerating lens modes, 
i.e., V,-/V0 = a(>l) and l/a(<l), respectively. By inserting 
Eq. (47) for the accelerating and decelerating modes into Eq. 
(13), we obtain the 1/F equations; 

l/Faccel=(3/16)(l/r)J[(a-l)g'/{(a+l) 

+ (a-\)g}]2du, (49a) 
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l/Fdece]=(3/16)(l/r) /[<*- ik'/ 

{(a+l)-(a-l)g}fdu. (49b) 

Here, since g(u)=-g(-u), both of the above integrated 
values are identical to yield faccei=^decei- The TIF form is 
dimensionless and is determined only by a and g(u). 

Similarly, the numerator in the right term of Eq. (29) is 
expressed as 

(Numerator)accel=(l/yo)(2/r)7i:(a) 

[for the accelerating mode], (50a) 

(Numerator)decel= (l/V0)(2/T)K( Ma) 

[for the decelerating mode], (50b) 

where 

K(a)=j [{(a-l)g'}2/{(a+l) + (a-l)g}3]du.     (51) 

Since K(a) = K(l/a)/a, we obtain (Wav,accei) 
= (l/^av,decei)/a and Ccaccel= CCtdecd/a. Here, Eq. (24) is 
rewritten as 

{{CCIT)I{TIF)}I{LJT} 2_ . ■2V0/Vav, 

■(3/4)K/(T/F), 

(52a) 

(52b) 

1/2 

which is dimensionless and is determined only by a and 
g(u). 

As to Gint of Eq. (37), we obtain Gintacce,= Gint>decel/a 
and Cj accel= CJjdece]/a    .Here, 

Gint,accel=(5/r3)I [2/{(a+l) + (a-l)g}]m[[{(a-l)g"/ 

{{a+\) + {a-\)g}f-{\\l\2){{a-\)g'l 

{(a+\) + (a-l)g}]4]du. (53) 

Then, Eq. (36) is rearranged as 

{(Cs/T)/(T/F)}/{L0/T}4 = T2/r2
e, (54a) 

= (l/64)(r3Gint)/(7/F).   (54b) 

The relationships of F, Cc, and Cs between the acceler- 
ating and decelerating modes for the lens with g(u) 
= — g( — u) are summarized as 

r accel     r decel> 

c c,accel = cr , decel la, 

(55a) 

(55b) 

and 

, accel = c s, decel la 1/2 

where V2IVx = a{>\) and l/a(<l) in the accelerating and 
decelerating modes, respectively. 

V. THREE-ELECTRODE LENSES 

Let us consider three-electrode lenses, of which both the 
(first and second) and the (second and third) electrodes face 

(a) V(z) 
Vi 

V3 

(b) V(z) 
Vi Va(=V2) 

-0.5 0.5      z/T 

(c) V(z)/Vo 

-3-2-10        1        2        3   z/d 

FIG. 3. Potential distributions of the various lenses; (a) a linear type, (b) the 
Butler type, and (c) a bell type. 

each other symmetrically to satisfy g{u) = — g( — u) in Eq. 
(45). In the present study we will take three types of poten- 
tials, i.e., a linear type, the Butler type, and a bell type. The 
linear-potential lens is the most simplified lens, in which the 
potential is constant at both sides of the lens and it increases/ 
decreases linearly inside as shown in Fig. 3(a). Although this 
lens is far from reality, it provides practical information at 
the expense of very little work. Since the 1 st-2nd-3rd elec- 
trode lens is regarded as a combination of the 1 st-2nd and 
2nd-3rd electrode bipotential lenses, the Wav and \IF pa- 
rameters of the three-electrode lens are simply expressed as 

Wav=(Wav,12+l/Vav,23)/2, (56) 

\IF= l/F]2+ l/F23-(Tu/2+T23/2)/(F12F2i). (57) 

(55c)       Here, the Wav tj and 1/Fy parameters for the i-j electrode 
lens with linear potentials are given by 

Wav,y=(W,-+l/V;)/2, (58) 

l/Fir(3n6)(\/Tij)(V-Vj)2/(ViVj), (59) 

respectively. When the last term in Eq. (57) is negligible, the 
V2 value to focus the beam by a distance L, under the given 
^i» ^3> ^12 > T23, and L0 parameters is given by 
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FIG. 4. Dimensionless lens characteristics of TIF, -{(CCIT)I(TIF)}I 
{LJT}2, and {(CS/T)/(T/F)}I{L„IT}1 as a function of V2/V, for a uni- 
potential lens with the Butler-shaped electrodes [see Fig. 3(b)], 
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FIG. 5. Dimensionless lens characteristics of dIF, -{(Cl./d)/(d/F)}l 
{L„/d}2, and {(Cs/d)/(d/F)}/{L0/d}J as a function of o(= I -b) for a 
unipotential lens with the bell-type potential [see Fig. 3(c)]. 

y2=[(4+A)±{(4+A)2-4(v1 + V3)2/(y1y3)}'/2]/ 

[2(1/V, + 1/V3)], (60a) 

where 

A = (3/\6)(VL0+\/Li)(Tn/2+T23/2). (60b) 

The + and - signs in Eq. (60a) correspond to the deceler- 
ating and accelerating modes, respectively. It is found that 
the V2 values for these modes satisfy the relationships 

V2,decelV2)accel=V1V3, (61a) 

V2>deceI+V2,acCe1=(4+A)/(l/yi + l/V3)- (61b) 

When V] and V3 are of the same potential, the lens becomes 
a unipotential lens. 

The second is the Butler-type unipotential lens,8 in which 
the potential distribution is shown in Fig. 3(b). Dimension- 
less lens characteristics of T/F, — {(CC/T)/(T/F)}/ 
{LJT}2[ = 2(V0/Vm)] and {{CSIT)I{TIF)}I{L0IT}A 

[ = (T/re)
2] are plotted as a function of V2/Vl in Fig. 4. The 

curves satisfy the relationships between accelerating and de- 
celerating lens modes, i.e., Eqs. (55a)-(55c). 

The third is the bell-type unipotential lens,4 in which the 
potential is expressed by 

V(z) = V0{l-b/(\+(z/d)2}, (62) 

and is plotted in Fig. 3(c). Using Eqs. (10b), (24), (29), and 
a[ = V(0)/Vo]=l-b, we successfully obtain analytical 
forms of dIF and (Cc/d)/(LJdf) as 

d/F=(3/8){Tr/(l-a)}{(l+3a)/a1/2-3-a}, (63) 

(Ccld)l{LJd)\ = -2{V0IVJ{dlF)l 

= -(3/16){w/(l-fl)} 

X{8-4(l+a)/al/2+(l-a)2/fl3/2}. 

(64) 

The characteristics curves of dlF,-{{Ccld)l{dlF)}l 
(L0/d)2,  and {{Csld)l{dlF)}l{L0ld}A  are plotted as  a 

function of a in Fig. 5. As the potential curves in the regions 
of z>0 and z«0 do not strictly satisfy the condition of 
g(u)=—g( — u), modifications are required in the relation- 
ships between accelerating and decelerating lens modes, i.e., 
Eqs. (55a)-(55c). 

Finally, if the Vav value in the unipotential lens is approxi- 
mated to a geometric mean of V, and V2, i.e., {ViV2)

U2, 
instead of the harmonic mean, i.e., (1/V, +l/V2)/2, as ob- 
tained from Eq. (56), Eq. (43) yields 

Cc*=-2F(V2/V]r
m. (65) 

This is the same expression that Crew has empirically 
proposed.9 

VI. SINGLE- AND TWO-LENS OPTICAL SYSTEMS 

An ion probe size is given approximately by adding in 
quadrature the Gaussian image size to the chromatic- and 
spherical-aberration disk size'-" 

d2 = d2 + d2 + d2, (66) 

(a) 

object 
plane 

(b) 

object 
plane 

FIG. 6. Schematic diagram of the electrostatic lens systems; (a) a single-lens 
system and (b) a two-lens system. 
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where 

dg = mp, 

dc = Hca0AV, 

d=(l/2)Hsal 

H=mCcIV0, 

H=mC,. 

(67) 

(68) 

(69) 

(70) 

(71) 

Here, p is the virtual source size and AV is the effective 
voltage spread of the ions. Equation (66) is applicable also 
for the electrons when their diffraction effects are negligible 
in the probe calculation. For the single-lens optical system 
[see Fig. 6(a)], by inserting Eqs. (35) and (36) into Eqs. (70) 
and (71), respectively, and by successively eliminating \IF 
and m using Eqs. (4) and (18), respectively, we obtain 

#c=-(2/cT)(L0 + L,.)/Vav, 

//s = (l/64)(l/CT)(L3L.)G.nt, 

= (l/a)(L0 + Li)(L0/re)
2. 

(72) 

(73a) 

(73b) 

Combining Eqs. (5) and (7) with (18), we obtain m as 

m = (V0/Vi)
m(Li/L0). (74) 

The axial performance of the FIB optical system is roughly 
characterized by the maximum current density in the region 
of d^dc,1-3 

Jm:a=[4(dI/da)/(AV)2]/H2
c, (75) 

where (dl/dO,) is the source angular intensity. Under a con- 
stant lens field (i.e., F, a, Vav, and Gint=constant), it is 
found that Hc of Eq. (72) is minimum at L0 = L=2F while 
Hs of Eq. (73a) is minimum at L0 = 4F13 and"L, = 4F. 

Next, we consider a two-lens system consisting of con- 
denser and objective lenses at Vm= Vt as shown in Fig. 6(b). 
A similar analysis to that for the single-lens system has been 
carried out in the previous articles.2'3 Only the main results 
are described here. The total H coefficient is expressed as the 
sum of each lens's coefficient, 

Hc,t = Hc,c + HC0, (76) 

where 

Hc,c = 2(V0/Vi)
m(Li/L2)(L0 + Ll)(WavJ, (77a) 

Hc,0=2(V0/Vi)
M(L0/L})(Li + L2)(l/Vm,0), (77b) 

m = (y0/y,.)1/4(L;/L0)(L1/L2). (78) 

Assuming that Vav c and yav 0 depend weakly on L, under 
the conditions of L0, Lt, L0 and Lt<L, and L( = Ll+L2) 
= constant, we obtain the optimum Lx IL2 to minimize Hct 

as 

ffc,,min= ±4(y0/y()
1/4(L0z,,),/2/(vav,cyav,0)1/2,     (so) 

and HCJ^ml2=Hcc = HC0. The sign - and + denote the 
collimated (i.e., Lx<-L0 or LX>L + Li) and intermediate 
crossover (i.e., 0<Lx<L) cases, respectively. Equation (80) 
indicates that the smaller the (yo/y;)1/4(L0L()

1/2/ 
(^av,c^av,o)1/2 value is, the finer the dc beam is. Particularly, 
as to the paralleled case (i.e., Lx IL2 = — 1), we obtain 

^cc=-2(y0/yi)
1/4(L1-/yav,e), 

nn 2(y0/y!.)"
4(L0/yaV;0), 

™=-(v0/y,-)1/4(L;/L0) 

VII. CONCLUSION 

(81a) 

(81b) 

(82) 

L1/L2=±.(LoyaViC)
1"/(L,.yaVi0)

1^, (79) 

We have analyzed the paraxial electron/ion trajectories in 
rotationally symmetric fields in the Picht space to derive the 
analytical forms of the lens characteristics, i.e., focal length 
F, magnification M, and chromatic and spherical aberration 
coefficients Cc and Cs. These characteristics are expressed 
as functions of L0, L,, and yav and the normalized lens 
potential distribution g(z). The dimensionless forms of TIF, 
{(Cc/T)/(T/F)}/{L0/T}2[=-2(VJVm)] and {(CSIT)I 
(T/F)}/{L0/T}4[ = (T/re)

2] are obtained to evaluate the 
lens. On the bipotential or unipotential lenses composed of 
electrodes facing each other symmetrically, it is found that 
the accelerating mode at y2/y[=a(>l) and the decelerat- 
ing mode at V2/Vl = l/a(<l) have relationships of Faccel 
— -^decel'      ^c.accel- ^c.decel'0»      SRQ     Cs?accel— W.decel'^     > 
where Vx and V2 are the first and second electrode potentials, 
respectively. Besides, on the aberration disk sizes for the 
one- and two-lens systems, we have derived their analytical 
forms as functions of L0, Lt, L, V0, Vt, and Vav. In the 
single-lens system under the condition of F= constant, dc 

and ds are proportional to {Lg + L^ and (L3L;), respectively, 
and they are minimum at (L0,L,) = (2F,2F) and 
(4-F/3,4F), respectively. On the two-lens system, the param- 
eters to minimize dc have been clarified in Eq. (77) and the 
optimum L1/L2 value is given by Eq. (79). The 
M-dependent Cc and Cs forms under the constant lens fields 
are analytically derived as Cc=Ce „(1-1/M)2 and Cs 

= Csco(l -1/M)4, which have already been reported in 
other approaches.6'7 
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Top surface imaging processes are considered as attractive schemes for future lithographic 
processes. A major issue associated with these schemes is the dry development step which implies 
the obtention of anisotropic resist profiles. This anisotropy is achieve by adding S02 to 02 gas 
mixtures. In this work, oxide-masked organic resist features are etched in high density plasma 
sources using S02/02 gas mixtures. The chemical constituents present on the tops, sidewalls, and 
bottoms of the etched features are determined by quasi in situ x-ray photoelectron spectroscopy 
(XPS). XPS analyses show that when using S02/02 gas mixtures, a thin passivation layer is formed 
on the sidewalls of the polymer features. This layer is mainly formed by sulfur atoms present on the 
polymer surface in elemental state or bonded to carbon atoms. This film is thick enough to minimize 
the spontaneous etching reaction of oxygen atoms with the organic resist. Samples are also analyzed 
after air exposure in order to determine the air-induced modification of the reactive layers formed 
during the dry development step. XPS analyses show that the sulfur-based passivation layer formed 
during the etch process interact with water moisture to form sulfur-based acids. © 7999 American 
Vacuum Society. [S0734-211X(99)00504-1] 

1. INTRODUCTION 

Top surface imaging (TSI) and multilayer resist schemes 
have received much attention as attractive technologies for 
the future lithography generations (193 nm lithography,1 ex- 
treme ultraviolet lithography,...)2 as these technologies offer 
some advantages for the future lithographic processes. In 
particular, high resolution can be achieved with TSI with a 
workable process window. Moreover, these processes reduce 
the influence of local reflection over topography. Top surface 
imaging using the silylation technique is a technology that 
has been studied during the last 15 years.3 In this scheme, the 
image is created in the uppermost layer of the resist. An 
alternative technology based on the plasma enhanced chemi- 
cal vapor deposition of a photosensitive material has been 
proposed.4 In this case, a very thin photosensitive layer is 
formed by the plasma polymerization of methylsilane 
(PPMS) on top of an organic resist. In both approaches, this 
initial image is then transferred into the underlying thick 
organic resist layer using a dry development step based on 
02. During the dry development step, an anisotropic transfer 
has to be achieved to maintain the initial dimension obtained 
after the TSI process. 

Two limitations of organic film patterning using pure 02 

reactive ion etching (RIE) plasmas have been pointed out 
over the last few years:5 significant undercut due to lateral 
etching under the mask and critical dimension control issues. 
Two methods have been proposed to minimize these prob- 
lems. Good profiles are obtained using pure 02 RIE plasmas 

''Electronic mail: cedric.monget@cnet.francetelecom.fr 

at cryogenic temperatures.6"9 A second method consists in 
using additives gases to 02 which may induce the formation 
of a passivation layer on the sidewalls of the polymer. Hut- 
ton, Boyce, and Taylor proposed the addition of C02,l0 

while other workers used mixtures of 02 and N2.'' Best re- 
sults were obtained by using mixtures of S02 and 02.6 Pons, 
Peileher, and Joubert suggested that sulfur atoms do not 
spontaneously react with carbon from the polymer to form 
volatile species when the substrate temperature is below 
150°C and that the anisotropy is obtained by the formation 
of a passivation layer which minimizes the lateral etching. 
Several XPS analyses have demonstrated the presence of S 
atoms on blanket photoresist surfaces,1013 but no direct evi- 
dence of the presence of sulfur on the sidewall of the features 
has been reported. 

In this work, the dry development of organic films is stud- 
ied in a high density plasma Helicon source using S02/Oz 

gas mixtures. We have used quasi in situ XPS to determine 
the chemical composition of Si02 masked resist features af- 
ter etching and validate the sidewall passivation mechanism 
often invoked to explain the anisotropy enhancement. Influ- 
ence of air exposure before analysis will also be presented. 

II. EXPERIMENTAL PROCEDURES 
Etching experiments are conducted in an Helicon source 

connected to a cluster tool dedicated to etching processes 
characterization (described in more detail in a previous 
article).14 It is composed of a load-lock chamber, a transfer 
chamber, a reactor chamber, and an XPS analysis chamber. 
The Helicon source was made by Lucas Labs®1516 and is 
operated at a radio frequency (rf) frequency of 13.56 MHz. 

1406     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1406/7/$15.00       ©1999 American Vacuum Society     1406 
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The sample can be independently biased using a 600 W 
maximum power supply at 13.56 MHz. The plasma genera- 
tion region is equipped with two solenoid magnets which are 
necessary to initiate the plasma, whereas two other solenoid 
magnets around the diffusion region maintain a high plasma 
density on the sample. The tuning of the matching network is 
computer controlled and performed automatically. The etch- 
ing process is monitored using in situ real-time ellipsometry. 

XPS analyses of samples etched in the Helicon source are 
performed quasi in situ. After etching, the sample is imme- 
diately transferred under vacuum into the XPS analysis 
chamber. A special mask, already described in detail 
elsewhere,17 has been designed for XPS analyses. The areas 
dedicated to XPS analysis consists of regular arrays of 
trenches, blanket substrate, and unpatterned mask material. 
As the area of each array is at least 1.5 mm2, the x-ray beam 
(spot size: 1 mm2) can thus be focused on one individual 
array, the resulting signal being the average of many identi- 
cal lines and spaces. XPS analyses are conducted with the 
lines aligned perpendicularly or in parallel with the electron 
energy analyzer. In the first case, the analyzed area is the top 
and, depending on the space between lines, parts of the side- 
walls of the features. When the lines are aligned in parallel 
with the electron energy analyzer, the analyzed areas are the 
tops and bottoms of the features. An electron gun emitting 
low energy electrons (less than 80 eV) is used to charge 
analyzed surfaces, allowing contributions from insulating 
surfaces (oxide hard mask) and conducting surfaces to be 
differentiated. Chemical composition are derived from the 
areas of the different XPS spectra. Spectral deconvolution is 
performed to extract the Si2p, Ols, Cls, and S2p peak 
intensities. Individual line shapes are simulated with the con- 
volution of Lorentzian and Gaussian functions. A Shirley 
function is used to perform background subtraction.18 The 
elemental Si2p and S2p peaks are fitted with a doublet 
constituted of the two spin-orbit components 2/? 1/2 and 
2/? 3/2. Fits are performed forcing an identical full width at 
half maximum for the two spin-orbit components and an 
intensity ratio of 0.52 for Si2p and 0.5 for S2p.Wc verified 
that a doublet separation of 1.2 eV for Si2p is obtained.19 

After XPS analyses, the integrated intensities are divided by 
the theoretical Scofield cross sections (0.82 for Si 2/7, 1.00 
for C Is, 1.68 for S 2p, and 2.93 for O Is).20 As the analysis 
angle between all the analyzed areas and the electron energy 
analyzer is 45° whatever is the configuration (parallel or per- 
pendicular modes), direct comparisons can be drawn be- 
tween the coverage of the different elements present on the 
tops, sidewalls, and bottoms of the features. The results of 
the XPS analyses described in Sec. IV represent the tenden- 
cies of between 5 and 10 wafers analyzed under the same 
conditions. 

Samples are 200 mm diam wafers covered with three dif- 
ferent layers. The trilevel system (see Fig. 1) used consists of 
a hard baked Novolak resist from Olin as the bottom layer. A 
0.7-^tm-thick layer is spin coated and baked under air at a 
temperature of 250 °C during 5 min. Oxide patterns (150 nm 
thick) are then fabricated using conventional lithographic 

■ Silicon substrate 

D Hard baked resist 
(700 nm) 

Before etching 

□ Oxide mask 

■ 1-Line resist 

nn 
After pattern 

transfer 

FIG. 1. Schematic view of the trilevel structure. 

and etching steps. The thick I-line resist used for the oxide 
patterns definition is not removed at this point, but is re- 
moved during the dry development step. 

III. PROCESS DEVELOPMENT 

A. Pure oxygen 

The Helicon source is operated at a rf power of 1500 W to 
minimize the 02 dissociation in the plasma. The pressure is 
fixed at 2 mTorr, the 02 flow at 60 seem. The bias power is 
fixed to 200 W providing ion energies higher than 150 eV. 
Endpoint detection is performed using in situ real-time ellip- 
sometry. Same conditions are used for the overetch step. The 
overetch time is fixed to 25%. The duration of the process 
(taking into account the overetch step) is 85 s (the etch rate 
of the hard baked resist is around 700 nm/min). Figure 2 
shows the etching profile obtained with this process. A se- 
vere undercut is observed in the hard baked resist due to 
spontaneous etching reactions between oxygen atoms and the 
polymer. 

B. S02/02 gas mixture 

S02 is added to the gas mixture to promote the formation 
of a sulfur-based passivation layer on the sidewalls of the 

WD9 1? : 53 2? -MflY-S? 

Mask 

baked 
»resist 

„^f ft. W0%$ß fSWWWf^ 

02    pur Substrate 
28 0kV    XS8. €K 588r>ta 

FIG. 2. Oxide-masked hard baked resist features etched in a high density 
plasma etcher using pure 02. A severe undercut is observed. 
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16:59        3-JUN-9? 

Hard 
baked 
resist! 

Substrate 

20.0kV X45.9K  66?nm 

FIG. 3. Oxide-masked hard baked resist features etched in a high density 
plasma etcher using S02/02 gas mixture. Anisotropie profile are obtained 
with only 30% of S02 in the gas phase. 

organic materials. Process conditions are identical as before. 
S02 flux (18 seem) is 30% of the total flux (60 seem). With 
S02 addition into the gas phase, the etching time increases to 
100 s. Even if organic film etch rate decreases to 525 nm/ 
min, anisotropic profiles are obtained as shown in Fig. 3. 
This experiment shows that adding S02 to the gas mixture is 
a very efficient way to enhance the anisotropy of the etching 
process. The etching anisotropy obtained is expected to be 
due to the formation of a passivation layer on the sidewall of 
the features. 

In a top surface imaging scheme, the final resolution ob- 
tained is the convolution of the aerial image of the light at 
the resist surface and the quality of the pattern transfer. To 
demonstrate that the S02/02 gas mixture can provide a very 
high pattern transfer quality, a plasma polymerized methyl- 
silane (PPMS) photosensitive film was deposited on the top 
of 0.5 /mm hard baked resist.21 Exposures were performed 
using an experimental tool working at 193 nm.22 PPMS de- 
velopment was achieved in a high density plasma etcher 
using pure chlorine and pattern transfer was performed in the 
same etching tool using the S02/02 gas mixture. Resolution 
down to 0.13 /mm were obtained at 193 nm at a dose of 15 
mJ/cm2. Figure 4 shows 0.15 /xm line/space (1/s) features 
obtained with this process. The high selectivity between the 
oxidized PPMS layer and the organic materials allows ob- 
taining high aspect ratio structures with vertical sidewalls. 
These results show that PPMS is a promising 193 nm 
negative-tone bilayer resist which combines resolution, sen- 
sitivity, and plasma etch resistance. 

IV. CHEMICAL DISTRIBUTION ANALYSES OF 
OXIDE MASKED POLYMER FEATURES 
DRY DEVELOPED WITH S02 

In order to analyze the chemical composition of the side- 
wall passivation layer, samples were etched in the Helicon 
source using pure S02 under the process conditions de- 
scribed earlier (source power: 1500 W, bias power: 200 W, 
pressure: 2 mTorr). The etching was stopped in the hard 

FIG. 4. 0.15 /im 1/s features patterned with PPMS resist at 193 nm and 
developed in a high density plasma etcher using a S02/02 gas chemistry. 

baked resist layer 200 nm before reaching the silicon sub- 
strate (see Fig. 5). After etching, samples were transferred 
under vacuum into the XPS analysis chamber. Figure 5 
shows the 0.5 fim 1/s features etched in the Helicon source 
and analyzed by XPS. 

A. Blanket hard baked resist analyses 

XPS analyses are first conducted on a blanket hard baked 
resist without any plasma exposure. Three elements were 
detected by XPS (C, O, and S). The percentage of the chemi- 
cal elements obtained from the XPS spectra after spectral 
deconvolution are summarized in Table I. The atomic per- 
centage of sulfur detected in the photoresist is only 1% (sul- 
fur is present in the chemical composition of the photoactive 
compound of the photoresist). The S 2p peak is observed 
around 169 eV, which means that sulfur present in the pho- 
toresist is in the highest oxidation state like such as 
(S02~,2H+) and S03 (the chemical shift is around 5 eV 
relative to its elemental state).23 

i lard baked resist 

Substrate 

28.0kV    X68.8K        5 0 8 n m 

FIG. 5. Oxide-masked hard baked resist features (0.5 /jm 1/s) partially etched 
using pure S02. The remaining thickness of the resist is about 200 nm. 
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TABLE I. Element concentrations determined on the surfaces of oxide-masked hard baked resist etched using the 
pure S02 process. 

Analyzed area C Is (in %)    O Is (in %)    S 2p (in %)    S 2p ox (in %)    Si 2p (in %)    SiO* (in %) 

<0.5 

33.1 

Hard baked resist 62.3 36.7 1.0 
Hard baked resist 75.4 12.0 12.1 0.5 
after etching 
Oxide mask 0.7 63.0 2.3 0.8 
Sidewalls of the 72.1 19.6 8.2 

B. Hard baked resist after etching 

Blanket hard baked resist surface is also analyzed after 
the S02/02 etching process. An XPS survey spectrum re- 
veals that carbon, oxygen, sulfur, and silicon are present on 
the etched surface after the process. A high resolution spectra 
of Si 2p peak points out that the Si 2p contribution is located 
at 102 eV and is only present as a trace (Si 2p signal was at 
the limit of detection of the XPS system). The presence of 
silicon on the etched surface can be explained by the erosion 
of the Si02 mask (see Fig. 5). Si02 etching products are 
sputtered by the high energy ion bombardment and redepos- 
ited on the blanket resist surface. Figure 6 shows the S 2p 
spectra recorded on the hard baked resist surface with the 
charge neutralizer turned off. Two contributions are detected 
in the S 2p XPS spectra. The first is the S 2p doublet located 
at a binding energy of 164 eV. This peak indicates that el- 
emental sulfur or C-S bonds are present at the surface of the 
resist.19 The other S2p peak located at around 168 eV is 
attributed to the presence of sulfur oxides. This contribution 
is already present in the hard baked resist before the etching 
process (see Sec. IV A), but can also be formed by the 
plasma oxidation of the sulfur containing polymer formed on 
the resist surface. O 1 s and C 1 s spectra are also recorded 
(not shown here). The quantitative coverage of the different 
elements derived from the XPS spectra presented above are 
summarized in Table I. A decrease in the oxygen concentra- 
tion (compared to the unetched resist surface) is measured. In 

fact, 01 s signal coming from the hard baked resist is 
shielded by the passivation layer formed at the surface, 
which is mainly made of carbon and sulfur. 

C. Blanket oxide surface after etching 

XPS experiments are also performed on blanket Si02 sur- 
faces. O 1 s and Si 2p contributions (not shown here) are 
detected at 533.3 and 103.3 eV, respectively, which is in 
good agreement with the theoretical positions. No positive 
charging is observed on the oxide hard mask. A very weak 
Cls contribution is also recorded on blanket Si02 surfaces. 
Two contributions are detected in the S 2p spectra. The first 
is located at 164 eV and the other one at 169 eV (see Fig. 7). 
The 164 eV peak is attributed to elemental sulfur or C-S 
based compounds present on the oxide hard mask. The peak 
located at 169 eV corresponds to oxidized sulfur species 
such as (S04~,2H+) species. This contribution is originat- 
ing from elemental sulfur or C-S compounds oxidized by 
the oxygen atoms of the plasma. 

D. Chemical analyses of the sidewalls of the organic 
polymers 

Si2p XPS spectra (not shown here) are recorded in 0.5 
fim 1/s features with the lines aligned perpendicularly to the 
electron energy analyzer (in this case, the signal originates 
from the top and the sidewall of the oxide hard mask and 

-~N 

S2p doublet    A 

s~\ 
a x, /      \ S 

w 
>> >, 

■w 
«5 e SO                  /            \ e 

■*■* s ■4 J\ J               \ c 

i        ■        i        ■        i        ■ 

172                168                164 160 

Binding energy (eV) 

FIG. 6. S 2p XPS spectra recorded on a blanket hard baked resist after 
etching. Sulfur signal is coming from the passivation layer formed on the 
surface of the resist. 

172 168 164 

Binding energy (eV) 

FIG. 7. S 2p XPS spectra recorded on blanket oxide-masked area after etch- 
ing. Two contributions are observed: C-S compound at 164 eV and oxi- 
dized sulfur compound at 169 eV. 
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FIG. 8. C l.s XPS spectra recorded on 0.5 /an l/s features with the lines 
aligned perpendicularly to the electron energy analyzer and the charge neu- 
tralizer turned off. 
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FIG. 9. S 2/> spectra recorded in 0.5 /tm l/s lines aligned perpendicularly 
with the electron energy analyzer and with the charge neutralizer turned on. 
Elemental sulfur or C-S containing species are detected on the sidewalls of 
the hard baked resist. 

from the sidewalls of the hard baked resist). When the charge 
neutralizer is turned off, a broad peak is detected at a binding 
energy of 104.8 eV. This peak is shifted to lower binding 
energy (81.8 eV) and broadened when the charge neutralizer 
is turned on. No other contributions are detected with the 
charge neutralizer turned on. This contribution is attributed 
to the Si 2p signal originating from the top and the sidewall 
of the oxide hard mask. The shift to the higher binding en- 
ergy (1.5 eV) when the charge neutralizer is turned off is due 
to the positive charging of the Si02 surface (theoretical po- 
sition: 103.3 eV). A calibration in energy of all the XPS 
contribution coming from the mask is performed when the 
charge neutralizer is off: the positions of XPS peaks are then 
corrected by taking into account the +1.5 eV shift. When the 
charge neutralizer is turned on, XPS spectra attributed to the 
oxide hard mask are calibrated by taking into account the 
21.5 eV shift induced by the low energy electrons flux. 

Figure 8 shows the C 1 s spectra recorded in 0.5 fim l/s 
features with the lines aligned perpendicularly to the electron 
energy analyzer. When the charge neutralizer is turned off, 
the C 1 s peak is located at 284 eV. As very low carbon 
concentrations are detected on the mask (see Sec. IV C), this 
C 1 s signal originates from the sidewalls of the features. 
When the charge neutralizer is turned on, the C 1 s peak is 
shifted towards lower binding energies (270 eV). The shift in 
energy due to the charge neutralizer is therefore only 14 eV 
for the elements present on the sidewalls of the hard baked 
resist. The higher shift measured on the oxide hard mask 
(21.5 eV) with respect to the resist (14 eV) is attributed to 
the higher electron flux collected by the oxide hard mask 
than by the polymer sidewalls (in our system, the low energy 
electron flux is flood on the analyzed surfaces with an angle 
of 30° with respect to the wafer plane: low energy electron 
mainly reach the oxide hard mask). 

The S 2/7 spectra recorded in 0.5 /urn l/s features with the 
charge neutralizer on is shown on Fig. 9. When the charge 
neutralizer is turned off, we observe only a broad peak, lo- 
cated at around 164 eV. This peak is a convolution of the 

signal coming from the mask and from the sidewalls of the 
features. A perfect differentiation between signals originat- 
ing from the top of the features (the oxide hard mask) and 
the sidewalls of the features (hard baked resist) is possible 
when the charge neutralizer is turned on: assignation of the 
peaks is made using the shifts in energy determined before 
(21.5 eV for the signal coming from the mask and 14 eV for 
the signal coming from the organic polymer sidewalls). The 
spectra shown in Fig. 9 exhibits two peaks. The first one 
(located at the shifted binding energy of 149 eV) is attributed 
to the S 2p doublet originating from the organic resist side- 
wall whereas the other peak (located at a binding energy of 
143 eV) is associated with the S2p doublet due to sulfur 
compounds present on the top of the mask. Based on these 
results, it is now possible to analyze the signal recorded 
when the charge neutralizer is turned off (see Fig. 10). A key 
point which needs to pointed out, is that XPS peaks due to 
sulfur oxides on the top of the mask or on the organic poly- 
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FIG. 10. S 2/; spectra recorded in 0.5 /an l/s lines aligned perpendicularly 
with the electron energy analyzer and with the charge neutralizer turned off. 
The doublet located around 165 eV is originating from S 2p signal coming 
from the top of the oxide hard mask whereas the doublet at 164 eV is 
attributed to the passivation layer formed on the sidewalls of the features. 
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Fio. 11. O Is XPS spectra recorded on 0.5 /j,m 1/s features with the lines 
aligned perpendicularly to the electron energy analyzer and the charge neu- 
tralizer turned on. A clear distinction between the signal coming from the 
top of the mask and the sidewalls of the features is possible when the charge 
neutralizer is turned on. 
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FIG. 12. S 2p XPS spectra recorded on 0.5 /xm 1/s features with the lines 
aligned perpendicularly to the electron energy analyzer with the charge neu- 
tralizer turned off. The sample is transferred under vacuum in the analysis 
chamber (a) or left 1 h under air before the transfer in the analysis chamber 
(b). 

mer sidewalls are not detected (these species are only present 
as traces). 

As with S2p XPS spectra, a clear separation between 
0 1 s signal coming from the mask and the sidewalls of the 
hard baked resist is obtained when the charge neutralizer is 
turned on (see Fig. 11). 

When the lines are aligned in parallel with respect of the 
energy analyzer, the top and the bottom of the features are 
analyzed. At the bottom of the features, a sulfur-based pas- 
sivation layer is also observed (spectra not shown here) 
whose composition is close to the layer formed in blanket 
resist area. 

The quantitative composition of the surface derived from 
the spectra presented earlier are summarized in Table I. 

V. CHEMICAL ANALYSES OF THE SIDEWALLS OF 
THE FEATURES AFTER AIR EXPOSURE 

In situ XPS analyzes are interesting because they provide 
some information on chemical composition of surfaces ex- 
posed to the plasma allowing etching mechanisms to be bet- 
ter understood. However, in most cases, etched surfaces are 
exposed to air after plasma treatment and prior going to the 
next technological step of integrated circuit (IC) fabrication 
processes. Under air exposure, chemical reactive layers 
formed during plasma exposure get oxidized and may also 
react with water moisture. Air exposure can therefore deeply 
modify the chemical nature of the reactive layers formed 
during the plasma exposure that can have some important 
consequences on the subsequent technological steps. This 
statement is particularly true for plasma dry development 
processes which involve resist patterns fabrication. Indeed, 
resist patterns obtained by TSI techniques or multilayer resist 
schemes are supposed to be used in IC fabrication for gate, 
contact holes, or metal patterning. 

In order to analyze the air-induced modification of the 
reactive layers formed on resist patterns after dry develop- 
ment using S02/02 gas mixtures, the previous sample is left 
1 h under air and analyzed again by XPS. XPS spectra are 

recorded as earlier in blanket resist areas, oxide hard mask 
areas, 0.5 /mm 1/s features areas with the lines aligned per- 
pendicularly to the electron energy analyzer. Main changes 
with respect to the in situ analyzes are observed in the S 2p 
spectra. Figure 12 shows the S 2/? spectra recorded without 
air exposure [Fig. 12(a)] and after air exposure [Fig. 12(b)]. 
Only elemental or compounds with C-S bonds (correspond- 
ing to the peak located at 164 eV) are detected when the 
sample is transferred into the analysis chamber without air 
exposure. After air exposure, two oxidation states of sulfur 
are observed: the peak located at 164 eV is still detected and 
a new one (located at 169 eV) appears. This peak is attrib- 
uted to the highest oxidation state of sulfur (+6, as in SO2.-) 
as mentioned earlier. The most likely compound seems to be 
H2S04 (H is not detected by XPS). This compound is a result 
of the interaction of sulfur compounds present on the etched 
surfaces and water moisture. 

VI. DISCUSSION 

Anisotropie profiles of Si02 masked organic materials can 
be obtained in high density plasmas with the S02/02 chem- 
istry whereas a severe undercut is observed under the Si02 

hard mask when pure 02 is used under the same plasma 
operating conditions as already reported in several 
studies.5'10'12 The mechanism invoked to explain the gain in 
anisotropy is based on the formation of a passivation layer 
on the sidewalls of the features. Thermodynamic studies of 
the carbon/sulfur system predict that spontaneous reaction of 
sulfur with carbon may form volatile species such as CS2 

only when the temperature is above 150 °C.24 Using XPS, we 
have clearly demonstrated that a passivation layer is formed 
on the sidewalls of the features. The passivation layer is 
mainly formed of carbon and sulfur atoms and is a result of 
the dissociation of S02 molecules in the plasma and the com- 
petitive absorption of sulfur and of oxygen atoms at the sur- 
faces of organic materials. The thickness of this film cannot 
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be evaluated, but the layer formed on the sidewalk of the 
features is thick enough to minimize spontaneous etching 
reactions of oxygen atoms with the hard baked resist. A pas- 
sivation layer is also formed on the surface of the resist at the 
bottom of the features. The formation of this layer only in- 
duces a decrease of the etching rate with respect to pure 02 

plasmas. 
When the samples are transferred in the analysis chamber 

without air exposure, sulfur is mainly bonded to carbon at- 
oms, but is also observed in its higher oxidation states (+6) 
in small concentrations. Huang, Melaku, and Nguyen sug- 
gested that oxidation of sulfur species is induced by the oxy- 
gen atoms present in the gas phase of the plasma.13 

XPS analyzes after air exposure show that air exposure 
induces some severe modifications of the etched surfaces. 
Same elements are detected when the sample is exposed to 
air (carbon, silicon, oxygen, and sulfur). After air exposure, 
the XPS peak attributed to oxidized sulfur species now domi- 
nate. Taking into account the chemical shift of the S 2p peak 
(+5 eV), these species are attributed to S03 or (SO4", 2H+) 
compounds. In fact, as suggested by Huang, Melaku, and 
Nguyen the most likely compound seems to be sulfuric acid 
(H2S04) as hydrogen is not detected by XPS.13 Huang, 
Melaku, and Nguyen also pointed out that no effects are 
observed on TSI dry etch developments results if an in situ 
plasma clean is used to minimize the thickness of the film 
deposited on the reactor walls. However, the presence of 
H2S04 on every etched surfaces can have an impact on the 
process steps following the dry development. 

VII. CONCLUSION 

Anisotropie etching profiles of oxide-masked organic ma- 
terials can be obtained in a high density etcher using S02/02 

gas mixture. The chemical topography of oxide-masked hard 
baked resist features etched using this chemistry has been 
investigated by quasi in situ XPS. Sulfur was detected on all 
the analyzed surfaces, mainly in elemental state or bonded to 
carbon atoms. A passivation film formed by nonvolatile sul- 
fur containing species is observed on the sidewalls of the 
features. This film is thick enough to protect the hard baked 
resist from spontaneous etching reactions with the oxygen 
atoms of the gas phase of the plasma and explains the en- 
hancement of anisotropy when S02 is added to the gas mix- 
ture. 

When the wafers are exposed to air, the passivation layer 
interacts with air moisture to form sulfur-based acids. The 
existence of acids can have some major impact on the fol- 
lowing technological steps. 
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We fabricated chromium based single-electron transistors comprising small-area Cr/CrOx/Cr tunnel 
junctions with an evaporated chromium oxide barrier. The transistors are fabricated using e-beam 
lithography with a bilayer resist and two-angle shadow evaporation. We describe the fabrication 
process and discuss the device characteristics. © 7999 American Vacuum Society. 
[S0734-211X(99)06204-6] 

I. INTRODUCTION 

In recent years, technological progress in nanofabrication 
has made it possible to shrink the geometrical size of de- 
signed structures to below the submicron level with a char- 
acteristic capacitance in the subfemtofarad range. A new 
class of devices has emerged whose operation is based on 
Coulomb blockade effects.1'2 Among them, the single- 
electron transistor (SET)3'4 has proved to be one of the most 
simple and promising for practical applications. It consists of 
two junctions connected in series and a gate electrode at- 
tached to a small island formed between the junctions. In this 
circuit, a discrete tunnel current through the junctions is con- 
trolled by a continuous tiny variation of charge supplied by 
the gate. As follows from orthodox theory,1 for this control 
to be observable, the total capacitance of the device C2 must 
be small compared to e2/kBT and the junction tunnel resis- 
tances must exceed the resistance quantum RQ=hlAe2^6.5 
kft. Theory predicts extremely low intrinsic charge noise for 
the SET5 giving the possibility of using the SET as a highly 
sensitive electrometer. However, numerous experiments 
have shown that the performance of SETs (and, in general, 
most single-electron devices) suffers from background 
charge fluctuations.2 

A lot of experimental data has already been accumulated 
on noise properties of metallic SETs, mostly on Al-based 
structures.6-12 It is well known that the charge noise of SETs 
at low frequencies, /=£ 1000 Hz, substantially dominates over 
their intrinsic noise and usually has a 1/f power spectrum 
with intensity in the range of 10"3-10"4 e/Hz1/2 at 10 Hz. 
It is generally believed that the origin of excessive back- 
ground charge noise is in the charge traps randomly distrib- 
uted around the SET island. 

A deep understanding of the nature of the background 
charge noise seems very important for practical implementa- 
tion of single-electron devices and it may eventually lead to 
a substantial reduction in the noise level. 

a'On leave from Lebedev Physics Institute, Leninskii Prospekt 53, 117924 
Moscow, Russia; present address: NEC Fundamental Research Laborato- 
ries, 34 Miyukigaoka, Tsukuba, Ibaraki 305-8501, Japan; electronic mail: 
pashkin@frl.cl.nec.co.jp 

Several substrate materials (Si, Si02/Si, Si3N4/Si, and 
A1203) have been tried for the fabrication of SETs and those 
made on Si3N4/Si were found to have the worst noise 
properties.8 This fact clearly indicates that the substrate ma- 
terial does affect the noise level of SETs. In one particular 
experiment, using a dual spectrum method it was found that 
the main source of charge noise is located in the substrate in 
the vicinity of the island.11 By choosing a SET design where 
the island was effectively screened from the substrate by the 
base electrode, the noise level was reduced down to 2.5 
X 10~5 e/Hz1/2 at 10 Hz,12 the best noise figure reported so 
far for SETs operating at low frequency. The noise level can 
be further reduced if the SET is operated outside the 1/f noise 
range, e.g., by coupling a SET to a high-frequency resonant 
circuit.13 

An alternative way to study noise properties of SETs is to 
use a different (from commonly used aluminum) material for 
junction electrodes and tunnel barriers. Recently, a Cr-based 
SET with tunnel junctions having thermally grown native 
oxide barriers has been reported and its noise properties 
(noise level and frequency dependence) appeared to be simi- 
lar to those of Al-based devices.14 

In this article we present our data on the fabrication and 
measurement of chromium based SETs made by a conven- 
tional angle evaporation technique but with a novel proce- 
dure for barrier formation. The use of a normal metal (Cr) 
instead of a superconductor (Al) for the fabrication of a SET 
does not require the application of a high magnetic field and 
may be desirable in many cases. 

II. FABRICATION 

Small capacitance tunnel junctions forming SETs were 
fabricated using self-aligned angle evaporation through a 
suspended resist mask.15 Fine lines and submicron bridges in 
the mask were patterned using electron beam lithography. 
The junctions were made by overlapping the bottom and top 
chromium electrodes. In contrast to Ref. 14, a tunnel barrier 
between the electrodes was formed by evaporation of a thin 
layer of chromium oxide. Below is a detailed description of 
the fabrication procedure utilized. 

1413     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1413/4/$15.00       ©1999 American Vacuum Society     1413 
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FIG. 1. (a) Layout of the circuit, (b) Schematic view of the evaporation 
procedure (not to scale). The evaporation sequence is (1) bottom Cr at 
0=20°, (2) CrOv at 0=18°, (3) CrOv at 0=-18°, (4) top Cr at 0=-2O°. 

A 3 in. silicon wafer with a thermally grown oxide layer 
was used as the substrate. The wafer was spin coated by a 
standard bilayer resist with polymethyl (methacrylate, meth- 
acrylic acid) [P(MMA-MAA)] copolymer at the bottom and 
polymethylmethacrylate (PMMA) on the top. Such a resist is 
quite suitable for fabrication of nanostructures made of met- 
als having reasonably low evaporation temperatures. The 
mask made in the resist can successfully withstand deposi- 
tion of aluminum, gold, copper, silver, chromium, lead, in- 
dium, and tin to mention a few. 

After the resist system was built up, the wafer was scribed 
and broken into small chips (—5X10 mm). Each chip was 
exposed separately in a modified scanning electron micro- 
scope (JEOL JSM-840A) which had a PC controlled electron 
beam. The exposure was performed in two steps. The first 
step took place immediately after the focus was adjusted, and 
the fine structure of the pattern with linear dimensions down 
to about 0.1 fim [see Fig. 1(a)] was exposed with a probe 
current of 30 pA. After that, the probe current was switched 
to 30 nA and the rough structure including contact pads 
(~0.25X0.5 mm) was exposed. By exposing fine and rough 
structures in one run, we avoid a photolithography step for 
making contact pads in a separate layer. The total exposure 
time for one pattern is about 1 min. 

After development in two selective developers, the chip is 
placed into a vacuum system for evaporation of the metallic 
layers and fabrication of the tunnel junctions. For the forma- 
tion of a tunnel barrier, we used the property of chromium to 
getter oxygen during evaporation. This was confirmed by our 
simple test prior to fabrication of the tunnel junctions. We 
evaporated thin chromium films (10 nm thick) with a con- 
stant rate (=«0.05 nm/s) but at various pressures of oxygen in 
the chamber and measured their sheet resistance at room 
temperature. The sheet resistance was about 100 ft/D when 
the residual gas pressure in the chamber was 2X 10~7 mbar. 
It increased to 2.5 kfl/D at an oxygen pressure of 3 X 10"6 

mbar and up to 7 Mfl/D at 6X 10~6 mbar. At even higher 
pressures, the films were completely insulating. We must 
note that such a method was not very accurate since the 
settings on the thickness monitor are not absolutely correct 
when chromium is substituted by chromium oxide during 
deposition. However, we believe that despite the uncertainty 
in the film thickness there is a tendency for the resistance to 
rise with the increase of oxygen pressure. Besides the in- 

crease of sheet resistance, we observed a drop of oxygen 
pressure during evaporation when the initial pressure was 
higher than 2 X 10~6 mbar. These two effects, the increase of 
sheet resistance and the decrease of oxygen pressure, clearly 
indicate that chromium reacts with oxygen during evapora- 
tion. Our idea was to use this property of chromium for the 
fabrication of a tunnel barrier. 

The base pressure of the turbomolecular pumped system 
is typically below 10~7 mbar. The system is equipped with a 
tilting stage and an e-gun evaporator. The first evaporation of 
chromium is done with the stage tilted to an angle +0=20° 
from normal incidence. The bottom electrode is evaporated 
from a graphite crucible at a rate of about 0.5 nm/s, to a 
thickness of 20 nm. After deposition of the bottom electrode, 
the pumping rate is decreased by 30% and oxygen is let into 
the chamber. The oxygen pressure is stabilized and kept con- 
stant manually in the range of 5X 10~5-10~4 mbar. After 
the pressure is stabilized, the crucible is heated gradually. 
There is an important reason for this. During the heating, 
oxygen pressure tends to decrease and if there is no feedback 
it may drop to a very low level rapidly. Simultaneously, the 
evaporation rate increases and that causes a further pressure 
drop. This avalanche-like process should be stopped at its 
initial stage, and one needs some skill to be able to keep both 
the oxygen pressure and the evaporation rate constant. The 
typical evaporation rate for chromium oxide was 0.04-0.05 
nm/s. An increase of the rate above this level makes the 
process less controllable and results in a pressure drop below 
10~6 mbar and eventually in low resistance tunnel junctions. 
From a comparison of the mean free path corresponding to a 
pressure of 10~4 mbar (~1 m) and the distance between the 
crucible and the substrate in the vacuum chamber (—20 cm), 
one can conclude that oxidation of the chromium takes place 
on its surface in the crucible. Thus, the deposition of chro- 
mium oxide occurs as a result of the following sequence: 
first, the chromium surface oxidizes in the crucible and then 
the oxide is evaporated onto the substrate. 

Chromium is known to have several oxides;'617 Cr203, 
Cr03, and Cr02 are the most common ones. They all have 
very different chemical and physical properties. Cr203 has a 
green color, while Cr03 is dark red and Cr02 is black. Cr203 

is a very stable compound with excellent dielectric properties 
suitable for high quality tunnel junctions, Cr03 is reported to 
be an n-type semiconductor, and Cr02 is a ferromagnetic 
metal. The latter two decompose into Cr203 and 02 at tem- 
peratures above 250 °C. After evaporation in oxygen, the Cr 
crucible was always a green color in our experiments and 
thus we tend to conclude that it was Cr203 that was evapo- 
rated as the tunnel barrier. However, stoichiometric measure- 
ments are needed in order to verify the composition. 

The idea during the evaporation of chromium oxide was 
to cover the bottom electrode with Cr203 in such a way that 
there were no open parts which could be connected directly 
to the top electrode and shunt the junction in case of a small 
misalignment of angles. For this, one half of the oxide layer 
was evaporated at an angle slightly smaller than <p and an- 
other half at an angle slightly smaller than - 6 [Fig. 1(b)] so 
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FIG. 2. I-V curve of Cr-based transistor; top inset: measurement circuit; 
bottom inset: I-V curve at high bias voltage. 

that the edges of the bottom electrode are adequately covered 
by the oxide layer. The total thickness of the evaporated 
oxide was 2.5 nm. This gave a tunneling resistance in the 
range of 105-106 Ü depending on the bias and sample tem- 
perature. 

After formation of the barrier, the top chromium electrode 
was deposited to a thickness of 25 nm at an angle - 6 at a 
rate of 0.05 nm/s. The use of a thick top resist layer and a 
higher evaporation rate in comparison to what was reported 
in Ref. 14 helped to avoid problems with overheating and 
cracking of the resist mask. 

The sheet resistance of the evaporated chromium film was 
equal to 10 fl/D, so that the resistance of the leads (~2 kfi) 
was much smaller than the tunneling resistance, allowing 
two-probe measurements in the experiment as well. 

III. MEASUREMENTS 

Measurements were carried out in a plastic dilution refrig- 
erator capable of reaching a temperature of 20 mK. All the 
measurement leads were filtered with RC filters located in a 
helium bath during the measurements. The measurement 
leads between the sample holder and the mixing chamber 
were Thermocoax™ cables that had good attenuation at high 
frequencies.18 The coax cables entered the sample holder 
through a small hole and the outer shields of the cables were 
soldered to the sample holder. The inner conductors hung 
free in the sample holder. After the chip with a SET transis- 
tor was glued onto the copper sample holder, they were sol- 
dered with indium to the contact pads using 0 0.03 mm 
silver wires. Several transistors were fabricated and mea- 
sured, and we report here characteristics of one typical 
sample. 

We used a symmetric bias current as shown in the upper 
inset of Fig. 2. We could sweep or step the bias voltage Vb 

and the gate voltage Vg and measure the voltage drop V 
across and current / through the transistor. An example of the 
I-V curve at low bias is presented in Fig. 2. Suppression of 
the tunneling current around zero bias (Coulomb blockade) 

\ 
> -150 

-200 

-250 

FIG. 3. Modulation curves at various biases. The arrows mark sudden jumps 
of the V- Vg curves caused by background charge fluctuations. The curves 
are not shifted in the y axis. 

is clearly seen, however, the suppression does not develop 
into a perfect blockade. The ratio of zero bias resistance to 
resistance at, say, 10 mV is only a factor of 6. It is usually 
much higher in transistors having junctions with thermal ox- 
ide barriers, both Cr or Al based. Unlike Al-based devices, 
the I-V curve of our transistors does not have high bias 
asymptotes with constant slopes. As seen from the I-V curve 
taken at ±18 mV (bottom inset of Fig. 2), the differential 
resistance decreases with bias. Also, asymmetry between 
positive and negative branches of the I-V curve is visible. 

We also measured modulation curves of the transistor. A 
family of V- Vg curves corresponding to different bias volt- 
ages is presented in Fig. 3. Because of the asymmetry of the 
I-V curve, the modulation amplitude at negative bias was 
about 10% higher than that at positive bias (not shown). The 
modulation curves remain quite stable at relatively low bias 
current but they tend to shift the phase at higher bias current. 
One can clearly see sudden jumps in the modulation curves, 
marked by arrows, that are very typical for the transistor. 
From the modulation curves, we estimated the capacitances 
of the transistor: C,~190 aF, C2» 160 aF, and Cg= 16 aF 
giving C2 = 370 aF. Thus, the characteristic charging energy 
of the transistor was »2.4 K. The maximum modulation am- 
plitude measured was about 40 fiY (second curve from the 
top). Using this curve, we estimated the charge sensitivity of 
the device at the lowest temperature which was equal to 70 
mK. By measuring root mean square (rms) fluctuations of 
the output voltage V, we calculated the input charge sensi- 
tivity to be QN= 1.3 X 10~2 e/Uzm at 10 Hz. 

IV. DISCUSSION 

We measured several transistors with a layout similar to 
that in Fig. 1 and with similar junction areas. The transistor 
described above appeared to be the best one in terms of 
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modulation amplitude and charge sensitivity. We observed 
features that are common for all the transistors studied. 

(1) The I-V curves show visible nonlinearity at any bias 
voltage in the range ±150 mV. The nonlinearity is much 
stronger in comparison to Cr transistors with thermally 
oxidized tunnel barriers. 

(2) The resistance at zero bias was at most only six times 
larger than the resistance at 10 mV. In fact, we could 
observe modulation of the tunneling current only if the 
resistance at 10 mV exceeded 0.5 MO. 

(3) Sudden jumps (telegraph-like noise with various time 
constants) in both the I-V and V-Vg curves are very 
typical for all our samples. 

(4) The transistors turned out to be much noisier in compari- 
son to Al- and Cr-based transistors with thermally oxi- 
dized tunnel barriers. The best noise sensitivity achieved 
was only QN= 1.3X 10"2 e/Uzm. 

We believe the observed behavior of the transistors can be 
attributed to the insulating layer forming the tunnel barrier. 
The nonlinearity of the I-V curves can be explained by the 
lower barrier heights of the Cr/CrO^/Cr tunnel junctions. 
Indeed, our estimation19 of the barrier height <p based on a 
simple model20 yields <p=*175 meV. This is similar to what 
was reported for Cr transistors with thermally oxidized tun- 
nel junctions and a factor of 10 lower than what is known for 
Al tunnel junctions. This is supported by the strong tempera- 
ture dependence of the differential resistance, at any bias, 
when the samples are cooled from 300 K to the low tempera- 
ture. 

Low zero bias resistance and jumps in the /-Vand V-Vg 

curves are associated with poor quality insulating layers. In- 
tuitively, the evaporated layer is not as uniform and stable as 
the naturally grown oxide layer. The surface of the evapo- 
rated layer is probably rougher and also the layer may con- 
tain some normal inclusions inside. This may result in a 
lower zero voltage resistance. 

The measured charge sensitivity for our samples is more 
than an order of magnitude worse than what is known for Al 
and Cr devices with thermal oxide barriers made on Si02/Si 
substrates. From this we can conclude that, in our samples, 
the charge noise was dominated by the noise coming from 
the evaporated CrC\ layer which forms the tunnel barrier and 
also underlies the island. 

Further studies of evaporated chromium oxide layers in- 
cluding stoichiometric and microstructure measurements 
would be of great value. Analysis of the stoichiometry of the 
layer would reveal whether or not it is composed of pure 
Cr203. Microstructure measurements could provide impor- 
tant information on roughness and, possibly, the porosity of 
the barrier layer. 

In conclusion, we demonstrated that chromium-based 
single-electron transistors can be fabricated using a conve- 
nient angle evaporation technique with a tunnel barrier 
formed by evaporation of chromium in oxygen at a relatively 
high pressure. Although noise properties of such transistors 
appear to be worse in comparison to those with native oxide, 
their detailed study can shed light on the nature of back- 
ground charge fluctuations in SET devices. 
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Active sampling mass spectrometry has been used for process sensing in gate oxide growth by rapid 
thermal chemical vapor deposition from SiH4 and N20. Equipment and process behavior throughout 
the short process cycle were revealed in the detailed time-dependent changes of downstream mass 
spectroscopic signals. A H2 reaction product was clearly identified during Si02 deposition for 
SiH4/N20 ratios of 0.5%-2.0% at 5 Torr total pressure and in the temperature range 750-850 °C. 
No H20 product was observed, suggesting that the process is dominated by a two-step reaction 
involving SiH4 pyrolysis and subsequent N20 oxidation of the deposited Si to form Si02. The 
evolution of the H2 product signal during a process was then used as a process indicator. The 
integrated H2 signal was found linearly proportional to the deposited oxide thickness, providing the 
basis for real-time, noninvasive thickness metrology applications. This work demonstrates that 
properly configured real-time mass spectrometry is capable of providing not only time-dependent 
chemical information about system behavior, but also quantitative metrology for the film deposition 
process. © 1999 American Vacuum Society. [S0734-211X(99)07704-5] 

I. INTRODUCTION 

With the rapid advances in semiconductor fabrication 
technology, there are increasing demands for new sensing 
techniques to achieve more reliable and informative monitor- 
ing of the equipment and process status. Mass spectrometry 
provides chemical information about the process environ- 
ment and can be used for real-time, in situ diagnostics of the 
process effluent in semiconductor equipment. An optimal 
sampling system should reveal the true process gas compo- 
sition under process conditions, provide a rapid response to 
process changes, and allow quantification of various chemi- 
cal species present in the process environment. Previous 
work in this and other research groups has successfully ap- 
plied mass spectrometry to investigate system dynamics and 
thickness metrology in both deposition and etch systems.1"7 

In this article, we will describe the application of a two-stage 
differentially pumped mass spectrometer for the deposition 
of ultrathin gate oxide (<100 Ä) from SiH4 and N20 by 
rapid thermal chemical vapor deposition (RTCVD). 

II. EXPERIMENT 

Details of the RTCVD system and the mass spectrometer 
sampling system have been described elsewhere.1'8 Briefly, 
the RTCVD chamber was part of an integrated cluster tool 
with two other modules for advanced wafer processing.8 A 
load lock and central wafer handler allowed for automated 
transfer of 4 or 6 in. wafers. All experiments presented in 
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this article were performed on 4 in. wafers. The wafer was 
supported on three quartz crystal rods (~ 1 mm outer diam- 
eter) by point contact and rotated during deposition for im- 
proved temperature uniformity across the wafer. Radiative 
heating of the wafer was achieved through a quartz window 
by an array of halogen lamps parallel to the wafer surface 
and located directly above the wafer outside the vacuum 
chamber. The chamber was water cooled to prevent deposi- 
tion on the walls. A mixture of N20 and SiH4 was used for 
the deposition of thin Si02 film, with an excess of N20 gas 
present in order to assure a stoichiometric, fully oxidized 
Si02 film. An optimal process window had been previously 
identified at a total pressure of 5 Torr, total flow rate of 360 
seem, 750-850 °C, and SiH4/N20 ratio of 0.5%-2%.9,10 The 
SiH4 source was 10% diluted in Ar. 

The gate oxide film was deposited in the following oper- 
ating sequence: (1) a wafer was loaded into the process mod- 
ule, and rotation was initiated; (2) a 5 Torr total process 
pressure was established and maintained by flowing SiH4/Ar 
and N20 at the appropriate flow rates to achieve the correct 
SiH4/N20 ratio and total flow rate; (3) the wafer temperature 
was rapidly raised to the preset value and maintained for the 
preset time period (based on deposition rate and total film 
thickness required); (4) at the end of the process the heating 
lamps and gas flows were turned off, the process chamber 
was evacuated, and a N2 purge was turned on at 100 seem 
for 10 s; and (5) the wafer was then unloaded. 

The oxide deposition process was monitored with a quad- 
ruple mass spectrometer (QMS) sampling system config- 
ured to the RTCVD module as shown in Fig. 1. A 1 mm 
capillary at the front of a sampling tube was placed down- 
stream from the wafer, at the radial center of the fore line for 
the RTCVD module. A two-stage differential pumping sys- 
tem behind the sampling tube first reduced the pressure from 
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FIG. I. Schematic diagram of the experimental setup for active sampling mass spectrometer as integrated onto a RTCVD process module. A 1 mm sampling 
aperture was placed in the RTCVD module downstream from the wafer and at the radial center of the fore line. The mass spectrometer was housed in the 
second chamber of a two-stage differential pumping system that reduced the pressure from the 5 Torr process pressure to If)-6 Torr operating pressure for the 
QMS. 

the 5 Torr process pressure to —50 mTorr in the first pump- 
ing stage, and then to ~5 X 10~6 Torr at the QMS chamber 
in the second pumping stage. A Leybold-Inficon mass spec- 
trometer, configured as an open ion source, was used to sense 
in the mass range of 0-200 amu. This sampling system has 
demonstrated a response time of order ~ 1 s to total or partial 
pressure changes in the RTCVD module.1 

The experiments were performed in two stages. First, a 
survey spectrum was taken over mass range 0-200 amu to 
identify the cracking pattern of all reactant molecules when 
each process gas was introduced to the process module with- 
out any wafer heating (to prevent reaction). A survey spec- 
trum was also taken during the deposition process (i.e., with 
heating) to determine the reaction products. From these re- 
sults, the overall process chemistry of the deposition reaction 
was determined. Then relevant species were selected for 
monitoring in trend mode (i.e., as a function of time) through 
the deposition process cycle. In trend mode the mass spec- 
trometer sampled at a much faster data rate than in the sur- 
vey mode due to the reduced number of masses to be 
scanned. Thus, the time-dependent QMS signals for the re- 
actants and products through the process cycle provided a 
direct observation of the process sequence. 

The Si02 film thickness was measured on a Rudolph Au- 
toEl Ellipsometer. The Si02 uniformity from center out to a 
3 cm radius was about ±10%-15%, and worse nearer the 
wafer edge (about ±20%-25% center to 4 cm radius). In 
order to obtain a first order correction for nonuniformity, an 

average thickness was obtained in the following way. For 
each wafer, the thickness was measured at nine locations 
equally spaced along the diameter, and an analytical expres- 
sion was generated which gave a best fit to this spatial dis- 
tribution of thickness. The total volume of the Si02 film was 
calculated by integrating the best-fit function over the wafer 
surface, assuming that the film consisted of a series of co- 
axial rings. The average film thickness was then determined 
by dividing the total volume by the wafer surface area. This 
uniformity calibration was essential for metrology applica- 
tions since all the Si02 must be accounted for in order to 
make a valid correlation between the gas phase products and 
the solid phase film. 

III. RESULTS 

A. Time-dependent chemical sensing through the 
process cycle 

The rapid thermal chemical vapor deposition (RTCVD) of 
ultrathin gate oxide was carried out as a bicomponent reac- 
tion between N20 and SiH4. Silane was diluted in Ar carrier 
gas at a 10 SiH4/Ar ratio. As will be demonstrated, the net 
chemical reaction was identified as 

SiH4+2N20->Si02+2N2+2H2. 

Excessive N20 (achieved through low SiH4/N20 ratios) is 
employed in this process to ensure full oxidation of SiH4 to 
Si02. The partial pressure of all the gaseous reactants and 
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FIG. 2. Process cycle monitoring for the deposition of Si02 film by rapid 
thermal chemical vapor deposition from SiH4 and N20. The QMS signals 
were plotted as a function of time for the reactants N20 and SiH4 (repre- 
sented by the ionization fragments, N^ and SiH^ , respectively), and for the 
reaction product H2 (represented by H^). 

products in the process chamber can be monitored by QMS 
throughout the entire process cycle. Figure 2 shows the QMS 
signals for N^ (an ionization fragment for N20), SiH3 (an 
ionization fragment for SiH4), and H^ (for H2) during a 60 
s deposition process at 800 °C, 2% SiH4/N20 ratio, and 5.0 
Torr process pressure. The N^ fragment was selected to rep- 
resent the N20 reactant because the signal intensity of the 
primary ion N20

+ was too high to be plotted on the same 
scale. The signal contribution to the N^ fragment arising 
from the reaction product N2 was insignificant because of the 
large oversupply of N20 required for material quality. The 
SiH^ (amu 31) fragment was selected to represent SiH4 be- 
cause the primary fragment, SiH2 , overlaps with NO+ (a 
fragment of the N20 ionization process) at amu 30. 

The three curves for reactants N20 (N2) and SiH4 

(SiH^), and for product H2 (Hj) in- Fig. 2 clearly illustrate 
the partial pressure changes which occur through a deposi- 
tion cycle. At time [=3 s, the wafer was loaded into the 
process chamber from the central wafer transfer module. A 
slight increase in the N^ signal was observed because a 
small amount of N2 diffused into the process chamber from 
the transfer module during wafer loading. At f = 15 s, N20 
and SiH4 were introduced to the process chamber, leading to 
increases in both N^ and SiH^ signals. Since H2 was pro- 
duced during SiH4 ionization in the mass spectrometer, there 
was also a slight increase in the H2 signal. 

At f = 42 s, the process pressure of 5 Torr was reached, at 
which a regulatory pressure control system in the process 
module is engaged; this caused the brief pressure overshoot 
seen at t = 45 s, following which the pressure stabilized at 5.0 
Torr over the next 5 s. 

The heating lamp was turned on at f = 50s, and the wafer 
reached 800 °C process temperature at £ = 60 s, then remain- 
ing at process temperature for the preset process time of 60 s. 
During this process, surface reaction leading to Si deposition 
on the wafer took place, with consumption of some of the 
SiH4 and N20 reactants and generated of H2 gaseous prod- 

uct. The H^ product signal rose over about 20 s to its steady 
state level, then remained relatively stable afterward until 
termination of the process. 

At the end of the process, near f = 120 s, the heating 
lamps and the SiH4 and N20 gas flows were turned off, 
leading to a rapid drop in wafer temperature, evacuation of 
gases from the reactor, and abrupt termination of the depo- 
sition reactor and associated H2 product generation, leading 
to rapid drops in H2 and SiH^ signals. The N^ signal (in- 
dicative of N20) decreased first, similar to that for SiH3 . 
Soon afterward, the N2 signal increased rapidly, then de- 
creased to 30% of the original steady state level; this behav- 
ior was associated with an intentional N2 purge which was 
turned on at the end of each process cycle to flush out re- 
sidual process gases. Thus the N2 signal level at t = 140 s 
corresponded to the N2 pressure inside the process chamber 
during purge. These time-dependent observations demon- 
strate that the QMS sampling system reveals a variety of 
process cycle details of the system. 

B. Rapid identification of process chemistry 

The deposition of Si02 in this process certainly involves 
oxidation of SiH4 by N20. While N20 was reduced to N2 

gas, the hydrogen generated as a product from the SiH4 re- 
actant could be released into the gas phase as either H2 or 
H20, such as 

SiH4( gas) + 2N20( gas) ->Si02( solid) + 2N2( gas) + 2H2( gas) 

or 

SiH4(gas) +4N20(gas)->Si02( solid) 

+4N2(gas)+2H20(gas). 

To distinguish between these two pathways and to identify 
the primary gaseous by-products of the deposition reaction, a 
static deposition experiment was performed to increase the 
concentration of the by-products for better detection of mi- 
nor reaction products. Here, instead of maintaining a steady 
state pressure in the process chamber, a static 5 Torr process 
pressure was established using a 2% SiH4/N20 gas mixture. 
The process chamber was first isolated (all mass flow con- 
trollers and gate valves were turned off), and the wafer tem- 
perature was then raised to 800 °C for 60 s. The H2 and H20 
partial pressures were monitored using the mass spectrom- 
eter during this entire process cycle. 

Figure 3 shows the QMS signals for H2 and H20 as a 
function of time during the static Si02 deposition. The H2 

signal displayed a shape similar to that in the regular process 
(Fig. 2). While this signal at amu 2 would also be produced 
as a fragment of H20 ionization, H20 would also produce 
substantial signal at amu 18. The measured H20 signal, mag- 
nified by a factor of 10X in Fig. 3, shows no H20 signal 
above the noise level. These data demonstrate that the H2 

formation channel is strongly favored (by something like 
100X) over the H20 formation channel for the Si02 deposi- 
tion process. 

Accordingly, the process chemistry can be considered a 
two-step surface reaction, involving Si deposition from SiH4 

surface decomposition, followed by N20 oxidation of the 

JVST B - Microelectronics and Nanometer Structures 



1420 Lu, Tedder, and Rubloff: Process sensing and metrology in gate oxide growth 1420 

llJ AAJAAAA.AV^A/lfJlAnAvNAiAUa   KIIIMAM^ 
H,0*(18) (xlO) 

8.0x10" 
l/y^y»^  yifivy F1|WMM Wnv) r^yv 

6.0x10" 

Si^ + 2^0— 

SiH. + ^O— 

SKysl + ayg) + 2»^)              /v 

SiO!(s) + 4N!(g) + m&Q)      1         \ 

4.0x10" 
800°C 5Torr 
2%SiH4/N20 
Static Run (A) 

2.0x10" - I 
0.0 '.T-I-.-IV.-I».-!-.-: .■:!".■. .-.-i-rr  

\              Hi* P) 

(O 
(O 
E 
O 

0   20   40   60   80   100  120  140  160   180  200 

TIME (sec) 

FIG. 3. Comparison of the QMS signals for H2 and H20 during a deposition 
cycle under static gas flow conditions. The process chamber was first filled 
with 5 Torr of 2% SiH4/N20 mixture, and the chamber was then isolated. 
The wafer temperature was rapidly raised to 800 °C for 60 s to induce 
surface deposition. The H20 signal was multiplied by a factor of 10 to 
illustrate that the H20 signal was below the noise level. 

deposited Si species. The oversupply of N20 is needed to 
assure complete oxidation of the deposited Si before it is 
covered by more Si. This means that N20 depletion by the 
reaction is difficult to measure. Furthermore, the deposition 
is rate limited by SiH4 consumption/depletion, so that either 
H2 product generation from SiH4 pyrolysis or the associated 
SiH4 depletion provide metrics for progress of the reaction. 

C. Process metrology for oxide film thickness 

The above conclusions indicate that two H2 molecules are 
released to the gas phase for each Si02 molecular unit de- 
posited as oxide on the wafer. Thus, the partial pressure of 
H2 product in the process chamber, sensed by the QMS sig- 
nal, should be directly related to the rate of reaction which 
generated gaseous H2 into the process chamber and Si02 

onto the wafer surface. 
Figure 4 shows the H2 QMS signals versus time for three 
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FIG. 4. Comparison of the H2 evolution curves for three process times dur- 
ing the deposition of Si02 at 5 Torr and 800 °C using a 1% SiH4 /N20 gas 
mixture. 
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FIG. 5. Correlation of the integrated H2 signal from the QMS and the aver- 
age film thickness on the wafer for various deposition conditions within the 
process window for high quality Si02 gate oxide films. The deposition con- 
ditions (a total of 22) were selected based on a design of experiments within 
the temperature range of 750-850 °C and the compositional range of 
0.5%-2% SiH4/N20 ratio. The total pressure and total gas flow rate were 
kept constant during these experiments. 

deposition processes using 1.0% SiH4/N20 at 5.0 Torr, 360 
seem total flow, and 800 °C, with varying deposition time of 
45, 60, and 75 s. The SiH4 and N20 gas flows were started at 
t= 10 s, and the process pressure was reached at t = 45 s. The 
H2 intensity observed during this period was due to SiH4 

fragmentation during QMS ionization. There was no surface 
reaction yet at this point. The heating lamps were turned on, 
and the wafer reached the preset reaction temperature of 
800 °C at t — 55 s. The surface reaction for Si02 deposition 
began and H2 was produced, leading to significant rise of the 
H2 signal. The wafer temperature was then maintained at 
800 °C for the preset deposition time of 45, 60, and 75 s, 
respectively. The three lines are nearly superimposed on 
each other over the first 100 s of the process, illustrating the 
stability and repeatability of the response to process param- 
eters by both the RTCVD module and QMS sampling sys- 
tem. For all three processes, the H2 signal returned to base- 
line within 3 s of the end of deposition, again demonstrating 
the fast response time of the mass spectrometer sampling 
system. 

Based on the process chemistry determined above, two H2 

molecules should be generated for each Si02 deposited. If 
the mass spectrometer sampling system had a linear response 
to the H2 generation rate, the QMS signal for H2 should then 
be proportional to the Si02 deposition rate. This correlation 
should be true as long as the reaction chemistry was pre- 
served regardless of the process conditions (time, tempera- 
ture, pressure, etc.). 

The integrated H^ signal is plotted against the film thick- 
ness in Fig. 5 for 22 deposition runs which produced films 
ranging from 30 to 155 Ä. The processing conditions were 
randomly selected within the process window for producing 
high quality, stoichiometric Si02 film. The 22 deposition 
process conditions included process temperatures ranging 
from 750 to 850 °C, process times from 20 to 120 s, and 
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SiH4/N20 ratios from 0.5% to 2.0%. The total process pres- 
sure was kept at 5.0 Torr for all processes, and the total gas 
flow was kept constant at 360 seem. 

Figure 5 demonstrates an obvious linear correlation be- 
tween the integrated H2 product signal from the QMS and 
the average thickness of the deposited Si02 film. The inte- 
grated H2 product signal has been derived by subtracting the 
H2 background associated with H^ fragments from the ion- 
ization of the SiH4 reactant through calibration of the H2 

background before wafer heating (e.g., times ? = 30-50 s in 
Fig. 2). As described earlier, the average film thickness has 
been corrected for across-wafer thickness nonuniformity in 
these experiments, although manufacturing application 
would demand a high degree of uniformity and thereby ob- 
viate the need for such a correction. The linear correlation 
between the thickness and the integrated H2 signal provides 
the basis for real-time in situ thickness metrology in CVD 
gate oxide deposition processes. 

IV. DISCUSSION 

A. Gas sampling system design 

Integration of a sampling system onto a process module is 
key to the successful development of a capable sensor. A 
properly configured mass spectrometer as described in this 
article can sample the gas composition in the process cham- 
ber in real time, producing chemically specific signals repre- 
senting true process events in the process chamber. The lo- 
cation of the capillary tube for gas sampling dictates whether 
a true representation of the reactive species (both reactants 
and reaction products) in the process chamber is collected for 
measurement. In this study, the sampling aperture was 
placed downstream from the wafer, at the radial center of the 
fore line for the process module. The sample composition 
collected at this location represented the gases exiting the 
process chamber, and therefore included changes induced by 
consumption of reactants and generation of gaseous prod- 
ucts. 

Rapid response of the sampling system is particularly im- 
portant for monitoring processes with short process cycles, 
such as RTCVD. We believe that the use of a two-stage gas 
sampling system was crucial for achieving a short response 
time compared to the process cycle time. The challenge is 
the large pressure gradient required between the process (5 
Torr) and the mass spectrometer (10~6 Torr). While a very 
small sampling aperture can be used in conjunction with a 
single stage of pumping to maintain this gradient, this would 
produce only very small gas flows through the aperture. With 
the process chamber in viscous flow conditions, changes in 
concentration caused by reaction at the wafer could diffuse 
only slowly to the aperture, thereby slowing response time. 

The two-stage differential pumping in the gas sampling 
system permitted a considerably larger sampling aperture be- 
tween the reactor and the first pumping stage, so that of order 
1% of the total gas flow went through the sampling aperture 
(cf. the process pump), assuring reasonable gas flow veloci- 
ties and fluxes to the sampling system. The first pump then 

needed to reduce pressure only to <100 mTorr, i.e., in the 
molecular flow regime. Once in this regime, sampling could 
be done with negligible time delay through a metering valve 
to the second pump, which achieved the pressure reduction 
(to the 10"6 Torr range) required by the mass spectrometer. 
The response time for the entire sampling system has been 
determined to be on the order of 2-3 s.1 

With a gas sampling system optimized for rapid time re- 
sponse, one can understand much about the time dependen- 
cies seen in the process sensing data, e.g., in Fig. 2. Real 
changes in signals on 2-3 s time scales are seen in the data: 
in the N^ data near t = 42 s in Fig. 2 (where the pressure 
control system caused an overshoot); in the N^ oscillation 
near t= 120 s (where the N2 purge cycle began); and in the 
decay of N^ and H^ signals near t= 125 s (where gas flow 
was terminated and pumping rate enhanced by fully opening 
the throttle valve). In contrast, the rise time of the N^ signal 
upon initiation of gas inlet (near £ = 20 s) was longer as a 
result of the relatively low inlet flow rate and significant 
reactor volume. The rise time of the H^ product signal was 
also slow, dependent on the generation rate of product during 
heating and on the volume of the reactor. 

Using mass balance principles for the process module, we 
have built a mathematical model and corresponding dynamic 
simulator which accurately represents the time dependence 
of the QMS signal.11"13 This simulator provides the basis for 
detailed understanding of system dynamics. For example, the 
rise time of the H^ product signal reflects system time con- 
stants arising from the time it takes for the product genera- 
tion rate to establish a steady state concentration in the reac- 
tor. However, this time constant will depend on equipment 
specifications, such as reactor volume and pumping speed, 
thereby influencing the total H^ product signal integrated 
over the process cycle. As a result, even if the mass spec 
sensor were itself completely linear with concentration at the 
sensor,14 the integrated product signal will not be strictly a 
linear measure of deposition thickness; rather, for a given 
equipment configuration, corrections dependent on process 
recipe can be obtained either empirically or preferably from 
using physically based dynamic simulation models. 

Sensitivity, dynamic range, and linearity are also impor- 
tant metrics for real-time process chemical sensors. A typical 
mass spectrometer can measure partial pressures from 10~5 

to 10~12 Torr. A differentially pumped sampling system can 
be used to translate this dynamic range to higher pressure 
regimes (mTorr to Torr) as needed for CVD or etch pro- 
cesses. This large dynamic range assures more than adequate 
sensitivity to distinguish changes in process conditions, as 
well as to detect contaminants which may threaten process 
quality. Reasonable linearity of the QMS signal for process 
reactants and products is also very helpful for thickness me- 
trology. Such linearity depends both on system dynamics 
(described above) and on sensor linearity with 
concentration.14 As illustrated in Fig. 5, the two-stage gas 
sampling system achieves a relatively linear response.1'15 
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B. Process chemistry in CVD oxide growth 

Chemical sensing using mass spectrometry has here been 
effective in delineating the operative process chemistry. Pre- 
vious studies of Si02 formation from SiH4 and N20 using 
atmospheric pressure CVD (APCVD) have reported that 
both H2 and H20 are plausible reaction products at tempera- 
tures from 495 to 690 °C.'617 Under the low pressure 
RTCVD conditions employed here, the formation of H2 is 
the dominant (by >100X) if not exclusive reaction channel 
for the deposition of Si02, a result confirmed under both 
static and regular process conditions. The lower pressures 
employed in the RTCVD process are expected to enhance 
surface processes (e.g., as compared to gas phase reactions 
found more commonly at APCVD conditions). The higher 
surface temperatures in RTCVD should accelerate pyrolysis 
of individual reactant species which impinge on the wafer 
surface, thus favoring multi-step processes in which surface 
decomposition of individual molecules precedes the synthe- 
sis of their products to form newly deposited material. 

Identifying the operative chemistry is also an important 
aide to achieving effective process metrology. In the present 
case, the excess of N20 reactant required for material quality 
rendered the monitoring of N20 signals ineffective in assess- 
ing depletion. In contrast, with SiH4 pyrolysis as the rate- 
limiting step, reaction progress could be monitored by the H2 

reaction product (as shown here) or in principle by SiH4 

depletion as well. The absence of a comparable or dominant 
reaction channel leading to H20 product further simplified 
reaction monitoring and thickness metrology. 

C. Implementation of mass spectrometry for RTCVD 
thickness metrology 

Results here demonstrate that the integrated H2 signal 
from the mass spectrometry sampling system can be linearly 
correlated to the film thickness on the wafer, providing an in 
situ, real-time sensing approach for thickness metrology. For 
a given process, a calibration experiment like that in Fig. 5 
provides a model for relating the QMS signal to the thick- 
ness. The QMS signal for the H2 product is readily integrated 
over time using a simple spreadsheet analysis of the data. 
Depending on the characteristics of the sensor interface and 
sensor control software, the prediction of thickness could 
then be exploited for run-to-run (wafer-to-wafer) or real-time 
process control purposes. The use of mass spectrometry for 
chemically based process thickness metrology assures that 
process chemical insights will be gained as well. 

The time-dependent QMS signals (e.g., Fig. 2) illustrate 
areas where caution must be taken in using mass spectromet- 
ric sampling for thickness metrology. In this example, the 
deposition rate is quite low (—100 Ä /min at 800 °C for the 
0.5% SiH4/N20 process), and therefore the QMS signal for 
H2 product during deposition is not significantly above the 
background H2 level produced from SiH4 ionization in the 
QMS. This contribution must be calibrated for each SiH4 

concentration and subtracted from the total H2 signal in order 
to achieve accurate quantification of the actual deposition 
process. In addition, the dynamics of the process cycle could 

impact the relationship between QMS signal and deposition 
thickness, since the system dynamics do not permit instanta- 
neous response of the QMS signals to equipment actuation. 
Finally, as indicated here and previously,2 the accuracy of 
QMS-based CVD thickness metrology is not yet sufficient 
for manufacturing process control. 

One can anticipate a broad variety of process applications 
for mass spectrometry sensing and metrology in semiconduc- 
tor manufacturing, including plasma etching, plasma deposi- 
tion, wafer cleaning, photoresist ashing, etc. At the same 
time, some processes will bring further technical challenge, 
such as processes involving gas phase nucleation steps [e.g., 
tetraethylorthosilicate (TEOS) processes] or wall deposition 
(e.g., plasma processes). While most mass spectrometry in- 
vestigations of semiconductor chemical processes have ad- 
dressed single-wafer, cold-wall reactor configurations, sam- 
pling from particular or individual wafer stations in a multi- 
station CVD reactor may be more difficult.15 Mass 
spectrometry does not provide information on uniformity, 
another key parameter for manufacturing, either for across- 
wafer or within-batch characteristics. 

V. CONCLUSIONS 

We have demonstrated the application of a two-stage dif- 
ferentially pumped mass spectrometer for process monitor- 
ing in rapid thermal chemical vapor deposition (RTCVD) of 
thin gate oxide from SiH4 and N20. Detailed time-dependent 
changes in mass spectroscopic signals provide an accurate 
representation of the equipment and process variations 
throughout the short process cycle. A H2 reaction product 
was clearly identified during Si02 deposition for SiH4 con- 
centration of 0.5%-2.0% at 5 Torr total pressure and 750- 
850 °C. The absence of observable H20 product suggests 
that the process is dominated by separate steps of SiH4 py- 
rolysis and subsequent N20 oxidation of the deposited Si to 
form Si02. The integrated H2 product signal was found lin- 
early proportional to the deposited oxide thickness, provid- 
ing the basis for real-time, noninvasive thickness metrology 
applications. These studies show that a properly configured 
mass spectrometer sampling system is capable of providing 
chemical and time-dependent information on system behav- 
ior. Thickness metrology and control applications require 
reasonable knowledge of the chemical process, which can be 
gained from mass spectrometry studies. 
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Thin strained Si layers grown on SiGe layers graded to 20% Ge were studied for resistance to 
relaxation. It was observed that in the presence of ~105/cm2 threading dislocations from the 
underlying graded layers, the barrier to misfit dislocation formation is sufficiently reduced to induce 
relaxation in Si layers even when the layer thickness is less than the predicted critical thickness. 
Raman spectroscopy revealed that elastic strain accumulation in the uniform SiGe layers is a 
significant contributor to strain relaxation in the Si cap layers. Upon annealing, thermal mismatch 
causes the Si layers to relax further, but most of the strain relaxation is accommodated by elastic 
strain increase in the SiGe layers. This prevents the rampant increase in defect density that would 
otherwise accompany the strain relaxation. Annealing in an oxidizing ambient appears to pin 
pre-existing threading dislocations causing nucleation of new threading dislocations and short misfit 
segments to relieve the thermal mismatch stresses. © 7999 American Vacuum Society. 
[S0734-211X(99)04204-3] 

I. INTRODUCTION 

Biaxial tensile strain in Si splits the six-fold degeneracy in 
the conduction band into a lower energy double degenerate 
valley and a higher energy four-fold degenerate valley. The 
resulting increased in-plane electron mobility, due to a de- 
crease in the average effective electron mass and decreased 
inter-valley carrier scattering, has been well documented.1"5 

Tensile strain in Si is also known to improve in-plane hole 
mobility by splitting the degeneracy between the light and 
heavy holes.6,7 These effects have been successfully utilized 
to fabricate enhanced mobility metal-oxide-semiconductor 
field effect transistors7'8 and modulation doped field effect 
transistors9"11 with strained Si channels grown on relaxed 
SiGe layers. 

The primary function of the relaxed SiGe layers on Si 
substrates is to serve as a larger lattice constant material to 
create tensile strain in the Si overlayer, and hence, is often 
referred to as a "virtual substrate." Si and Ge have a lattice 
mismatch of —4%, which causes a high density of misfit 
dislocations and associated threading dislocations to form 
when the SiGe layer thickness on the Si substrate exceeds 
the critical thickness.12"16 Currently, one of the more suc- 
cessful and widely accepted techniques for reducing defect 
densities in SiGe layers is to grow relaxed graded SiGe 
buffer layers.17'18 The low grading rate (typically —10% Ge/ 
fim) minimizes dislocation nucleation and high growth tem- 
perature (700-900 °C) promotes dislocation glide for com- 
plete strain relaxation in the SiGe graded layers. Growth of 
graded SiGe layers results in the threading dislocation den- 
sities of the order of 105-106/cm2, compared to 
108- 1010/cm2 for uniform SiGe layers on Si substrates. Gen- 
erally a uniform SiGe buffer layer is grown on top of the 

"'Electronic mail: ra8799@email.sps.mot.com 

graded layers to ensure complete relaxation of the graded 
layers and separate the active device layers from misfit dis- 
location strain fields in the graded region. The Si layer, 
which is grown on the relaxed SiGe uniform layer, is sup- 
posed to be completely strained if it is below the equilibrium 
critical thickness.12"14 However, we find that in the presence 
of ~ 105/cm2 threading dislocations, strained Si layers start 
to partially relax even when the layer thickness is well below 
the predicted critical thickness. Device processing subjects 
the strained Si layers to temperatures beyond the growth 
temperature for varying time periods which can relax some 
of the strain. Since the band engineering in these devices is 
almost exclusively strain induced it is crucial to retain the 
strain in the Si layers during the various processing steps. 
Strain relaxation is also accompanied by the formation of 
misfit and threading dislocations which can increase leakage 
currents, and reduce carrier mobilities by scattering. There- 
fore, it is essential to study how resistant the Si layers are to 
strain relaxation and determine the accompanying change in 
defect density. In this article we present the effect of growth 
thickness, anneal time, and temperature on strain relaxation 
and concomitant defect generation in strained Si layers 
grown on graded SiGe buffer layers. 

II. EXPERIMENT 

Graded SiGe layers were grown by rapid thermal chemi- 
cal vapor deposition (RTCVD) with SiH2Cl2 and GeH4 as 
the pre-cursors and H2 carrier gas on 200 mm Si substrates. 
A commercially available reduced pressure RTCVD system 
was used to deposit the films. The system employs a N2 

purged load lock to minimize the background level of exter- 
nal contaminants. The process chamber is capable of depos- 
iting on one 200 mm wafer and uses wafer rotation for im- 
proved film uniformity. Heating is provided by incandescent 
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FIG. 1. Schematic of the Si/SiGe/Si structure. 

<■< 

e 
M 

X! 

lamp arrays located above and below the silicon carbide 
coated graphite susceptor with the top bank directly illumi- 
nating onto the wafer. Temperature measurements are taken 
with the primary pyrometer located directly beneath and fac- 
ing the underside of the susceptor. The primary pyrometer is 
calibrated over a range of temperatures by means of a second 
pyrometer located above the susceptor and facing the silicon 
substrate. Since emissivity values for silicon are well known, 
calibration of the primary pyrometer to the susceptor can 
easily be achieved by using the second pyrometer calibrated 
by the silicon wafer. Temperature measurements used during 
processing were not directly taken from the substrate due to 
small changes in emissivity as the SiGe film is deposited. 

The substrates were subjected to a 1080 °C in situ clean in 
an H2 ambient to desorb the native oxide. The SiGe layers 
were linearly graded to 20% Ge at a Ge grading rate of 8% 
Ge/yu.m. A l-/um-thick uniform SiGe layer was grown on top 
of the graded layers. The graded and the uniform SiGe layers 
were grown at 800 °C and 100 Torr growth pressure. The 
growth temperature was dropped to 700 °C for the growth of 
the Si cap layer. Figure 1 shows a schematic of the strained 
Si on the SiGe/Si structure. The Si layer thickness was varied 
from 108 to 190 Ä. The 150 Ä Si cap samples were chosen 
for the anneal experiments. These samples were annealed at 
850 and 1025 °C for times ranging from 1 s to 3 h in 1% 02 

ambient. The anneal conditions were chosen to represent 
high temperature device processing steps to which the layers 
would eventually be subjected. 

The strain relaxation in the Si layers before and after the 
anneals was characterized using Raman spectroscopy. The 
Raman spectra were obtained by using a commercially avail- 
able triple spectrometer with a liquid nitrogen cooled back- 
thinned charge coupled device detector with a resolution of 
2000X800 pixels. A high resolution triple-additive configu- 
ration of three 1800 grooves/mm gratings were used for this 
experiment. A 100X objective was used to focus an Ar laser 
beam (X = 4579 Ä) down to a 1 /im diameter spot on the 
sample surface. The excitation power density was about 100 
kW/cm2. The optical penetration depth at this wavelength is 
4200 A in Si and slightly lesser in the SiGe layer. This en- 
sured that only the Si cap layer and the underlying uniform 
SiGe layer (1 /xm) contributed to the Raman spectra. Strain- 

%Ge in SiGe buffer layer 

FIG. 2. Si cap critical thickness as a function of Ge% in the uniform SiGe 
layer. 

induced frequency shifts in the Si-Si longitudinal optical 
(LO) phonon modes in the Si cap and in the uniform SiGe 
layer were used to determine the residual or elastic strain 
(e). Through peak fitting we could resolve peak shifts 
smaller than 0.05 cm-1, which corresponds to about 10 MPa 
in terms of stress. The same strain-phonon coefficient, b = 
-930 cm-1 was used for both the Si and SiGe LO peak 
shift. However, a linear extrapolation based on the Ge com- 
position was used for the conversion factor [b(Sn + S12)] 
between the LO peak shift and stress. The elastic constants 
used were (Sn + S^)-^ 180 GPa for Si and (Sn + Sii)-1 

= 138 GPa for Ge. 
The threading and the misfit dislocation density increase 

due to strain relaxation was characterized using etch pit den- 
sity (EPD) measurements. Dilute Schimmel etch (4:5::0.2 M 
Cr03:49% HF) was used to reveal the defects. The etch 
depths were controlled to ensure that the delineated defects 
were only from the Si cap and the Si cap-uniform SiGe in- 
terface. Optical Normarski micrographs were used to esti- 
mate the misfit and threading dislocation densities. High 
resolution transmission electron microscopy (TEM) was 
used to measure the Si cap thickness. The Ge composition in 
uniform buffer layer was determined and verified using mul- 
tiple characterization techniques such as Rutherford back- 
scattering, Auger electron spectroscopy, and high resolution 
x-ray diffraction. 

III. RESULTS AND DISCUSSION 

A. Critical thickness and relaxation 

Figure 2 is a plot of critical thickness of Si layers grown 
on relaxed uniform SiGe layers as a function of Ge% in the 
uniform SiGe layer. The assumption in deriving this curve is 
that the SiGe layer is completely relaxed and acts like a 
substrate for the thin strained Si overlayer. The curve was 
determined using the Matthews-Blakeslee (MB) energy 
minimization criterion.12-14 Since the SiGe layer is much 
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FIG. 3. Plot of misfit dislocation density as a function of Si cap thickness. 
The predicted MB Si cap critical thickness is also shown. The MB thickness 
is the thickness at which the first misfit dislocation forms. So, the theoretical 
misfit dislocation density at MB thickness is zero. A finite misfit dislocation 
density at the Si cap-SiGe interface indicates the onset of plastic relaxation 
of the Si cap. 

thicker than the Si cap layer, it was assumed to be un- 
strained. The strained Si layer was assumed to be isotropic 
and the isotropic modulus under biaxial stress was used for 
computing the strain energy in the MB derivation. For the 
dislocation energy term, the film thickness, h, was used for 
the dislocation cut-off radius, since h is smaller than half the 
interfacial dislocation spacing at critical film thickness.15 

When the strain in the Si epilayer exceeds the critical strain, 
it relaxes by forming 60° misfit dislocations at the Si/SiGe 
interface. At any layer thickness below the critical thickness 
the Si layer should be completely strained since it is ener- 
getically unfavorable to form misfit dislocations at the Si/ 
SiGe interface.12"16 The Ge content in the uniform SiGe 
layer was verified to be ~20% using multiple techniques 
mentioned earlier. From Fig. 2, the critical thickness for a Si 
layer grown on a uniform Si0 8Ge0 2 layer is 205 A. If it is 
assumed that the SiGe layer can be compressively strained to 
some degree (see Sec. IIIB) to accommodate the lattice mis- 
match, the predicted critical thickness for the Si layer will be 
higher than in Fig. 2. 

Figure 3 is a plot of misfit dislocation density as a func- 
tion of the Si cap thickness grown on uniform Si0 8Ge0 2 lay- 
ers on graded SiGe layers. The cap thicknesses were accu- 
rately determined using high resolution TEM. The misfit 
dislocation densities were determined from Nomarski optical 
micrographs of large etched sample areas (typically 30000 
fj-m2) for statistically accurate assessment of low defect den- 
sities. The Si cap MB critical thickness for growth on a 
Si0.8Ge02 layer, determined from Fig. 1, is also shown. The 
MB critical thickness is a predicted value at which the first 
misfit dislocations start to form at the Si/SiGe interface. 
Therefore, it has zero for the ordinate value and is, hence, 
represented as a point on the x axis. The critical thickness 
from the MB criterion has been experimentally verified for 
the cases where the growth temperature is high enough to 
drive the system to equilibrium. Apparent deviations from 

Tensile elastic Compressive 
strain in the Si elastic strain in the 

Anneal layer Si(,8Ge(U layer 
condition (X10~3) (X10-3) 

As-grown 7.317 1.081 
850°C, 1 s 7.294 1.070 
850 °C, 60 s 7.244 1.122 
850 °C. 20 min 7.328 1.174 
850 °C. 3 h 6.994 1.209 
1025°C, 1 s 6.639 1.907 
1025 °C, 10 s 6.822 1.680 
1025 °C, 30 s 6.572 1.988 

the MB criterion have been observed in SiGe/Si 
heterostructures.19"21 In all cases the experimentally deter- 
mined critical thickness was found to be larger than the MB 
prediction. This has been attributed to metastable growth and 
incomplete relaxation due to low growth temperatures, as 
well as uncertainty in the technique used for detecting 
relaxation.16 

In this case, there is an opposite deviation from the MB 
critical thickness. It was found that the Si layers start to relax 
by forming misfit dislocations at the Si/Si08Ge02 interface 
even when the layer thickness is significantly less than the 
critical thickness. It should be mentioned that the observed 
misfit densities, however, are small (~ 10"/cm) compared to 
expected densities for fully relaxed Si layers (105/cm). 
Nonetheless, it is significant that we observe relaxation at 
about half the predicted MB critical thickness. It can be ex- 
plained as follows. Most experiments to verify the critical 
thickness are performed on substrates with very low defect 
densities. In this case, the "substrate" is the uniform 
Si08Ge02 layer that has 4X105/cm2 threading dislocations 
from the underlying graded layers. The presence of such a 
high defect density, sometimes in the form of dislocation 
pile-ups,22 seems to lower the barrier to misfit dislocation 
nucleation locally. With increasing the Si cap thickness, the 
strain energy in the film increases and further lowers the 
barrier to misfit dislocation nucleation. Therefore, there is an 
increase in misfit dislocation density with increasing cap 
thickness. 

B. Effect of anneals 

The Raman spectra of the as-grown and annealed samples 
revealed that the uniform Si08Ge02 layers were not com- 
pletely relaxed contrary to common expectations. Table I 
shows the residual elastic strains in the Si cap and the uni- 
form Si08Ge02 layers for different anneal conditions. The 
strains are tensile for the Si cap and compressive for the 
Si08Ge02 layers. The elastic strains from the Raman mea- 
surements were used to determine the in-plane lattice con- 
stants for the Si (aysi) and the Si08Ge02 (flusiGe) layers. The 
degree of strain relaxation in the Si and Si08Ge02 was char- 
acterized using the following relaxation factors: 
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Si relaxation factor (%) = -^ — X 100%, 
flSi     aSiGe 

(1) 

Si0 8Ge0 2 relaxation factor (%) = 
SiGe -ÖS 

'SiGe" 
X100%.   (2) 

aSi and aSiGe refer to the fully relaxed lattice constants of Si 
and Si08Ge02, respectively. The relaxation factors range 
from 0% to 100% as the layers go from being totally strained 
to totally relaxed. Figure 4 is a plot of relaxation factors for 
the different layers as a function of anneal time at the two 
anneal temperatures. It is observed that in the as-grown 
samples the Si layer (150 A) is already 12% relaxed and the 
Si0 8Ge0 2 layer is only 87% relaxed. The degree of relaxation 
of the Si cap layer increases with anneal time and the rate of 
relaxation is higher at 1025 °C than at 850 °C. There is a 
corresponding decrease in the Si0 8Ge0 2 layer relaxation fac- 
tor indicating an accumulation of compressive elastic strain. 
The "total relaxation factor," which is the sum of the relax- 
ation factors for the Si and the Si0 8Ge02 layers in each case 
is also plotted on the same graph. If the total relaxation fac- 
tor adds up to 100% for each condition, it means that the 
strain in each Si/Si08Ge02 layer combination is completely 
elastic and that there is no plastic strain relaxation. The total 
strain relaxation factor is close to 100% for all cases, indi- 
cating that the observed strains are indeed mostly elastic in 
nature. 

Figure 5 is a plot of misfit dislocation density at the 
Si/Si0 8Ge0 2 interface as a function of anneal time for the two 
anneal temperatures. The trends in the misfit density increase 
follow the trends in the Si cap relaxation at the two anneal 
temperatures. The rate of relaxation and misfit density in- 
crease is higher at 1025 °C, than at 850 °C as expected. The 
plastic strain relief (S) due to misfit dislocation density 
(Pmd) is given by 

S-bcffXpmd. (3) 

betf is the effective Burgers vector, the component of the 
Burgers vector responsible for misfit strain relief. For 60° 

dislocations in Si, be{f is aSi/2.j2. The misfit dislocation den- 
sity increase expected for observed strain relief in the Si 
layers (Table I) is ~ 104/cm if the strain relief were entirely 
plastic, that is, due to formation of misfit dislocations. The 
observed misfit dislocation density increase in the Si layers is 
~ 150/cm, indicating that only a small portion of the strain is 
in form of plastic strain. This agrees well with the observed 
elastic strains in Raman measurements. The small increase in 
misfit dislocation density suggests that despite the early on- 
set of plastic strain relaxation (as evidenced by formation of 
misfit dislocations even in as-grown Si layers significantly 
below the critical thickness) the Si layers are quite resistant 
to subsequent relaxation upon annealing. 

The observed strain increase upon annealing is due to the 
thermal mismatch between Si and Si08Ge02 (asi=3.58 
X 10^6/K, aSio8Geo2=4.37X10-6/K, at 700°C). The differ- 
ence in the coefficients of thermal expansion (A a) between 
the Si and the Si08Ge02 layers and the difference between 
the growth temperature and the anneal temperature (AT) re- 
sults in the thermal mismatch strain (AaXAF). Table II 
summarizes the strain increase data. 

The increase in threading dislocation density with increas- 
ing anneal time (Fig. 6) closely follows the increase in misfit 
dislocation density (Fig. 5) suggesting that any plastic relax- 
ation by increase in the misfit dislocation length is accompa- 
nied by nucleation of new threading dislocations. Several 
short segments of misfit dislocations with a threading dislo- 
cation at each end were also observed in the annealed 

TABLE II. Strain increase in the SiGe layers compared to the thermal mis- 
match strain. 

Anneal 
temperature 

(°C) 

Increase in elastaic 
strain in the SiGe 

layer (Ae) 
Thermal mismatch 

(AaXAT) 

850 
1025 

1.28X10" 
9.07X10" 

1.30X10"4 

3.26X10"4 
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Flo. 6. Threading dislocation density through the Si cap layer as a function 
of time at the two anneal temperatures. The increase in threading dislocation 
density closely follows the increase in misfit dislocation density. 

samples during the EPD characterization indicating that the 
freshly nucleated defects had not glided very far (Fig. 7). The 
misfit segments that are formed by the glide of preexisting 
threading dislocations would have only one threading dislo- 
cation at the leading end. The freshly nucleated misfit seg- 
ments can be distinguished using this criterion. The observed 
plastic strain relief is small enough (~3 X 10~6) to be easily 
accommodated by glide of pre-existing threading disloca- 
tions (4Xl05/cm2) from the graded layers. However, the 
pre-existing threading dislocations seem to be pinned, forc- 
ing the nucleation of fresh threading dislocations. Surface 
oxide formed due to the oxidizing annealing ambient (1% 
02) might be responsible for this. The increase in the thick- 
ness of the surface oxide with anneal time was confirmed 
using time-of-flight secondary ion mass spectroscopy. Re- 
cently concluded experiments indicate that changing the an- 

FIG. 7. Nomarski optical micrograph of an etched Si/SiGe sample that was 
annealed at 850 °C for 3 h. The dark dots are intersections of threading 
dislocations with the top surface of the film. Note the short straight segments 
of misfit dislocations at the Si/SiGe interface. 

neal ambient to nitrogen does indeed decrease the rate of 
threading dislocation increase, supporting the surface oxide 
pinning theory. 

The increase in the threading dislocation density and the 
misfit density has a linear log (time) dependence at both 
annealing temperatures. The threading dislocation nucleation 
rate was determined by measuring the slope of the defect 
increase with time obtained from Nomarski optical micro- 
graphs of samples etched after isothermal anneals. The 
threading dislocation nucleation rate decreases from 4666 
cnT2s_1 at short times to 162 crrT2s~' at longer times at 
850°C. A similar decrease in nucleation rate from 4.9X 105 

to 2X 104 cnT2 s"1 is observed at 1025 °C. At shorter anneal 
times, the Si08Ge02 lattice response is slower than the Si 

10000 100000 lattice response, due to difference in thermal conductivities 
(jfcsi=0.564 cm-'K"1, fcGe=0.25 Wcra^K"1). This leads 
to increased stress and increased nucleation of misfit and 
threading dislocations in the Si cap layers at shorter anneal 
times. At longer anneal times, the increase in thermal stress 
is accommodated by the compressive elastic strain in the 
Si08Ge02 layer, which reduces the effective stress on the Si 
cap layer, and hence, the driving force for nucleation of dis- 
locations. 

IV. CONCLUSION 

We have studied the strain relaxation and accompanied 
defect generation in thin Si layers grown on graded SiGe 
layers. The onset of relaxation by the formation of misfit 
dislocations was observed in Si layers well below the pre- 
dicted critical thickness. Annealing experiments revealed 
that the Si layers are significantly resistant to plastic strain 
relief. Most of the observed strain relaxation is due to the 
increase in the elastic strain of the underlying SiGe layers. 
New threading dislocations were found to nucleate even for 
minimal strain relief, suggesting that the pre-existing thread- 
ing dislocations are pinned. 
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High density plasma deposition of device quality silicon nitride. II. Effects 
of thickness on the electrical properties 
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Dielectric behavior of SiN, films, fabricated by microwave electron cyclotron resonance discharge, 
has been studied as a function of film thickness on the basis of the current-voltage and the 
capacitance-voltage characteristics. In the thickness range (20nm<J<80nm), the resistivity and 
the critical field for SiN, were found not to be sensitive to the film thickness (d) and which was 
opposite to strong dependence of the dynamic dielectric constant ed on thickness. To explain the ed 

behavior as a function of d, a model based on trapped space charge effects is proposed. The 
dominant mode of electronic conduction, determined from J-Em curves and Arrhenius plots of 
leakage current, appears to be Poole-Frenkel emission only for thicker films (d>20nm). Finally, 
the spatial profile of fixed charges reveals that SiN,/Si interface has a much greater concentration 
of defects than the bulk film.   © 7999 American Vacuum Society. [S0734-21 lX(99)00704-0] 

I. INTRODUCTION 

SiNA. thin films have important applications in microelec- 
tronics, optoelectronics, optics, and hard surface coatings. 
Presently, in the ultralarge scale integration (ULSI) circuit 
applications, as device dimension shrink into the submicron 
range, a proportional decrease in the gate dielectric thickness 
is indispensable.1 For the development of InP based micro- 
electronics, the formation of a high quality dielectric insula- 
tor is key to technology. As a consequence, low temperature 
deposition is required to prevent thermal decomposition of 
the InP surface.2"5 These different requirements have stimu- 
lated considerable research on the plasma deposition of di- 
electric thin films in particular the use of high density plas- 
mas (HDPs).6 

With film thicknesses below 20 nm now commonplace, 
control of the film physical and electrical properties becomes 
very critical. Only a few papers dealing with the electrical 
characteristics of SiNA. /Si structures have been published,4,7 

even though the behavior of SiNx devices strongly depends 
on the film's electrical properties, especially when the film 
thickness is less than 20 nm. For example, Poole-Frenkel 
emission is known to be the dominant conduction mecha- 
nism for silicon nitride thin films deposited at high tempera- 
tures (800-1000 °C) by low pressure chemical vapor depo- 
sition (LPCVD)8 or by radio frequency plasma enhanced 
CVD (PECVD).9'10 However, only a few papers" have de- 
scribed the electrical properties of SiNA films deposited by 
electron cyclotron resonance (ECR)-PECVD, and it is not 
particularly obvious whether the conduction mechanism will 
be the same when the thickness varies from nanometers to 
hundreds of nanometers. Therefore, understanding of the 
conduction mechanism for such thin films is necessary. 

In this article, we report the study of the electrical prop- 
erties of SiNA. films deposited using the distributed ECR 

"'Electronic mail: franck.delmotte@iota.u.psud.fr 

(DECR) plasma method at floating temperature, on silicon 
substrates, as a function of the film thickness in the 7-80 nm 
range. This DECR plasma process has proved to be one of 
the most suitable "soft" deposition techniques to obtain de- 
vice quality insulator thin films with good electrical proper- 
ties at very low substrate temperatures (below 150 °C). In 
view of the increasing interest in SiNx interlayers in gate 
dielectric structures, the aim of this article is to study the 
electrical properties of SiN^ films by means of current- 
voltage (I-V), current-temperature (I-T), and capaci- 
tance-voltage (C-V) measurements. We focus essentially 
on the positive fixed charge distribution and on the determi- 
nation of dominant conduction mechanisms. 

II. EXPERIMENT 

The DECR equipment used in this study was described 
previously.1213 Briefly, it consists of a 400 mm diam cham- 
ber equipped with a loadlock; the base pressure in both 
chambers is below 5 X 10"5 Pa. The microwave power (2.45 
GHz) is coupled to the plasma through 14 antennas evenly 
distributed at the periphery of the chamber and permanent 
magnets (875 G) are placed near each antenna outside the 
chamber. 

SiNv films were deposited on (100) «-type (5-6 
X10l5cnT3) silicon substrates. Before loading into the 
chamber, the substrates were subjected to conventional RCA 
cleaning.14 This cleaning procedure ended with a 1 min rinse 
in diluted HF, a 10 min rinse in de-ionized (DI) water and 
being blown dry with nitrogen. 

The deposition process parameters were the same 
throughout this study: the pressure and microwave power 
were 0.3 Pa and 1500 W, respectively, and the N2/SiH4 flow 
ratio was fixed to 19 (19 seem N2 and 1 seem SiH4). From 
our previous results, these process parameters allow us to 
optimize the physical and electrical properties of SiNA thin 
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FIG. 1. AVFB-<t>MS as a function of film thickness (P=1500W, N2/SiH4 

= 19, p = 0.3 Pa). 

films. ,13'15 These films display a homogeneous composition 
over a large thickness range (7-100 nm). However, the film 
stoichiometry near the SiN^/Si interface (N/Si=1.52 
±0.05) is higher than in the film bulk. From a previous 
spectroscopic ellipsometry study, an interface layer with a 
lower index than that in the bulk film is necessary for mod- 
eling the SiNx /Si structure.16 

For the electrical measurements, Al dots of 0.152 mm2 

were evaporated through a shadow mask. The metal- 
insulator-semiconductor (MIS) structures were then an- 
nealed for 30 min at 450 °C in forming gas (Ar+10%H2). 
The electrical properties were characterized with (I-V) 
measurements carried out with a HP 4140B picoammeter at 
various temperatures within the range of 150-500 K, the 
structure being biased in the accumulation regime. High fre- 
quency (1 MHz) C-V characteristics, performed at room 
temperature with an impedance analyzer (HP 4192 A), were 
used to estimate the density of the fixed charges in the film. 

III. RESULTS AND DISCUSSION 

A. Fixed charge distribution 

In our previous study of SiN^/Si structures,16 we showed 
evidence for the presence of an interface layer with a higher 
N/Si ratio than the bulk film and having a lower refractive 
index than the bulk SiNx film. In the present study our C-V 
characteristics show a large flat band voltage shift (AVFB) 
toward negative values which is indicative of fixed positive 
charges in the SiNx films. The AVFB values indicate about 
1012cm~2 positive charges assuming that the charges are at 
the interface of the SiN^/Si capacitor or in the bulk of the 
SiNj layer.13'15 This high level of positive charges has been 
previously observed in similar films.9'10 Figure 1 displays 
A VpB - <I>MS as a function of film thickness (d) where <E>MS is 
the work function difference between the Al gate and the 
semiconductor. If AVFB is due to an uniform fixed charge 
distribution, we would expect that AVFB varies like d2. 
Since Fig. 1 shows a linear relationship, we conclude that the 
fixed charges are not distributed uniformly in the film. If we 
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FIG. 2. Current density vs electric field (/-£apPi) (a) and square root of the 
electric field (J-E'®pl) (b) for different film thicknesses [78.3, 58.3, 40.5, 
and 21.4 nm (electric field ramp 5X10"3 MV/cm s)] (P=1500W, 
N2/SiH4=19,/> = 0.3Pa). 

assume that the fixed charges are mainly located at the 
SiNj /Si interface where the film is nitrogen rich, the charge 
distribution \_Qf{x)~\ could be described by the following: 

Qf(x) — p0   for 0<x<dx (1) 

0/00 = 0   for x>du (2) 

where d} is the characteristic length that describes the fixed 
charge location. Thus, A Vm varies linearly with d2 only for 
0<x<dx [Eq. (1)] and A Vps should display a linear depen- 
dence with d for x>dx [Eq. (2)]. This charge profile is in 
better agreement with the results in Fig. 1 and provides fur- 
ther evidence that the SiN^/Si interface and SiR, bulk film 
are different. 

B. Thick films 

The current density versus applied electric field strength 
(/-£appl) characteristics for thick SiNx films (78.3, 58.3, 
40.5, and 21.4 nm) are shown in Fig. 2(a), and these data 
were obtained using an electric field ramp rate (r) of 5 
X10~3 MV/cm s. For low electric fields (<4 MV/cm), the 
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TABLE I. Electrical properties (p, Ec, and ed) as a function of film thickness (P= 1500 W, N2/SiH4- 19, p 
= 0.3 Pa). 

Electric field ramp 
(MV/cm s) 5X10"3 5X10"3 5X10"3 5X10"3 8xlO~3 1.4X10~2 

Thickness (nm) 78.3 + 0.5 58.3±0.5 40.5 ±0.5 21.4±0.5 12.3±1 7±1 

p(10l6ncm) 1.7 ±0.2 1.3 ±0.2 1±0.2 0.7 ±0.1 0.25 ±0.5 0.12±0.05 

Ec (MV/cm) 3.5±0.1 3.5±0.1 3.5±0.1 3.2±0.1 2.44±0.5 1.45 ±0.5 

e,/ 7 5.4 3.7 3.2 

different J-Eapp] characteristics are similar, and from this 
initial (low field) region of the 7-.Eappi data, we determine 
the film resistivity (p) from the slope of the J-E^ppX curve at 
low voltages as well as the critical field (Ec) which is defined 
as the field required for a 1 nAcm-2 increase of the current 
density through the Al gate. The values of p and Ec for 
different thicknesses are reported in Table I. For films with 
thickness in the range of 20-78 nm, only small variations of 
p and Ec are observed and values of 0.7X1016-1.7 
X 1016fl cm and 3.2-3.5 MV/cm, respectively, are obtained 
for p and Ec, which are two electrical properties that describe 
the bulk behavior of SiN* films. As was the case for the film 
composition,5 p and Ec are independent of the film thickness 
in the film thickness range of 20-78 nm. 

For high electric fields (>4 MV/cm), the shape of the 
J-Eappl data is different, as is shown in Figs. 2(a) and 2(b), 
and is directly related to the conduction mechanism in SiN^ 
films. Figure 2(b) shows that In J is linear with E]Jp

2
p] which 

suggests that the carrier transport process in SiNx films is via 
Poole-Frenkel emission, as is commonly observed,8"1 and 
the current-voltage characteristics can be expressed as 

J=JoexP\-[ft(t>- "ßV^appll (3) 

where J, cj>, and J0 are, respectively, the current density, the 
Poole-Frenkel barrier height, and a constant that depends on 
trap density. £app, is equal to V/d where V and d are the 
applied voltage and the dielectric film thickness, respec- 
tively, ß is given by 

ß = 
q 

1/2 

^o<W 
(4) 

where e0 and ed are, respectively, the dielectric constant of 
free space and the dynamic dielectric constant of SiK, films. 
Figure 2(b) shows that for all the film thickness studies there 
is a linear relationship between In J and Ex^ppX. The dynamic 
dielectric constant is determined directly from the slope of 
the characteristic In J vs £appl and Eqs. (3) and (4). The re- 
sults are reported in Table I. These results show that ed is a 
strong function of film thickness while p, Ec, and the atomic 
ratio N/Si remain constant in this thickness range (20-78 
nm). This suggests that the conduction mechanism changes 
with the thickness. For the determination of ed, it has been 
incorrectly assumed that the electric field is constant in SiNv 

films and equal to £appl. In fact, it is well known that in- 
jected carriers (electrons in our case) from Si are trapped in 

the electric field is different at the SiN^/Si interface and in 
the bulk nitride film. The distribution of occupied electronic 
traps, NT, is the result of the trapping and emission rates for 
electrons. Andrews et a/.18 assumed that NT is an exponen- 
tially decreasing function of distance from the injecting in- 
terface and given as 

(5) Nr=JV0exp| - — I, 

where N0 is the trap density and x0 is the characteristic 
length that describes electronic occupation traps. The electric 
field distribution E(x) is deduced by integration of the Pois- 
son equation: 

E = En + E-, 1 — exp where ET= 
qN0x0 

ene. 
(6) 

oes 

where E0 represents the electric field without charge in SiNx 

film, and es is the static dielectric constant of the nitride film. 
Integrating the Poisson equation a second time yields the 
total voltage through the structure: 

Jo 
E(x)dx = {E0 + ET)d + ETXQ exp1 -1 (7) 

From Eq. (7), the applied field can then be expressed as 

■* appl" --- = (E0 + ET) + 
ETx0 exp|-—h1 xo> 

(8) 

Close to the S\NX film/Si substrate interface, the traps are 
filled and a high negative space charge is present. Further 
into the dielectric, a point is reached where the traps are 
emptied (Nr=0) due to field assisted emission [the Poole- 
Frenkel (PF) mechanism]. This occurs at a field £PF equals to 

ETx0 
EpF=E0 + ET=Eapp\      — expi 1 

If we assume that d>x0,EPF can be written as 

ETx0 
£PF—£appi+ 

Finally Eq. (3) should be written as 

l-q .  \ 
J = J0 expl — [ 4> - ßeKV-EW] I • 

(9) 

(10) 

01) 

the nitride film and a space charge is built up.17 Therefore, ße{{ is given by an equation similar to Eq. (4): 
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1/2 

'7J'eo(ed)effl 
(12) 

where (ed)eff is the effective dynamic dielectric constant of 
the film. From Eq. (10), EPF decreases with increasing thick- 
ness. Therefore, for a given E^, the current density is 
lower for thick films. This result is confirmed by the J-Eipp] 

and J-Ejpj characteristics in Figs. 2(a) and 2(b), respec- 
tively. From Eq. (11), In J is proportional to £PF • Since we 
observe a linear relationship between In J and E^pl, we de- 
duce that Zspp is proportional to £appi (EPF= aE^i, a being 
a constant that decreases with increasing d). Using Eqs. (3) 
and (11), we find that the apparent ß depends on nitride 
thickness: 

dlnJ 

^app> 

qß 
)     kT = a 
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electric field (7-£app,) (b) for different film thicknesses [21.4, 12.3, and 7 
nm (for the electric field ramp; see Table I)] (P=1500W, N2/SiH4=19, 
p = 0.3Pa). 

Figure 3 shows a linear relationship between the Cm3X/A ra- 
tio and \ld where Cmax and A are, respectively, the capaci- 
tance in the accumulation regime and the Al dot area. Thus 
we can assume that the static dielectric constant es does not 
depend on film thickness. Furthermore, we can assume that 
/3eff is also independent of thickness (20-78 nm), since we 
observe no significant changes in p, Ec, and es. Using Eq. 
(13), it is found that ß decreases with increasing d and there- 
fore the apparent ed increases with d. Table I confirms this 
conclusion for film thicknesses in the range of 20-78 nm. 

The value of the dynamic dielectric constant is quite high, 
especially for large film thicknesses {ed=l for 78.3 nm). 
Therefore, to confirm the Poole-Frenkel mechanism, it is 
necessary to examine the Arrhenius plots of leakage current 
for a constant electric field. Since the purpose of this article 
is not to find the charge distribution in SiR,. films, the same 
current density, measured at room temperature, was chosen. 
Figure 4 displays Arrhenius plots of leakage current for two 
different film thicknesses (78.3 and 21.4 nm). At high tem- 
perature, the currents yield straight lines which strongly sug- 
gests that the electronic conduction corresponds to the 
Poole-Frenkel emission mechanism. 
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FIG. 6. Temperature dependence of the current density for two film thick- 
nesses (7 and 21.4 nm). log/ is represented vs 1/7" (P= 1500 W, N2/StH4 

= 19, p = 0.3 Pa). 

From the dependence of In 7 vs MT in Fig. 4, the Poole- 
Frenkel barrier height <$> is found to be 1.2± 0.2 eV. In many 
silicon nitride films, the trap level $ is in the range of 1 -1.5 
eV.19 Since evaluation of <I> by Poole-Frenkel emission has 
an error of ±0.2 eV, it is difficult to compare the conductiv- 
ity of different silicon nitride films just by comparing the 
values of <£>. 

C. Thin films 

Figure 5(a) and Table I show that, for thin films (<21 
nm), there is a degradation of electrical properties. Contrary 
to Fig. 2(a), Fig. 5 shows that in the low field region the film 
characteristics are different, but this difference is essentialy 
due to the electric field ramp rate (r) which is not the same 
(see Table I). In the low field region, the current strongly 
depends on the displacement current [I=C(dV/dt)] which 
is correlated to r and depends slightly on the leakage current. 
As can be seen in Table I, the resistivity and critical field 
decrease with film thickness. This evolution could be corre- 
lated to the SiNA/Si interface which plays a more important 
role for thin films. However, we observe a linear relationship 
between In/ and E]Jpp] which could mean that the current 
density is governed by Poole-Frenkel emission. The value of 
the dynamic dielectric constant determined from the slope of 
the characteristic In/ vs Z^ppi IS t0° high (e</=8-4 for a 
thickness of 7 nm) to attribute the conduction mechanism to 
Poole-Frenkel emission. The current is not or not only lim- 
ited by the bulk conduction through the SiNA film. An 
Arrhenius plot (Fig. 6) confirms this conclusion, and, con- 
trary to Fig. 4, we observe a slight change of the current 
density as a function of the measurement temperature for 
thin films. Although the behavior is very similar to the 
Fowler-Nordheim emission process, the film is too thick (7 
nm) to consider this conduction mechanism. The SiNx/Si 
interface, which is more nitrogen rich and where the fixed 
charges are mainly located, now has more influence than the 
SiNL bulk film. 

IV. CONCLUSION 

In this article, a DECR plasma source has been used to 
deposit SiNr films, at floating temperature, with thicknesses 
in the range of 7-80 nm. For films thicker than 20 nm the 
influence of film thickness is minimal on the resistivity 
(0.7-1.7X 1016n cm) and on the critical field (3.2-3.5 MV/ 
cm). For these films, the dominant conduction mechanism is 
Poole-Frenkel emission. The trap level, as determined from 
the temperature dependence of current density, is equal to 
1.2±0.2eV. The assumption of a constant electric field 
throughout the structure is responsible for an apparent ed 

variation. For thinner films (<20 nm), the electrical proper- 
ties become degraded, particularly the critical field (Ec 
= 1.45 MV/cm for a 7 nm thick film). The conduction 
mechanism is not only determined by the bulk conduction; 
the SiNv/Si interface also plays an important role. This in- 
terface presents properties which differ from those for the 
SiNv bulk film. We found, from C- V characterization, that 
the fixed charges are mainly located at the SiN^/Si interface. 

In conclusion, the DECR process appears to be a promis- 
ing technique by which to prepare gate dielectric films in a 
wide range of thicknesses. 

ACKNOWLEDGMENTS 

This work was supported by the Centre National de la 
Recherche Scientifique (GDR86) and France Telecom. One 
of the authors (E.A.I.) gratefully acknowledges the support 
of the National Science Foundation (NSF) Division of Ma- 
terials Research. 

'A. Izumi and H. Matsumura, Appl. Phys. Lett. 71, 1371 (1997). 
2R. W. M. Kwok, W. M. Lau, D. Landheer, and S. Ingrey, J. Vac. Sei. 
Technol. A 11, 990 (1993). 

3D. Landheer. G. H. Yousefi. J. B. Webb, R. W. M. Kwok, and W. M. 
Lau, J. Appl. Phys. 75, 3516 (1994). 

4S. Garcia, I. Martil, G. Gonzalez Diaz, E. Castan, S. Duesnas, and F. 
Fernandez. J. Appl. Phys. 83, 600 (1998). 

5M. C. Hugon, F. Delmotte, B. Agius, and J. L. Courant, J. Vac. Sei. 
Technol. A 15, 3143 (1997). 

6M. A. Lieberman and R. A. Gottscho, Phys. Thin Films 18, 1 (1994). 
7Y. C. Park. W. B. Jackson, N. M. Johnson, and S. B. Hagstrom, J. Appl. 
Phys. 68, 5212 (1990). 

8S. M. Sze, J. Appl. Phys. 38, 2951 (1967). 
9S. V. Hattangady, G. G. Fountain, R. A. Rudder, and R. J. Markunas, J. 
Vac. Sei. Technol. A 7, 570 (1989). 

I0S. W. Hsieh, C. Y. Chang, Y. S. Lee, C. W. Lin, and S. C. Hsu, J. Appl. 
Phys. 76, 3645 (1994). 

"Y. C. Jeon, H. Y. Lee, and S. K. Joo, J. Appl. Phys. 75, 979 (1994). 
12F. Plais, B. Agius, F. Abel, J. Siejka, M. Puech, G. Ravel, P. Alnot, and 

N. Proust, J. Electrochem. Soc. 139, 1489 (1992). 
13S. Sitbon. M. C. Hugon, B. Agius, F. Abel, J. L. Courant, and M. Puech, 

J. Vac. Sei. Technol. A 13, 2900 (1995). 
I4W. Kern and D. A. Puotinen, RCA Rev. 6, 187 (1970). 
I5F. Delmotte, M. C. Hugon, B. Agius, and J. L. Courant, J. Vac. Sei. 

Technol. B 15, 1919 (1997). 
I6F. Delmotte, M. C. Hugon. B. Agius, and E. A. Irene, J. Vac. Technol. B 

(to be published). 
17P. C. Arnett and D. J. DiMaria, J. Appl. Phys. 27, 34 (1975). 
18J. M. Andrews, B. G. Jackson, and W. J. Polito, J. Appl. Phys. 51, 495 

(1980). 
"K. Watanabe and S. Wakayama, J. Appl. Phys. 53, 568 (1982). 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



Characterization of Al, Cu, and TiN surface cleaning following a low-JC 
dielectric etch 
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The cleaning of Al, TiN, and Cu blanket samples was investigated in a high density inductively 
coupled plasma reactor, and compared with results for silicon. After simulating the dielectric 
overetch exposure of these substrates to a CHF3 discharge, an in situ 02 plasma clean and 
subsequent Ar+ premetal sputter clean were performed and evaluated using ellipsometry and x-ray 
photoelectron spectroscopy. Following the fluorocarbon exposure, significant C and F residues were 
observed. Exposure to a 02 plasma clean greatly reduced this contamination. Subsequent treatment 
with an Ar+ sputter further reduced the thickness of the modified surface layer. Comparisons of the 
cleaning results with silicon suggest an efficient cleaning procedure, especially in the cases of 
copper and titanium nitride. The response of several blanket, oxide-like low-TsT dielectrics to the 02 

plasma treatment were also studied and compared to Si02. While a fluorinated Si02(SiOF) 
exhibited Si02-like stability, deep modifications were observed in both hydrogen silsesquioxane and 
methyl silsesquioxane, consistent with the removal of hydrogen and carbon from these films. These 
results were compared to a dedicated chamber design, where no fluorocarbons contaminate the 
reactor. The dedicated chamber methodology offered no significant advantage. © 7999 American 
Vacuum Society. [S0734-211X(99)00204-8] 

I. INTRODUCTION 

With the evolution of feature sizes to submicron dimen- 
sions, RC delay becomes a critical factor in the overall per- 
formance of logic chips based on multilevel interconnect de- 
signs. There are two conventional ways of reducing the RC 
delay, one of which is to reduce the resistivity in the metal 
lines. To achieve this, interconnect metals with lower resis- 
tivity can be implemented. The current methodology for pro- 
ducing such integrated circuits involves a damascene ap- 
proach wherein the features are first etched in a dielectric. 
Then, after a premetal clean, these trenches and vias are 
filled with the appropriate liner and metallization. This pro- 
cedure is repeated for each metallization layer. Producing a 
clean interface between these metallization layers reduces 
the contact resistance of the plugs, and hence the overall 
resistivity of the line. In this work, we will address both 
aluminum and copper thin films, which are important inter- 
connect metals. We will then compare the results with sili- 
con, for which several evaluations of 02 plasma and Ar+ 

sputter cleaning have been made.1"3 Diffusion of Cu or Al 
into the Si or Si02 makes it imperative to use a diffusion 
barrier. TiN has proven effective in preventing this 
diffusion.4"7 We therefore include TiN films in our study. 

The other conventional way of reducing RC delay is to 
use a dielectric material of a lower dielectric constant (K), 
hence reducing the capacitance between the metal lines. We 

a)Electronic mail: pml747@csc.albany.edu 
b,Electronic mail: oehrlein@csc.albany.edu 
c,Electronic mail: tjdalton@us.ibm.com 
d)Work done while at Digital Semiconductor, Hudson, MA 01749. 

have investigated several oxide-like dielectrics: a fluorinated 
Si02 (SiOF), hydrogen silsesquioxane (HSQ), and methyl 
silsesquioxane (MSQ). We have tested their stability under 
exposure to a 02 plasma clean and compared these results to 
a conventional thermal Si02. Each of these dielectrics offers 
a dielectric constant considerably lower than the A" =3.9 ex- 
hibited by the conventional thermal oxide. More information 
of these dielectrics is available in a companion publication.8 

A schematic of the processing steps required for this work 
is shown in Fig. 1. In step 1 the contact hole is etched in the 
dielectric material using a fluorocarbon plasma. Following 
this etch step, there is a CFX residue on the structure bottom. 
This residue increases the contact resistance between layers 
and hence the overall connection resistivity. This etching 
process is addressed by Standaert et a/.8 Step 2 involves re- 
moving this residue with a 02 plasma. This, in turn leaves an 
oxidized surface. Although the oxygen contamination is 
more inert than the fluorine, which can lead to chemical deg- 
radation of the metal and dielectric,9 this oxidation still cre- 
ates a high contact resistance and thus, must be removed.10 

In step 3, the final step, this oxidation is removed using an 
Ar+ premetal sputter clean. 

The right side of the illustration depicts the steps involved 
in cleaning up after the etch of an organic class of dielectric. 
Although quite similar to the steps 2 and 3 on the left, this 
process will be addressed in a future work. This article fo- 
cuses on the response of the Si, Al, Cu, and TiN surfaces to 
each step in the cleaning process, after simulating the dielec- 
tric overetch on blanket surfaces. Selected conditions were 
applied to actual structures, where the 02 induced modifica- 
tions of the dielectric were observed. 
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FIG. 1. Schematic of the processing steps involved in this study. 

II. EXPERIMENTAL SETUP AND PROCEDURE 

The cleaning of the residual CFX and oxides was carried 
out in a planar coil inductively coupled plasma (ICP) reactor. 
The specifics of this reactor are explained elsewhere.8'1 l,n A 
schematic of this tool is shown in Fig. 2. 

During processing, the surface modifications were moni- 
tored in real time using a SOFIE rotating compensator ellip- 
someter in the polarizer-compensator-sample-analyzer 
(PCSA) configuration with a 638.2 nm He/Ne laser source 
beam. After processing, samples were transferred under ul- 
trahigh vacuum (UHV) to a multitechnique surface analysis 
vessel for x-ray photoelectron spectroscopy (XPS) measure- 
ments. Some samples were selected for secondary electron 
microscopy (SEM) measurements after atmospheric trans- 
port. 

III. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Metal and barrier layers 

Between metallization layers, a clean interface ensures a 
low contact resistance. Two relevant interconnect metals, 
aluminum and copper, were investigated after a cleaning pro- 

RF Power 
Supply 

Quartz 
Coupling 
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FIG. 2. Schematic of the tool used in this work. 
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FIG. 3. Time evolution of the ellipsometric variable delta monitored in real 
time during the CF, contamination of c-Si, the 02 cleaning step, and the 
final Ar sputter. 

cedure designed to remove the CF^ residue left from the 
dielectric etch step. Also of related importance is the clean- 
ing efficiency of titanium nitride, a commonly used diffusion 
barrier. Silicon is of importance both at the lowest level of 
metallization and as a reference for comparing the cleaning 
efficiency of the other materials. 

1. Silicon 

The modifications on the silicon surface were monitored 
in real time with ellipsometry during each phase of the pro- 
cessing steps depicted in Fig. 1. These results are presented 
in Fig. 3 in terms of the ellipsometric variable delta as a 
function of time. In this case, a decrease in delta represents 
an increase in the thickness of a modified surface layer. The 
conductivity of the c-Si results in its semi-infinite appear- 
ance to the 632.8 nm source beam, and insures that all ob- 
served modifications are taking place on the Si surface, since 
the silicon thickness change cannot be detected. At time (a), 
a 1400 W 6 mTorr 40 seem CHF3 discharge is ignited. Im- 
mediately, a thick fluorocarbon layer is formed on the Si 
surface. At time (b), a 200 W bias is applied to the sample. 
The induced ion bombardment quickly etches away the CFj 
film until only a thin steady state CF,. layer and a thin reacted 
Si layer remain.12 The plasma is then extinguished and the 
chamber evacuated until at time (c) a 1000 W 6 mTorr 40 
seem 02 plasma is started. At this time, the fluorocarbon 
layer is quickly removed from the reacted Si surface and an 
oxide layer begins to grow. At time (d), an Ar plasma is 
ignited and 80 W radio frequency (rf) bias (corresponding to 
25 V bias voltage) is applied to the sample. This ion bom- 
bardment removes the oxide and reacted layer until the bare 
Si surface is recovered. 

We observe that the oxide layer is considerably thicker 
than the CF,. mixed layer. A previous work describes the CF,. 
layer on Si in great detail.12 XPS data were taken at each step 
of this process, and these results are shown in Figs. 4 and 5. 
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FIG. 4. XPS spectra representing the important stages of the Si cleaning 
process. Relevant binding energies are listed in the Appendix. The 0(1 s) 
spectra was reduced in intensity by a factor of 8. 

The lowest curves in Fig. 4 depict the state of the sample 
after a HF dip, i.e., with the native oxide removed. Steps 
1-3, as depicted in Fig. 1, are then presented with each suc- 
cessively higher curve. Reference binding energies for the 
curve fits are marked by the vertical dotted lines, and are 
listed in the Appendix. Fits were obtained by constraining 
the full width at half maximum (FWHM) and binding ener- 
gies. Comparing the post-Ar+ sputter stage with the HF 
dipped reference sample, we see that only a slight contami- 
nation, attributed to CF^ related species, remains. More re- 
solved Si(2p) spectra are shown in Fig. 5. Again, panel (i) 
represents the reference sample, which in this case has been 
HF dipped to remove the native oxide. Panel (ii) illustrates 
the Si surface after exposure to the CHF3 plasma, panel (iii) 
after the 02 plasma clean, and panel (iv) after the final Ar+ 

sputter step. The elemental Si peak at 99.15 eV is in good 

97  99 101 103 105 107  97  99 101 103 105 107 

Binding Energy (eV) 

FIG. 5. Si(2p) XPS spectra and chemical shifts. Curve (i) depicts the state 
of the surface as received, (ii) after CF, exposure, (iii) following the 02 

plasma clean, and (iv) after the Ar+ sputter. Chemical shifts were fitted with 
a constant FWHM of 1.36 eV except in panel (v) where no constraint was 
imposed. The Appendix lists the relevant binding energies. 

agreement with values in the literature.13 We have fitted the 
silicon-fluorine bonded species with a +1.15 eV shift from 
the elemental peak for each fluorine bonded to the silicon, 
i.e., 100.3 eV for SiF, 101.45 eV for SiF2, 102.6 eV for SiF3, 
and 103.75 eV for SiF4. These choices give a satisfactory fit 
and are in agreement with several previous works.14"16 Be- 
cause we are using the fitted chemical shifts for a qualitative 
understanding, we have ignored the spin-orbit separation in 
the fitting of the elemental peak. Evidence for a Si-C bonded 
species at 282.7 eV for the fluorocarbon plasma treated sur- 
face was found (see Fig. 4),17 but ignored in the fit of the 
Si(2p) spectra in panel (ii). Although this compound exists, 
it would overlap the Si-F bonded species, making its decon- 
volution difficult. 

The diminished intensities in panels (ii) and (iv) suggest 
the presence of a CF^ overlayer. Although most significant 
after the CHF3 exposure, such a residue is suggested by all 
the spectra, aside from the HF dipped reference. 

The thicknesses of the modified surface layers on Si were 
also determined using ellipsometry. The refractive index 
used in the fit was n + ik = 3.866+^0.028 for the Si, n 
= 1.48 for the steady state CF^ layer, and n=1.46 for the 
Si02-like overlayer. Such fitting yielded a steady state CFX 

thickness of 3 ± 1.0 nm. The thickness of the oxide layer was 
determined to be 16±1.0nm. The error reported for these 
measurements are primarily due to the quality of the fit, with 
intentional misfits used as reference. In general, the refrac- 
tive index of the CF^ overlayer will represent the F:C ratio of 
the film, i.e., more fluorinated films will exhibit a lower re- 
fractive index.18 In this case, n= 1.48 provided the best fit to 
the data. 

Using photoelectron escape depth considerations, the ap- 
parent thicknesses of the modified Si surface were calculated 
by comparing the reacted Si(2p) peak areas with the area of 
the elemental Si peak, as described elsewhere.16 This yielded 
a thickness of l.l±0.3nm for the HF dipped reference 
sample, 3.0±0.6nm for the CHF3 treated sample, greater 
than 10 nm for the 02 plasma treated sample (determined 
from the complete loss of the elemental peak), and 1.5 
±0.4nm for the Ar+ treated sample. Within the error, pri- 
marily determined by the peak fits, these thicknesses are in 
agreement with the ellipsometrically determined thicknesses. 
In the case of the CHF3 plasma exposed surface, the agree- 
ment between ellipsometric and XPS determined thicknesses 
suggests little if any nonreacted CF^ residue on the sample 
surface. It is possible that some adventitious carbon does 
indeed lie on the surface, but we cannot support this conclu- 
sion beyond the 1 nm error in the ellipsometric calculation. 

The XPS spectra presented in Figs. 4 and 5 indicate a 
successful clean following the final Ar+ sputter step. 

2. Aluminum 

Figure 6 shows the time evolution of the ellipsometric 
variable delta for an Al film throughout the processing se- 
quence as was shown for silicon in Fig. 3. Again, the thick- 
ness of the Al layer was sufficient for it to be semi-infinite to 
the 632.8 nm source beam, therefore all changes in delta are 
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FIG. 7. XPS spectra representing the important stages of the Al cleaning 
process. The spectra were fit using binding energies as listed in the Appen- 
dix with FWHM of 2.36 eV for the C{\s) and F( 1 s) spectra and 2.3 eV for 
the 0( 1 s) spectra. The total area of all the F( 1 s) and 0( 1 s) peaks were cut 
in half with respect to the C(\s) peaks. 

resulting from the surface modification. The Al was first 
sputtered with Ar+ to remove the native oxide. At time (d), 
when the Ar plasma is ignited and 80 W rf bias is applied to 
the sample, there is an initial period of optical response of 
the ellipsometer to the untuned discharge, after which the 
oxide is sputtered away to the bare Al point. This optical 
response varies with the chamber pressure as the system re- 
laxes from the plasma ignition. We observe that the steady 
state CF,. layer and the oxide layer are of roughly the same 
thickness (~5 nm), as opposed to the silicon processing. 
This can be attributed to the oxidation kinetics of A1203 tak- 
ing place at the surface thus leading to the formation of a 
self-passivating oxide, while for Si02, diffusion of oxygen 
through the Si02 interface supports oxidation at the Si/Si02 

interface.19 

XPS data were taken at each of step of this process, and 
these results are shown in Fig. 7. The lowest curves depict 
the state of the sample as they were received, i.e., with native 
oxide and carbonaceous contamination. Steps 1-3, as de- 
picted in Fig. 1, are again presented with each successively 
higher curve. Reference binding energies for the fitted curves 
are marked by the vertical dotted lines, and are listed in the 
Appendix. The reader is also directed to Fig. 8, where the 
A\(2p) region has been magnified and fitted with Gaussians 
representing individual chemical shifts. Panel (i) represents 
the "as received" reference spectrum, panel (ii) is after the 
Al has been exposed to the dielectric etch environment, 
panel (iii) shows the effect of the 02 plasma clean, and panel 
(iv) shows the state of the Al surface after the Ar+ sputter 
step. The Al peak at 72.65 ±0.5 eV is consistent with several 
values found in the literature.13'20"23 The spin-orbit separa- 
tion is too small for us to resolve (—0.42 eV),27 so we fitted 
the Al(2p) doublet with one Gaussian peak. The contribu- 
tion of the oxides at 73.95 ±0.2 and 75.25 ± 0.2 eV are attrib- 
uted to Al-0 and A1203 oxidation states,21,24 although con- 

tributions from Al(OH)3 and AlOOH are supported by the 
0( 1 s) spectra,25 and assumed present. Both these peak po- 
sitions are in excellent agreement with the observed energies 
reported by both Carley and Roberts21 and by Flodstrom 
etal2A The 76.45±0.5eV peak is attributed to the Al-F,. 
bonded species.13 In order to fit the CHF3 treated spectrum 
properly, an additional peak at ~77.75 eV was also neces- 
sary and we also attribute this to a fluoride contribution.20 

In the reference sample, strong oxidation and carbon- 
aceous residues are observed, both in terms of the 0( 1 s) and 
C(ls) spectra seen in Fig. 7, and the reacted Al(2/?) peak 
components outlined above and illustrated in Fig. 8. Only a 
small fluorine signal is observed, and of this, the majority 
results from Al-F bonded species as seen from the 685.19 
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FIG. 8. Al(2p) XPS spectra and fitted chemical shifts for (i) the as received 
reference sample, (ii) after the CFt exposure, (iii) following the 02 plasma 
clean, and (iv) after the Ar+ sputter. The binding energies used for the fits 
are listed in the Appendix. 
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eV Al-F component of the F(ls) peak and the high energy 
side of the Al(2p) spectrum. 

In the CHF3 treated samples, there is a significant CF^ 
overlayer. Although most of this layer is deposited on the Al 
surface, there are still Al-F bonds visible suggested by the 
low binding energy shoulder (—685.19 eV) of the F(l.s) 
spectrum and more easily seen in the Al(2p) spectra of Fig. 
8. The strong reduction in the observed 0(1 s) intensity sug- 
gests the efficient removal of the oxide, and this is supported 
by the diminished A1203 and/or A1(0H)3 peak at 75.25 eV in 
the Al(2p) spectrum. 

After the 02 plasma cleaning step, a significant level of 
the A1203 returns. There is substantially less fluorine in the 
form of C-Fj bonded species, although the Al-F,. compo- 
nent of the Al(2p) spectrum is still prominent. Further re- 
moval of both fluorine and carbon is found after the Ar+ 

sputter clean. There is also substantially less Al-F bonded 
species as seen in the Al(2p) spectrum of Fig. 8. 

Thicknesses of the modified Al surface can be obtained 
by fitting the ellipsometric data presented in Fig. 7. Consid- 
ering the refractive index of the Al substrate to be n + ik 
= 1.60-i7.5326~28 and of the deposited CF^ film to be n 
= 1.5 we obtain a steady state thickness of the fluorocarbon 
layer to be 2 ± 1.0 nm. For the oxidation of the Al, we used 
a refractive index of n= 1.62.29 This gave a consistent fit in 
delta with a <2° shift in ^ and yielded a thickness of 2.7 
±1.5nm. 

The XPS spectra as seen in Fig. 8 were used to determine 
an apparent thickness of the modified Al surface. As was 
done in the case of silicon, the ratio of the reacted Al to the 
elemental Al peak areas was used for this calculation. The 
density coefficient k was assumed to lie between 0.2 and 0.5 
and the mean free path of the A\{2p) photoelectrons through 
this modified layer was assumed to be 2.5 nm.30 Such a 
range of density coefficients allow a mixed layer stoichiom- 
etry from A1X to A1X3, where X can represent an oxygen or 
fluorine. These assumptions are the major source of the error 
in these values. For the untreated reference sample, a modi- 
fied layer thickness of 5.12± l.Onm was found. After expo- 
sure to the fluorocarbon plasma, we calculated a thickness of 
4.77± l.Onm, while the 02 plasma treated sample yielded 
5.32± 1.1 nm. Finally, after the Ar+ treatment, the thickness 
was determined to be 2.55± 0.8 nm. The reason for the dis- 
crepancy in thicknesses measured by ellipsometry and XPS 
is attributed to the bare Al point considered by the ellipsom- 
etry calculations to actually correspond to a modified surface 
of 1-1.5 nm. 

Throughout the ¥{\s) XPS spectra presented in Fig. 7, 
Al-F bonding is visible. The clean aluminum surface is ex- 
tremely reactive, so that trace fluorine contamination in the 
chamber could account for such signals, especially following 
the final Ar+ sputter step. This surface contamination is also 
evident in the return of the bulk plasmon peak seen in Fig. 9, 
but the absence of the surface plasmon at lower binding 
energy.31'32 In Fig. 9, each data point has been averaged with 
the nearest two neighboring data points. Such peaks are at- 
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FIG. 9. XPS spectra of the Al(2/>) plasmon at various stages in the cleaning 
process. 

tributed to discrete energy losses via the collective excitation 
of valence electrons.24'33 

3. Copper 

In Fig. 10 we present the time evolution of the ellipsomet- 
ric response of the Cu surface throughout the processing se- 
quence as was shown for Si in Fig. 3. Consistent with the Si 
processing, yet as opposed to Al, the oxide layer thickness is 
almost three times greater than the CF^. damage layer thick- 
ness. It is important to note, that although the thicknesses of 
the modified CF^ and oxide layers are both proportional to 
the change in delta in this region of the AN' plane, the con- 
stants of proportionality differ, i.e., for a given delta shift, the 
corresponding CF^ thickness is greater than that of the oxide. 
The XPS spectra in Fig. 11 also indicate a much more effi- 
cient removal of the residual F and O contamination. Here, 
the chemical shifts are marked and fitted according to the 
Appendix. Several of the 0(1 s) spectral data points have 
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FIG. 10. Time evolution of the ellipsometric variable delta monitored in real 
time during the CF^. contamination of Cu, the 02 cleaning step, and the final 
Ar sputter. 
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Flo. 11. XPS spectra representing the important stages of the Cu cleaning 
process. The spectra were fit using binding energies as listed in the Appen- 
dix with FWHM of 2.36 eV for the C( 1 s) and F( 1 s) spectra and 2.3 eV for 
the 0( 1 s) spectra. The total area of all the F( 1 s) and 0( 1 s) peaks were cut 
in half with respect to the 0( 1 s) peaks. Note that the Cu(OH)2 and CuC03 

bonded species are not resolved and therefore may both exist on the Cu 
surface. 

been averaged with their nearest neighbors. In the case of the 
Cu(2p) spectra, the spin-orbit separation is much greater 
than the chemical shifts, and due to the cutoff at 960 eV, the 
reacted Cu(2p)i/2 peaks (binding energy >960) are not seen. 
In Fig. 12, the Cu(2p)y2 regions have been analyzed with 
fits of the chemical shifts. The Cu peak at 932.4 eV is in 
good agreement with values reported in the literature.13'34,35 

Moving to higher binding energies, we have fit a CuO peak 
at 933.45± 0.5 eV, which again agrees with values reported 
by Pan et a/.35 and others.13 At 934.75 eV, we have included 
a Cu(OH)2 peak, although we cannot distinguish this from 
CuC03 at 934.8±0.5eV.13 We assume, based on 
literature,25'32 that the reference sample is indeed passivated 

932    937    942    947       932    937    942    947 
Binding Energy (eV) 

FIG. 12. XPS spectra and fitted chemical shifts for the Cu2pm spectra. The 
binding energies used for the fits can be found in the Appendix. A FWHM 
of 1.53 eV was used in fitting all the chemical shifts. The intensities in 
panels (ii) and (iv) were reduced by factors 2 and 6, respectively. 

with Cu(OH)2, while after fluorocarbon plasma exposure, the 
CuC03 may be present. The well known Cu(/) oxidation 
state of Cu20 is shifted only slightly from the elemental 
Cu(2p) binding energy (—0.1 eV), and we have therefore 
left this unresolved. However, Auger analysis taken on the 
reference sample has clearly resolved this oxidation state. 
The CuF2 is fitted with two peaks, as reported in Ref. 13, and 
supported by trends in the F(ls) and 0(]s) spectra. They 
are located at 935.83 and 936.75 eV and should be consid- 
ered within ±0.5 eV. Finally, the shakeup satellite charac- 
teristic of Cu(II) oxidation state (—942 eV)37 was fitted using 
three weakly constrained peaks. These peaks should there- 
fore only be interpreted as a general indication of the CuO 
concentration. Although visible in all spectra, it is predomi- 
nant after the 02 plasma cleaning step. 

The lack of significant reactive components to the 
Cu(2p)y2 peak after CHF3 plasma exposure, coupled with 
the reduced Cu(2p) emission intensity suggests that the car- 
bon and fluorine residue is primarily an overlayer rather than 
chemical reaction with the Cu. This is also supported by the 
F(ls) spectra, where the 687.4 eV peak suggests F-C 
bonded species.13 The lack of an O(ls) intensity signifies 
the removal of most of the Cu-0 bonded species, and this is 
supported by the reduced Cu(II) oxidation peaks in Fig. 12. 

After the 02 plasma treatment, the shift of the F( 1 s) spec- 
trum indicates a change from F-C bonded species to F-Cu 
bonds (684.5 eV). There is a strong Cu(II) oxidation signal, 
as well as what is consistent with the CuC03 patina at 934.8 
eV. Again, we note that the Cu(OH)2 peak at 934.75 eV 
could also be present. 

There is no observable F(ls) or O(ls) intensity after the 
Ar+ sputter step, as seen in Fig. 11, although there is still a 
small CuC03 peak [seen in Fig. 12, panel (iv)]. As with the 
Al, the ellipsometry data presented in Fig. 10 were fit in 
order to get an idea of the modified layer thicknesses. In this 
region of the A/^P plane, the thickness is proportional to the 
change in delta. Using a refractive index of the Cu substrate 
of n + !fc = 0.17-i21.5,38 and of n= 1.5 for the modified CF, 
layer, a thickness of 1.2± 0.2 nm was obtained for the steady 
state CFX layer. As seen in Fig. 10, after the CHF3 discharge 
was extinguished (the plateau before point c), there was film 
growth attributed to postplasma fluorocarbon species depos- 
iting on the sample. The growth of this layer can be pre- 
vented by switching off the inductive power before the rf 
bias of the sample, and for the XPS analysis, this was done. 

With a complex refractive index of n + ik= 1.5-/0.3 for 
the oxide film,38 an oxide thickness of 8±2.0nm was ob- 
tained after the 02 plasma exposure. Although the reference 
referring to the oxide film did not identify the oxidation state 
of the copper, this value gave an acceptable fit to what our 
surface analysis has shown to be both CuO and Cu(OH)2. 
Although we could not attain a perfect fit, by acceptable, we 
refer to a fit identical to the data in shape and delta variations 
with a <3° shift in psi. Forcing the simulated psi values to 
err both higher and lower than the data by 3° allowed us to 
assess the error in film thickness induced by the poor fit in 
psi. 
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Again, apparent thicknesses of the modified copper were 
calculated from the Cu(2p) XPS spectra. For the as received 
reference sample, a thickness of 2.41 ± 0.55 nm was found. 
After the CHF3 exposure, the thickness was determined to be 
1.35±0.38nm. After the 02 plasma step, we calculated the 
thickness as 9.05± 0.85 nm, and after the Ar+ sputter, 1.28 
±0.36nm. 

Referring again to Fig. 12, it is clear that the Ar+ treated 
surface [panel (iv)] is the least contaminated, however, the 
CFX treated surface [panel (ii)] is nearly free from modified 
Cu residues. In panel (i), the as received reference sample is 
shown. There is only a small satellite at —942 eV suggesting 
only a low level of Cu(II) oxidation. However, the O(ls) 
spectra seen in Fig. 11 suggest significant oxidation. We 
therefore conclude that the primary oxidation states are 
Cu(I), Cu(OH)2, and/or CuC03. This is supported by the 
Cu(OH)2 peak at 934.75 eV and by native oxidation models 
found in the literature.25'32 The presence of carbon is also 
clear in the C(ls) panel of Fig. 11. Panel (ii) of Fig. 12 
represents the state of the copper surface after exposure to 
the CHF3 plasma with ion bombardment. Note that we have 
reduced the intensity of the displayed spectrum by a factor of 
2. Again, the characteristic Cu(II) oxidation satellite at 942 
eV is extremely small. Here, we also observe that the oxygen 
contributions at 933.5 (CuO) and 934.8 [Cu(OH)2 and/or 
CuC03] have become significantly diminished. A return to 
Fig. 11 will verify that the 0(1 s) peak is absent. Again, note 
the significant CF^ overlayer in the absence of any signifi- 
cant Cu-F or Cu-C bonded species. After the copper sur- 
face, previously exposed to the CHF3 plasma, has been ex- 
posed to an oxygen plasma, one immediately notices the 
significant characteristic Cu(II) oxidation satellite. Also, the 
ratio of the 932.4 eV Cu peak to the 933.5 CuO peak has 
been greatly reduced. This state of the surface is supported 
by the 0(1.?) peaks seen in Fig. n.13-34-35 Also of interest is 
the return of the Cu-F bonded species after the 02 plasma 
treatment. This is apparent in the CuF2 peaks seen in panel 
(iii), as well as the F(ls) spectrum in Fig. 11. Possibly, this 
is due to the removal of carbon by the oxygen plasma and 
the reaction of the residual fluorine with the copper. Illus- 
trated in panel (iv) is the final stage of the cleaning process 
studied here. The Cu sample has undergone treatments as in 
panel (iii), and then is subjected to an Ar+ sputter at 80 W. 
Note that the displayed intensity is only one sixth the mea- 
sured intensity. This is clearly the cleanest sample, with a 
strong intensity and low levels of reacted Cu. There does, 
however, remain a small amount of carbon contamination. 

4. Titanium nitride 

Unlike the other films used in this part of our study, the 
TiN was thin enough (~50 nm) so that changes in its thick- 
ness could be observed with the ellipsometer. It is the quasi- 
infinite response, at 632.8 nm, of the other three substrates 
investigated that allowed for a more accurate determination 
of the surface modifications during each stage in the process- 
ing sequence. Therefore these data must be interpreted dif- 
ferently than the analogous figures for Si, Al, and Cu, i.e., in 
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FIG. 13. Time evolution of the ellipsometric variable delta monitored in real 
time during the CF, contamination of TiN, the 02 cleaning step, and the 
final Ar sputter. 

such a way as to account for the etching of the TiN as well as 
the surface modification. The real-time evolution of the TiN 
in response to the processing is depicted in Fig. 13. At time 
(a), a thick flüorocarbon layer is deposited in response to the 
ignition of a CHF3 discharge. The removal of this layer then 
takes place upon applying the 200 W rf bias to the sample. 
Once this passively deposited CFX film is removed, the TiN 
begins to etch through a thin steady state reaction layer. At 
this point the plasma is extinguished. At time (c), a 1000 W 
02 plasma is ignited. A portion of the CF^ damage layer is 
removed before the TiN begins to oxidize. The oxide layer is 
quite thin, as is the modified CFX layer. Finally, at time (d), 
with the 02 plasma extinguished, an Ar plasma at 440 W is 
turned on and a rf bias of 80 W is quickly applied to the 
sample. After an initial optical response of the ellipsometer 
to the high pressure Ar discharge, the TiN surface is recov- 
ered, though there is an increase in delta due to the etching of 
the film. Each stage in this evolution is depicted in Fig. 14 in 
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FIG. 14. XPS spectra representing the important stages of the TiN cleaning 
process. Specific binding energies for the chemical shifts can be found in the 
Appendix. 
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FIG. 15. Ti(2p) XPS spectra and chemical shifts. Curve (i) depicts the state 
of the surface as received, (ii) after CF, exposure, (iii) following the 02 

plasma clean, and (iv) after the Ar+ sputter. Only the Ti and Ti02 binding 
energies are lined in due to the overlap of other chemical shifts. Other bonds 
are suggested and listed in the Appendix. 

terms of XPS spectra. The Appendix lists the relevant chemi- 
cal shifts used in the fitting. 

It is very difficult to resolve the chemical shifts in the 
Ti(2/?)3/2 spectrum due to the overlap of the TiO, TiN, and 
TiC binding energies.13 Nevertheless, the Ti(2p) spectra 
have been magnified and are presented in Fig. 15. Certain 
chemical shifts are identified in Fig. 15, and the Appendix 
presents some values from literature. A linear background 
subtraction was used which has been shown to compare well 
with an integrated background correction.39 

In the case of the as received reference spectra, we see a 
strong Ti02 component at 458.5 eV in addition to the TiN 
component at about 455.5 eV [the low binding energy shoul- 
der of the Ti(2/>)3/2 peak]. This is supported by the observed 
0(1 s) and N(ls) emission intensities. In both of the latter 
peak shapes, an asymmetry is observed. In the case of the 
0(1.?) spectra, the main peak at 529.9 eV is due to oxygen 
from Ti-0 bonded species.40 A slight shoulder on the high 
binding energy side of this main peak is observed, though we 
do not speculate as to its origin. We acknowledge the prob- 
able occurrence of oxynitride phases, but have not attempted 
to resolve their contributions. Also observed in the reference 
spectra are a C(ls) peak and a small F(li) peak. Close 
inspection of the O(l^) spectrum reveals at least two main 
features: (1) a graphitic contribution at 284.3 eV, and (2) a 
CFX related peak at 287.95 eV. No C-Ti bonds are visible. In 
most of the N(ls) spectra, high binding energy asymmetries 
are observed. Other investigators have attributed these to ab- 
sorbed N2 and nitrosyl species.41"43 

After the TiN sample has been exposed to the ion bom- 
bardment of a CHF3 discharge, several changes have taken 
place. There is clearly a CFX overlayer, as is seen in the 
strong CFj related species found in the C(ls) spectrum and 
supported by the F-C bonded species found in the F(l*) 
spectrum. The diminished intensity of the Ti(2p) spectrum 
also suggests the presence of an overlayer. The F(ls) spec- 

trum is clearly made up of two features: (1) a 685.1 eV peak 
originating from TixFv species, and (2) the C4F 687.4 eV 
peak. There appears to be no carbon that is chemically 
bonded to the titanium. The strength of the Ti-F bonded 
species in the F(ls) spectrum coupled with the low 0(1.?) 
intensity suggests the Ti(2/?) peaks near the characteristic 
Ti02 binding energies are originating from TiF^ contribu- 
tions. This is consistent with values reported in the Appen- 
dix. 

Following the 02 plasma treatment of the CF^ contami- 
nated TiN sample, the surface is mostly Ti02, although the 
low binding energy shoulder of the TiN is still visible. This 
is reflected nicely in the heightened 0(1*) and diminished 
N(ls) emission intensities. The fluorine is mainly due to 
TixFy species, although a small C-F related peak is ob- 
served. Again, we see no contribution of Ti-C bonds to the 
C(ls) spectra, but mainly a graphitic component. 

In the final step, after the sample has been sputter cleaned 
with Ar+, there is a return to the TiN surface. There is a 
clear Ti peak, as well as the TiN peak at its high energy 
shoulder. In this case, we assume that a portion of this 
intraspin-orbit region is also due to Ti-C bonds. This is sup- 
ported by the O(ls) spectrum where there is clearly a TiC 
contribution. An oxide contribution can be seen on the low 
energy shoulder of the 2p 1/2 state. 

An accurate determination of the modified surface layer 
thickness was not attempted in the case of TiN processing, 
due to the overlap of the etching dynamics observed with the 
ellipsometer. However, we estimate this layer to be quite 
thin, i.e., <2 nm. We have based this assumption on a simu- 
lation involving the etching of TiN either through a CF^ 
layer or through a modified Ti02 surface. The refractive in- 
dex of the TiN used in the fitting was n + ik = 1.5 - i2.00.44'45 

The fluorocarbon overlayer is again n = 1.5 and the Ti02 was 
fitted using n = 2.2.45 When various thicknesses for the 
steady state modified CF^ layer or the Ti02 were introduced 
into the fitting routine as the top layer in a three layer model 
of Al/TiN/(modified TiN), the correlation between the delta 
values at a given psi between the ideal TiN and overlayer 
and the dataset of the TiN etching and overlayer suggested 
such a thickness. Due to the complex chemical shifts and 
satellite presence in the Ti(2/?) spectra, apparent thicknesses 
of the modified surface layers were not calculated from the 
XPS data. 

The contamination due to atmospheric exposure of TiN is 
well documented.7'43'46 The spectra obtain in our work are in 
good agreement for such a reference sample. After the 
sample has been exposed to the fluorocarbon plasma, a C¥x 

overlayer is observed. Although quite a bit of fluorine has 
bonded to the titanium, the carbon has not. Rather, the car- 
bon seems to be graphitic or part of the physisorbed CF^ 
overlayer. The 02 plasma treatment is quite efficient at re- 
moving the C-F bonded species, however, the surface TiN 
has been converted to Ti02. A significant amount of the 
fluorine incorporated in Ti^F^ bonds has been removed, 
though a substantial amount remains. After the Ar+ sputter 
step, and only in this stage, the C(l.?) spectrum reveals the 
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FIG. 16. XPS spectra illustrating the stability of Si02 during 02 plasma 
exposure. 

emergence of TiC species. Also the fluorine incorporation in 
the film has been significantly reduced. The Ti02 has been 
sputtered away and the surface has returned to primarily TiN. 

B. Effect of cleaning on \ovi-K dielectrics 

In a successful cleaning procedure, the dielectric will be 
exposed to the 02 plasma. Hence, the stability of the dielec- 
tric in this environment is a critical issue. To retain the 
etched profile, the dielectric must not etch significantly, nor 
should the dielectric constant increase. We investigated the 
stability of three oxide-like dielectrics in response to 02 

plasma exposure and compared the results with a conven- 
tional oxide. 

1. Si02 

The stability of thermally grown Si02 in an 02 plasma 
environment is well known and we have confirmed this el- 
lipsometrically. No change in refractive index was observed, 
even in the presence of residual CF,. contaminants as found 
in an in situ cleaning procedure. In Fig. 16, XPS spectra, 
taken at normal electron emission, are presented which also 
support the stability of the dielectric. The different curves 
represent the unprocessed reference oxide and the state of the 
Si02 after 02 plasma exposure. The small ¥(\s) signal vis- 
ible after processing is attributed to the residual fluorine in 
the reactor. 

Stoichiometries of the Si02 were referenced to a Si:0 
ratio of 1.0:2.0 for the observed normal emission intensities 
of the Si(2jp) and O(l^) peaks. After processing in the 02 

plasma, the stoichiometric ratio of silicon to oxygen re- 
mained Si02. 

The reference spectrum had a Si(2/?) FWHM of 1.8 eV, 
while the processed oxide was 1.9 eV. This is also consistent 
with the uptake of residual fluorine from the reactor. 

2. SiOF 

The ellipsometric response of the SiOF during 02 plasma 
exposure is shown in Fig. 17. The top panel displays data 
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35.0 35.5 

FIG. 17. Real-time evolution of the SiOF surface during 02 plasma exposure 
as monitored by the ellipsometric variables psi and delta. Contours of con- 
stant refractive index are separated by An = 0.02. Panel (a) represents in situ 
cleaning following CFX exposure, while panel (b) is for a reactor free of CF^ 
contaminants. 

obtained during an in situ plasma clean, i.e., immediately 
following the fluorocarbon plasma exposure. Initially, the 
sample is exposed to a 1400 W CHF3 plasma. This results in 
the deposition of a thick C¥x layer. After considerable 
growth (>200 nm), the discharge is extinguished and the 
system evacuated. Then a 1000 W 02 plasma is ignited, and 
the CFX layer etches back, ultimately reaching the starting 
point. Once the SiOF surface has been recovered, slight 
deposition is observed, but this deposition is consistent with 
the formation of an oxide. We attribute this to the erosion of 
the quartz coupling window that separates the discharge re- 
gion from the inductive coil. In any case, the refractive in- 
dex, and hence the dielectric constant, remains constant dur- 
ing this exposure. In a dedicated chamber environment 
(reactor free from CF^ contamination), as seen in the bottom 
panel of Fig. 17, the refractive index again remains constant 
throughout the 02 plasma exposure. Noting the magnified 
ordinate, we also see the sputter deposition from the cou- 
pling window is eliminated. XPS measure 02 plasma expo- 
sure. These results are presented in Fig. 18. Consistent with 
the ellipsometrically observed stability of these films, no 
modification is seen. Characteristic in both samples is the 
Si02 peak from the Si(2p) core level at 103.4 eV. 

The stability of the SiOF under exposure to a 02 plasma 
environment can be attributed to the fact that these films are 
compositionally close to Si02. Fits of the XPS spectra as 
seen in Fig. 18 yield a stoichiometry of SiO, 9 for the refer- 
ence sample (FWHM=2.1eV) and the Si02 for the 02 

plasma exposed (FWHM=2.1 eV). 

3. HSQ 

When HSQ is exposed to the 02 plasma environment, an 
increase in refractive index is observed. This increase should 
correspond to an increase in the dielectric constant. The in- 
crease in refractive index is consistent with the loss of hy- 
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FIG. 18. XPS spectra illustrating the stability of SiOF during 02 plasma 
exposure. 
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FIG. 20. XPS spectra illustrating the instability of HSQ during 02 plasma 
exposure. 

drogen from the film and is observed both for an in situ clean 
and in a dedicated chamber configuration. These results are 
illustrated in Figs. 19(a) and 19(b), respectively. After the in 
situ clean, a significant etch of the dielectric takes place 
through the fluorocarbon film, before the bare HSQ is recov- 
ered. The duration of the 02 plasma exposure was 300 s, and 
in this time, the refractive index increased by An = —0.1. 
Figure 20 shows the surface analysis of the HSQ before and 
after a dedicated chamber 02 plasma clean. The increase of 
the 103.4 eV Si02 peak in the Si(2p) spectrum and 0(1.?) 
peak area suggest the increase of Si-O bonding at the ex- 
pense of the Si-H bonds, and is therefore consistent with the 
hydrogen loss model. Further support for this notion is the 
modification in stoichiometry of the films as calculated from 
the XPS spectra presented in Fig. 20. The reference sample 
was observed to have a stoichiometry of SiOi.7, while after 
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FIG. 19. Real-time evolution of the HSQ surface during 02 plasma exposure 
as monitored by the ellipsometric variables psi and delta. Contours of con- 
stant refractive index are separated by A« = 0.02. Panel (a) represents in situ 
cleaning following CFX exposure, while panel (b) is for a reactor free of CF* 
contaminants. 

processing it was measured to be Si02. Also the fit of the 
Si(2p) spectra after processing had a FWHM 0.2 eV less 
than the reference sample (FWHM = 2.6eV). This suggests 
that the unresolved Si-H bonds, which were contributing to 
the FWHM, have been broken. These trends all suggests that 
during processing, hydrogen is lost from the dielectric. 

In order to determine the depth of this modification, we 
sputtered a modified HSQ sample with Ar+, and noted the 
recovery of the refractive index versus depth. After the 02 

plasma modification, the refractive index increased by An 
= +0.11. After 75 nm the HSQ was removed by the ion 
bombardment, the index was observed to increase by an ad- 
ditional 0.1. After approximately 300 nm of the dielectric 
was sputtered away, a change of An = + 0.05 from the initial 
refractive index was observed. From this we conclude that 
the modification is extremely deep into the HSQ. 

4.MSQ 

We also observed an instability of MSQ in the 02 plasma 
cleaning environment. Ellipsometric evidence of this is pre- 
sented in Fig. 21, where again, panel (a) represents the in situ 
clean and panel (b) the dedicated chamber configuration. 
Etching through the fluorocarbon film is again observed in 
panel (a). During an in situ resist strip and via clean, this 
etching results in a tapering of the sidewall profile at the 
dielectric-photoresist interface. This degradation, as well as 
the residual sidewall veils, is illustrated in Fig. 22. Panels (a) 
and (b) show structures etched in SiOF before and after the 
02 cleaning step, respectively. The stability of the SiOF as 
presented in Sec. IIIB2 is manifested in the unmodified 
sidewalls. Panels (c) and (d) show the results of the same 
process for MSQ. Although the veils along the sidewalls are 
clearly visible in the MSQ etched structure after the 02 

plasma clean, they also exist along the patterned SiOF. This 
is shown in Fig. 23. Here, the dielectric was removed after 
the cleaning treatment using a diluted HF solution. All that 
remains on the sample surface are the insoluble veils, which 
for SiOF are depicted in panel (a) and for MSQ in panel (b). 
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FIG. 21. Real-time evolution of the MSQ surface during 02 plasma exposure 
as monitored by the ellipsometric variables psi and delta. Contours of con- 
stant refractive index are separated by An = 0.02. Panel (a) represents in situ 
cleaning following CF^ exposure, while panel (b) is for a reactor free of CF^ 
contaminants. 

Referring back to Fig. 21 and the response of the blanket 
samples, we see that during the 300 s 02 plasma exposure, 
the refractive index has increased by An = —0.1. XPS spec- 
tra illustrating this modification are presented in Fig. 24. A 
strong reduction in the C(ls) spectra and increase in the 
observed Si02 is consistent with the increase in refractive 
index observed in Fig. 21. The small F(ls) signal visible 
after processing is again attributable to the residual fluorine 
in the reactor. Fits of the MSQ Si(2p) and O(ls) spectra 
both before and after processing yielded stoichiometries con- 
sistent with the evolution towards a more Si02-like film. For 
the    unprocessed    reference    sample,    we    observed    a 

FIG. 22. SEM of 0.5 /an trenches in SiOF and MSQ after the dielectric etch 
both before and after the 02 plasma cleaning step. Panels (a) and (b) repre- 
sent the SiOF before and after the 02 plasma exposure, respectively. Panels 
(c) and (d) represent the MSQ before and after the 02 plasma exposure, 
respectively. 

FIG. 23. SEM of (a) SiOF and (b) MSQ veils remaining after the 02 plasma 
clean. The veils were exposed after the treated samples were HF dipped to 
remove the dielectric material. 

Si(2p):0(ls) peak area ratio of 1.0:1.7 with a FWHM of 
2.1 eV. After 02 plasma exposure, the ratio became 1.0:2.0, 
while the FWHM slightly lessened to 2.0 eV. An Ar+ sputter 
was used to determine the depth of the MSQ modification. In 
this case, the 02 plasma exposure also resulted in an increase 
of the refractive index of An = +0.11. After about 75 nm of 
sputtering, we see a slight return towards the original refrac- 
tive index (An = +0.10). After almost 300 nm removal, the 
refractive index is within An =+0.04 of the initial value. 
From this result and the analogous result for HSQ, we con- 
clude that the depth of the HSQ modification is noticeably 
greater than that of MSQ. This is consistent with expected 
diffusion coefficients for hydrogen and carbon through an 
oxide-like film. 

IV. CONCLUSIONS 

The contamination after a simulated fluorocarbon 
overetch of various low-Ä' oxide-like dielectrics has been 
characterized and the efficiency of a two step cleaning pro- 
cess has been evaluated for various substrates. 

Using silicon as a comparison, we have found the effi- 
ciency of the cleaning process to be quite good, especially in 
the cases of TiN and Cu. In the case of copper, there is a lack 

Si (2p) F(1s) 

- As Recieved 
After 02 Plasma Clean 

U) c 
(U 

97 99 101 103 105 107 684 686 688 690 692 
C(1s) O (1s) 

A 
282 284 286 288 290   530 532 534 536 538 

Binding Energy (eV) 

FIG. 24. XPS spectra illustrating the instability of MSQ during 02 plasma 
exposure. 
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of reacted metal after fluorocarbon plasma exposure. Only 
after the subsequent 02 plasma treatment are Cu-F bonds 
observed. 

The stability of the dielectrics to the 02 plasma environ- 
ment is dependent on their chemical makeup. SiOF, as Si02, 
exhibited good stability while HSQ and MSQ were signifi- 
cantly modified. We have presented evidence that this modi- 
fication is due to the removal of the hydrogen or the carbon 
atoms. We have also provided evidence that the depths of 
these modifications are extremely deep into the dielectric. 
We are currently investigating various cleaning chemistries 
that can maintain the integrity of the HSQ and MSQ, as well 
as other novel dielectrics. 
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APPENDIX: RELEVANT BINDING ENERGIES FOR 
XPS SPECTRA AND CHEMICAL SHIFTS 
USED IN THIS WORK 

Binding 
Material        Core level     Compound    energy (eV)     Reference 

Material Core level   Compound 

Binding 
energy 

(eV)        Reference 

Generic C(ls) 

Silicon 

F(li) 

O(l^) 
NO) 

C(ls) 

F(1J) 

0(1*) 
Si(2p) 

Aluminum       F(ls) 

0(1*) 

Al(2p) 

Ca 

C-CF, 
CF 

CF2 

CF3 

C4F 

CF, 

o2 
N2 

Si-C 

SiF, 
Si02 

Si 

SiF 
SiC 

SiF2 

SiF3 

SiF4 

Si02 

A1F3 

A1(0H)3 

A1203 

A100H 
Al 

Al-O 

284.3 

285.5 

287.95 
290.3 

292.65 

687.4 

689.4 

533.5 

399.8 

282.7 

686.3 

532.9 

99.15 

100.3 
100.65 
101.45 

102.6 

103.75 

103.4 

685.19 

531.3 

531.6 

532.6 
72.65 

73.95 

13,20 

12 

12,47 
12,47 

12,47 

13 

48 

30 

43 

17 

49 

13, 12 

13 

14, 15, 16 
17 

14, 15, 16 

14, 15, 16 

14, 15, 16 

13 

20 

25 

13, 19 

25 
13, 20, 19, 

21,22 
19,23 

Copper F(1J) 

0(\s) 

Cu(2p)3/ 

Titanium nitride 

Cu(2p)1/ 

C(\s) 
F(ls) 

0(1*) 

N(ls) 

A1203 

Al(OH)3 

AlOOH 
AIF3 
A1F, 

CuF2 

CuO 
Cu20 

Cu 
CuO 

CuC03 

CuF2 

CuF2 

CuOb 

Cu 

TiC 
TiFv 

Ti02 

TiO 
Ti-O-N 

TiN 
Ti 

TiN 

TiO 

Ti02 

TiC 

TiF, 
TiF3 

TiF. 

75.25 
75.25 
75.45 
76.45 
77.7 

684.5 
529.5 
530.3 
932.4 

933.45 
934.8 
935.8 

936.75 
942.5 
952.2 

281.2 
685.1 
529.9 
531.8 
395.8 
396.7 
453.8 
453.9 
454.8 
455.2 
454.5 
454.7 
455 

458.5 
458.3 
459 

454.7 
454.8 
461 
461 
462 

463.5 

13, 19,21,23 
25 
25 

13 

20 

13 
32 
32 

13, 33, 35 
13,35 

13 

13 
13 

13,34 
13 

13 
50 
51 
51 
51 

40, 41, 43 
13 

52, 53 
39,41 
52,46 
43, 54 

55 
56 
13 
52 

39,57 
52 
58 
59 
50 
41 
50 

aGraphitic carbon. 
bCuO satellite. 
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Reaction and thermal stability of cobalt disilicide on polysilicon resulting 
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The formation and thermal stability of CoSi2 has been investigated using a poly-Si/Ti/Co multilayer 
structure. The presence of the Ti layer allows the phase formation by a single step with an optimum 
reaction temperature in the range between 750 and 850 °C. The layer agglomerates at temperatures 
higher than 950 °C. Sheet resistance measurements have been used to monitor the kinetics of the 
agglomeration process. The dependence of both the sheet resistance and the thermal stability on the 
film thickness has been studied in detail. The agglomeration process is thermally activated with an 
energy of -3.9 eV, lower than the value 5.6 eV measured in CoSi2 layers formed by direct reaction 
of Co with polycrystalline silicon. These activation energies have been correlated to the different 
layer structures. In the silicide formed without the Ti thin film, the grains are columnar, while the 
presence of Ti causes a random distribution in the grain shape and smaller size. The low thermal 
stability of the CoSi2 layer on polysilicon can be a problem to use the Ti/Co bilayer process in 
self-aligned complementary metal-oxide-semiconductor technology. © 7999 American Vacuum 
Society. [S0734-211X(99)01404-3] 

I. INTRODUCTION 

Cobalt disilicide has received a great deal of attention for 
microelectronics applications. As devices are scaled to deep 
submicron dimensions, thermally stable, highly conductive 
interconnects and suicided contacts to ultrashallow junctions 
are required. The stable CoSi2 phase has been extensively 
investigated as a material for both interconnects on polycrys- 
talline silicon and contacts on crystalline Si in integrated 
circuit (IC) (Refs. 1 and 2) fabrication. The main reasons for 
the interest in this silicide is its low resistivity (15-20 
fdl cm at room temperature) and its good thermal stability. 

On silicon (001) substrates, CoSi2 is a favorite candidate 
for epitaxial growth because it has the same face-centered- 
cubic CaF2 structure and a small lattice mismatch with sili- 
con (-1.2% at room temperature). Epitaxial CoSi2 has been 
grown on Si using a wide variety of methods, such as the 
reaction of the pure cobalt atoms deposited by sputtering or 
evaporation onto heated silicon,3 codeposition of Co and Si,4 

high-dose implantation of Co in Si,5 and thermal reaction 
starting from a Co75W25 amorphous layer.6 In another ap- 
proach, a thin titanium layer has been interposed between the 
(001) silicon substrate and the Co thin film.7 The use of a 
Ti/Co bilayer leads to the growth of an epitaxial silicide with 
a very smooth interface.8'9 

The thermodynamic and the kinetic factors involved in 
the two reactions Co:Si and Ti:Si have been studied.10 In- 
creasing the Ti thickness, increases the distance x crossed by 
the Co to reach the Si interface, then the Co diffusion rate v 
slows down (v=D/2x and dAG/dt = Fv, where D is the 

a)Electronic mail: lavia@imetem.ct.cnr.it 

diffusion coefficient for the cobalt atoms through the Ti 
layer, AG, the free-energy change, and F is the driving force 
of the reaction). At a Ti thickness of 20 nm or higher 
(dAG/dt)Co_Si^(dAG/dt)Tl_Si: in this case, the Ti-Si re- 
action occurs first, while at lower thickness the cobalt diffu- 
sion is retarded and the CoSi2 epitaxial growth is promoted. 
A similar investigation using a polycrystalline silicon sub- 
strate has not been reported in the literature. 

The thermal stability of the silicide film is very important 
in device fabrication because it has to sustain a set of anneal- 
ing steps without degradation to maintain the device charac- 
teristics. There are many theoretical approaches to the ther- 
mal stability of thin films.""13 These models are based on 
the assumption that agglomeration in thin films is predomi- 
nantly caused by thermal grooving at grain boundaries via 
matter diffusion away from the high-energy interfaces. The 
main parameters that control the agglomeration are the sur- 
face (ys), the interface (y,), and grain boundaries (yh) en- 
ergies. Also, the film thickness and the grain dimension 
should have a great influence on the deterioration process. 
From a microscopic model, the agglomeration requires sev- 
eral steps, i.e., breaking of the CoSi2 molecules close to the 
grain boundaries, migration of cobalt and silicon atoms, re- 
action of the cobalt with the silicon substrate, and epitaxial 
growth of silicon at the grain-boundary intersections. Several 
investigations on the thermal stability14 of epitaxial CoSi2 

layers resulting from the reaction of a Si/Ti/Co multilayer 
were performed, while the same kind of study has not been 
reported for the polysilicon substrate. 

Then, for a better characterization of the silicide process 
using the Ti/Co bilayer, a study of the formation process and 
the CoSi2 thermal stability on a polysilicon substrate was 
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performed. Furthermore, we focused on the dependence of 
the thermal stability on the film thickness and, for a fixed 
CoSi2 thickness, the influence of the intermediate titanium 

layer. 

II. EXPERIMENTAL PROCEDURES 

An amorphous silicon layer, —200 nm thick, was depos- 
ited by low-pressure chemical-vapor deposition (CVD) at 
500 °C on a thermally oxidized (001) Si substrate. At this 
point two different sets of samples were prepared. 

In the first set, f i and Co thin films of different thickness 
were sequentially deposited without breaking the vacuum in 
an ultra-high-vacuum (UHV) chamber by an electron gun 
system. The deposition rate for both materials was 0.1 nm/s 
and the base pressure in the chamber was 2 X 10~9 Torr. The 
following samples were prepared: (a) 4 nm titanium film and 
5 nm thin cobalt layer, (b) 10 nm titanium film and 15 nm 
cobalt layer, and (c) 10 nm titanium film and 30 nm Co 
layer. These samples were annealed in the rapid thermal an- 
nealer (RTA) Heatpulse 610 under a nitrogen ambient in the 
temperature range between 650 and 950 °C for 60 s. After 
the reaction the samples were etched in a NH4OH:H202 (1:1) 
solution at 60 °C for 10 min to remove as much as possible 
the titanium-rich surface layer and the unreacted cobalt. The 
final CoSi2 layers had the following thicknesses: (a) 15 nm, 
(b) 48 nm, and (c) 100 nm, respectively. At the end of the 
thermal processes the unreacted silicon layer has become 
polycrystalline, as evidenced by transmission electron mi- 
croscopy (TEM) and transmission electron diffraction (TED) 
analysis. 

Another set of cobalt disilicide samples, to be used as a 
reference, was prepared without the intermediate titanium 
layer (d). In this set, 30 nm of cobalt were deposited on the 
amorphous silicon layer and the same type of substrate as 
previously used. The silicidation was performed with a stan- 
dard two-step RTA process. The first anneal is at 540 °C for 
30 s in forming gas flux (N2:H2 90:10) to reduce the cobalt 
oxidation. After 2 min etch in a 4% HN03 solution to re- 
move the unreacted cobalt, the sample was annealed at 
800 °C for 40 s in a N2 ambient. The reacted cobalt disilicide 
is about 100 nm thick. In spite of the different adopted reac- 
tion procedures, samples (c) and (d), i.e., with and without 
the titanium layer, have the same thickness and resistivity 
(~25 fdlcm). 

All the samples were analyzed with 2 MeV He+ Ruther- 
ford backscattering spectroscopy (RBS) both in normal and 
glancing geometry to follow the silicide reaction and to mea- 
sure the final CoSi2 thickness. The interface morphology has 
been investigated by cross-sectional TEM and the CoSi2 sur- 
face microstructure has been analyzed by a Nanoscope 3 
atomic force microscope (AFM). Sheet resistance measure- 
ments were performed at room temperature with a four-point 
probe. With this technique, both the silicide reaction and the 
effect of the morphological evolution on the average resis- 
tivity of the layer upon annealing have been experimentally 

determined. 
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FIG. 1. Sheet resistance vs reaction temperature for CoSi2 samples of dif- 
ferent layer thickness (a) 15 nm, (b) 48 nm, and (c) 100 nm. The silicide 
reaction is complete at 750 °C 60 s. 

III. RESULTS AND DISCUSSION 

A. Reaction temperature 

As a first step we have investigated the formation of co- 
balt silicide by the Ti/Co bilayer on amorphous silicon look- 
ing for the best reaction temperature in terms of sheet resis- 
tance. The sheet resistance as a function of the annealing 
temperature, for the three different samples (a, b, and c) is 
reported in Fig. 1. The annealing time was fixed at 60 s. A 
fast reduction of the sheet resistance between 700 and 750 °C 
has been observed for sample (b). Raising the anneal tem- 
perature, the sheet resistance remains constant up to 850 °C, 
and increases at 900 °C. The lowest value is about 6WO. In 
sample (a) the sheet resistance reaches the lowest values to 
18 WD, a factor 3 higher than in sample (b), at 700 °C. The 
sheet resistance increases after the 900 °C anneal and reaches 
30 WD at 950 °C. In sample (c) the sheet resistance at 
750 °C is 3 WD and remains constant over the range studied 
(<950°C). 

The decrease of the sheet resistance up to 750 °C ob- 
served in samples (b) and (c), is due to the sequence of 
phases formed between cobalt and silicon. During the an- 
nealing, at the interface with the silicon substrate, the CoSi 
and CoSi2 phases nucleate sequentially.10 The resistivity of 
the CoSi phase is 150 fÄl cm, (in the bulk system), while for 
the CoSi2 phase it is —25 /Al cm. Increasing the temperature 
to 750 °C, the CoSi layer is consumed at the expense of the 
CoSi2 layer. At 750 °C the reaction of the CoSi2 phase is 
complete and the sheet resistance saturation at the lowest 
value differs for the three samples because of the different 
thickness. 

In order to investigate the kinetics, the mass transport, and 
the Co-Si reaction in the Si/Ti/Co multilayer system, we 
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FIG. 2. 2 MeV He+ Rutherford backscattering spectra of Si/Ti/Co (10 nm Ti 
and 15 nm Co) as deposited, and reacted at 750 and 900 °C for 60 s. In the 
last case the titanium atoms diffuse inside the CoSi, layer. 

have analyzed the samples annealed at different temperature 
by RBS. In Fig. 2 we report the spectra for sample (b) in 
three different cases: the as deposited, and the annealed at 
750 and at 900 °C for 60 s, respectively. In the as-deposited 
sample, the cobalt layer is at the surface and the titanium at 
the interface with the amorphous silicon substrate. After the 
750 °C thermal process, the cobalt signal shifts to lower He 
backscattered energy, while the titanium signal to higher en- 
ergy and the silicon signal show a small shoulder at the high- 
energy edge that is due to the Co/Si reaction. At 900 °C, the 
cobalt signal remains unchanged while the titanium peak 
broadens towards the low-energy region of the RBS spec- 
trum. These spectra indicate that during the anneal at 750 °C 
the cobalt atoms diffuse through the titanium layer and react 
with the silicon substrate to form the CoSi2 phase (also de- 
tected by x-ray diffraction). In the 900 °C annealed sample 
the broadening of the Ti signal indicates that a small amount 
of Ti atoms remains in the CoSi2 layer, probably segregated 
at the grain boundaries. The titanium presence inside the 
CoSi2 thin film might be responsible for the increase in the 
sheet resistance reported in Fig. 1. Being diffused inside, the 
titanium atoms cannot be removed by the subsequent etch, so 
that a suitable temperature range has to be chosen in order to 
avoid this in-diffusion. The comparison of the RBS analysis 
spectra with the sheet resistance measurements indicates in 
750 °C a suitable temperature for the reaction. The tempera- 
ture range (750-850 °C) over which the reaction of the 
Ti/Co bilayer on polysilicon should take place is narrower 
than that for the same kind of reaction on (001) silicon sub- 
strates. Previous works7,15 have reported that the optimum 
anneal temperature in the last case is between 800 and 
1100°C. In both cases, the reaction temperatures are higher 
than that one used in the standard two-step process (540 °C 
for the first step and 800 °C for the second one). The pres- 
ence of the interfacial titanium layer reduces the cobalt flux 

to the interface in such a way that, for the same annealing 
time, higher temperatures are needed to complete the silicide 
reaction. 

According to our experimental results, we choose 750 °C 
for the reaction process. The CoSi2 reaction is completed and 
the diffusion of titanium in the cobalt disilicide layer is neg- 
ligible. After etching in NH4OH:H202 solution, the residual 
titanium atoms in the top layer overlying the CoSi2, mea- 
sured by RBS, are about 1 X 1015 atoms/cm2 for samples (a) 
and (b). In sample (c) this evaluation is difficult because of 
the superimposition of the Co and Ti signals. 

B. Grain growth 

When a polycrystalline silicide layer is annealed at high 
temperature two phenomena occur: grain growth and ag- 
glomeration. The driving force for both processes is the re- 
duction of the surface energy of the layer. 

In Fig. 3 we show the surface microstructure of the sili- 
cide in samples (b), for two different cases: the as-reacted 
sample [Fig. 3(a)] and the sample annealed at 950 °C [Fig. 
3(b)]. The annealing process increases the average grain di- 
ameter of the silicide from 45 to 90 nm. Moreover, the 
spread in grain size is noteworthy. Large grains up to 100— 
150 nm surrounded by small grains with the same diameter 
of the layer thickness are present in the annealed samples. 
The grain diameter distribution is reported in Fig. 3(c) and 
the change with temperature indicates the occurrence of an 
Ostwald ripening process. The trend is typical of grain 
growth, the larger grains increase at the expense of the 
smaller ones. While the grains grow, they also tend to be- 
come spherical (agglomeration) reducing in this way the to- 
tal surface energy. This process deteriorates the resistivity of 
the film,'6 so it has to be studied in detail to fix an upper 
limit to the thermal process that the silicide layer can toler- 
ate. 

C. Thermal stability versus CoSi2 layer thickness 

A previous study17 showed a dependence of the silicide 
thermal stability on the layer thickness. Nolan, Sinclair, and 
Beyers have explained this dependence theoretically" and 
they have derived the relationship between the silicide thick- 
ness and the critical grain size, i.e., the size for which the 
grain-boundary (GB) area becomes zero. From this expres- 
sion it is clear that thicker silicide layers should have higher 
thermal stability, as observed17 in platinum silicide by sheet 
resistance measurements. No data are available, to our 
knowledge, for cobalt silicide. 

To investigate the dependence of the thermal stability on 
the film thickness, the sheet resistance (Rs) of samples (a), 
(b), and (c), annealed for 30 s between 800 and 1050 °C, was 
measured by a four-point probe at room temperature. The 
ratio of Rs to the initial value Rs0 of the as-reacted sample, is 
reported versus the annealing temperature in Fig. 4. Rs0 is 18 
fi/D for sample (a), 6 fl/D for sample (b), and 2.5 Ü/D for 
sample (c), respectively. The sheet resistance of sample (a) 
remains constant up to 950 °C and it increases quickly to 
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FIG. 3. Surface atomic force microscopy of sample (b) as reacted (A) and 
annealed at 950 °C for 60 s (B). During the annealing the average suicide 
grain diameter increases from 45 to 90 nm. the histograms of the silicide 
grain diameter distribution are reported in (C). 

6RsQ at 1000 °C. Instead, the sheet resistance of both 
samples (b) and (c) increases slowly starting from 1000 °C. 

The data show a steep increase of the sheet resistance on 
the annealing temperature for the 15 nm thick silicide 
sample. For thicker samples (48 nm and higher) the ratio 
follows the same curve: sample (c) (100 nm) has the same 
values of sample (b) (48 nm CoSi2). This behavior is similar 
to that reported17 for platinum silicide: the dependence of the 
sheet resistance on the silicide thickness was strong for thin 
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FIG. 4. Sheet resistance normalized to the Rs value of the as-reacted sample 
vs the annealing temperature. 

PtSi films and almost negligible for films thickness higher 
than about 60 nm. 

To understand better this phenomenon we have analyzed 
by transmission electron microscopy the morphology of the 
silicide layers. In all the samples (a, b, and c), the interface 
between the as-reacted silicide and the polycrystalline silicon 
is almost flat and the layers are uniform in thickness. After 
the 1000 °C 30 s annealing, the thinnest silicide (a) becomes 
discontinuous, and some silicon grains appear at the surface 
[Fig. 5(a)]. The TEM cross sections of samples (b) and (c) 
[Figs. 5(b) and 5(c)] show a thermal grooving process at the 
interface close to the groove root, while the CoSi2 surface 
remains almost flat. For both samples, the film roughness 
increases mainly at the silicide-silicon interface. This behav- 
ior can be explained using the Nolan model.11 The equilib- 
rium groove angle 0S at the silicide surface is given by 

■&,= arcsin 
Jb 

aysr 
and at the silicide/substrate interface by 

^•=arcsin(^:)> 

where yb, ys, and %■ are the grain boundary, the surface, 
and the interface free-energy, respectively (see the inset in 
Fig. 5). 

The larger roughness of the silicide/silicon interface is 
due to the larger value of the surface free-energy ys with 
respect to the interface one y, (yb~ y~ ysß).18 The data of 
Fig. 5 indicate also that the agglomeration process depends 
on the film thickness, the thinner film, the more likely it will 
break into islands. For thicker layers, the holes in the silicide 
decrease and the interface roughness increases. This agglom- 
eration process produces a deterioration of the sheet resis- 
tance as reported in Fig. 4. In fact, as previously observed,16 
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(a) 
80 

(C) 

100 nm 

FIG. 5. Cross section (TEM) of samples (a), (b), and (c) after 1000 °C for 30 
s anneal. In the inset the equilibrium shape of the grains is shown: yb , ys, 
and y, are the grain boundary, the surface, and the interface free-energy, 
respectively. 

a strong correlation exists between the shape of the samples 
and the electrical features. When the silicide starts to ag- 
glomerate, the film thickness decreases drastically close to 
the grain boundary and becomes comparable to the mean- 
free path of the electrical carriers. This thickness reduction 
produces a "local" resistivity increase and the deterioration 
of the ' 'average'' resistivity of the film. 

To compare the resistivity behavior of films with different 
thicknesses careful analysis is necessary. In our previous 
work,16 we reported a model that correlates the average re- 
sistivity value with both the thickness and the roughness of 
the layer. Using this model, we can calculate the roughness 
corresponding to a fixed average resistivity for different sil- 
icide thicknesses (solid line in Fig. 6). The resistivity has 
been chosen equal to the average value of samples (b) and 
(c) annealed at 1000 °C for 30 s, i.e., 33 fj£l cm (see Fig. 4). 
From the model results (see Fig. 6) it is clear that, for a fixed 
resistivity, thicker films should have a larger layer rough- 
ness. In the same figure we have also reported the measured 
values for the samples (b) and (c) annealed at 1000 °C. 
Thickness and roughness are obtained from the TEM micro- 

60 - 

n—|—i—i—i—|—i   i   i   |   i   i   i—|—i—i—r 

33 /itQxcm 
▲      TEM data 

40 60 80 100 

CoSi2 thickness (nm) 
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FIG. 6. CoSi2 roughness vs layer thickness for a fixed resistivity: the solid 
line represents the model; the experimental data, obtained from Figs. 5(b) 
and 5(c), are reported, too. 

graphs of Fig. 5. In sample (b) (48 nm thick) the observed 
sheet resistance and the film roughness of 20 nm agree quite 
well with the calculated solid line. A reasonable agreement is 
also found for sample (c) (100 nm thick) where a roughness 
of 60 nm is measured for the same sheet resistance value. 
The error bar on the reported experimental points is due to 
the experimental evaluation of the layer roughness on the 
micrographs. 

The previous TEM results (Fig. 5) indicate that there is a 
critical thickness (around 50 nm) above which the layer 
roughness increases faster in thicker than in thinner samples. 
But increasing the film thickness, the changes of the sheet 
resistance caused by the agglomeration is reduced (Fig. 6). In 
fact, in thick films the "hear' thickness reduction to 
achieve the same resistance increase corresponds to a stron- 
ger interface roughness than in thin films. Then, considering 
only the analysis of the electrical measurements (Fig. 4), one 
can erroneously argue that thick films have a better thermal 
stability. 

D. Thermal stability for the systems Si/Ti/Co 
and Si/Co 

The aim of the present section is to compare the thermal 
stability of the CoSi2 thin film, obtained with or without the 
intermediate Ti layer [samples (c) and (d)]. The normalized 
sheet resistance data are plotted in Fig. 7 as a function of the 
annealing time for different temperatures. The experimental 
points are fitted by straight lines and for all the samples the 
slope increases with the annealing temperature. As we have 
shown in a previous work,16 this value is proportional to the 
agglomeration rate of the CoSi2 thin film and it is then a 
reliable parameter in the study of the silicide thermal stabil- 
ity. At each temperature, the slope of sample (c) is steeper 
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FIG. 7. Agglomeration rate at different annealing temperature vs annealing 
time for the silicide reacted with (c) and without (d) titanium layer. Each 
temperature gives rise to an agglomeration process faster in sample (c) then 
in sample (d). 

than that of the (d) sample. Then the silicide formed by the 
direct reaction of Co and Si is more stable with respect to 
that grown in the presence of a thin titanium layer at the 
cobalt/silicon interface. 

The different behavior between the two samples can be 
more clearly evidenced if we increase the annealing time ta 

to reach a fixed value of the normalized sheet resistance. We 
have chosen a 50% increase. The time ta is reported in an 
Arrhenius plot in Fig. 8. Clearly, the agglomeration process 
is thermally activated and two different energies are ex- 
tracted. The choice of the sheet resistance increase does not 
influence the obtained activation energies. In fact, if we se- 
lect an increase of the sheet resistance of 20%, and if we 
report the corresponding agglomeration times in the Arrhen- 
ius plot, the same activation energies, within the experimen- 
tal errors, are obtained. 

Temperature (°C) 
1150   1100   1050    1000    950 900 

8.0 8.5 9.0 9.5 
1/kT (eV"1) 

10.0 

FIG. 8. Arrhenius plot for the agglomeration process. Sample (d) shows the 
highest activation energy. 

The activation energies are 5.6 eV for the CoSi2 layer 
grown by the direct reaction (Co/Si) and 3.9 eV for the film 
reacted starting from the Ti/Co bilayer. The first value is 
close to that reported19 for the agglomeration of a 50 nm 
poly crystalline CoSi2 film grown on Si (001). In the case of 
CoSi2 formed on a polysilicon substrate, the reported activa- 
tion energies ranged between 3.8 and 5.4 eV.2'16 In Ref. 2, 
the low activation energy (3.8 eV) was associated with the 
underlying polysilicon grain growth, to which the deteriora- 
tion of the film has been attributed. Instead, when the sub- 
strate did not take part in the process,16 the activation energy 
is 5.6 eV. This value was related, instead, to the break of the 
cobalt silicide molecule close to the grain boundary or at the 
reaction between cobalt and silicon at the CoSi2 /Si interface. 

The activation energy of the silicide layer formed from 
the Si/Ti/Co multilayer is close to the low value reported2 in 
the case of the polysilicon substrate grain growth. We have 
analyzed the substrate after etching the silicide layer but we 
have observed no large differences in the silicon grain size 
distribution before and after the thermal treatment at high 
temperature. Consequently, the low value of the activation 
energy cannot be related to the structure of the underlying 
substrate. With the exclusion of the substrate, it can be ar- 
gued that either the surface or the silicide morphology comes 
into play. 

The TEM cross sections of Fig. 9 show the presence of a 
thin surface layer on top of the silicide reacted in the pres- 
ence of Ti [Fig. 9(a)]. This layer is 30 nm thick and it re- 
mains after the standard etch solution for the TiN 
(NH4OH:H202). According to previous works,8,14 there are 
only two possible compositions: TiN(O), or Ti-Co-Si 
(1:1:2) ternary alloy. From RBS analysis in glancing con- 
figuration (not shown), the average composition of the thin 
surface layer resulted very close to the second one previously 
reported. Nevertheless, we can exclude that it affects the sil- 
icide thermal stability for the two following reasons. First, 
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FIG. 9. TEM cross sections of sample (d) and (c). Sample (d): (b) as reacted 
and (d) after 1050 °C 40 s anneal. Sample (c): (a) as reacted and (c) after the 
same thermal process of sample (d). 

the agglomeration process starts at the silicide/silicone inter- 
face so that the surface layer does not affect considerably the 
surface suicide energy. Second, several experimental data8'20 

show an unchanged or, somewhere else, an increase of the 
suicide thermal stability in the presence of these thin surface 
cap layers. 

The low value of the activation energy found in our ex- 
periment might be related only to the morphology and to the 
microstructure of the suicide layer. The as-reacted sample 
(d) [Fig. 9(b)] shows a columnar structure of the CoSi2 

grains with an average grain size of 150 nm, while sample 
(c) [Fig. 9(a)] is characterized by several noncolumnar grains 
and a lower average grain dimension (50-100 nm). After a 
process at 1050 °C for 30 s, the structure of sample (d) re- 
mains almost unchanged [Fig. 9(d)], while for sample (c) a 
large increase in the silicide grain size occurs and several 
holes appear in the layer [Fig. 9(c)]. The agglomeration rate 
is enhanced in this last sample probably because of the pres- 
ence of small and noncolumnar grains compared to those of 

the first sample. This particular structure is due to the high 
temperature used in the reaction that produces a higher 
nucleation rate with respect to sample (d). Therefore, in the 
case of the Ti/Co bilayer the reacted film has a high surface- 
volume ratio, i.e., the density of grain boundaries, where the 
break of Co-Si bonds occurs, increases. The direct conse- 
quence is a lower agglomeration time in sample (c) (Fig. 8), 
because of the quicker grooving and deterioration of the sil- 
icide. Furthermore, the curvature radius of the grain bound- 
aries in the noncolumnar grains is reduced, so this can pro- 
duce a decrease of the energy required to break the Co/Si 
bonds with respect to the columnar grains. Then, the differ- 
ent activation energy for agglomeration between the silicide 
layers obtained with or without the Ti thin film at the cobalt/ 
silicon interface can be explained in terms of the different 
film structure. 

IV. CONCLUSIONS 

The growth and the thermal stability of CoSi2 thin films 
obtained by the reaction of a poly Si/Ti/Co multilayer was 
studied. 

The optimal reaction temperature to form the CoSi2 phase 
was found in the range between 750 and 850 °C. At higher 
temperatures the titanium atoms diffuse in the CoSi2 film 
increasing the silicide resistivity. 

The sheet resistance after the high-temperature process 
increases as a function of the silicide thickness and it satu- 
rates for a thickness larger than about 48 nm. This behavior 
does not correspond to a saturation process in the thermal 
groove at the GB, but it can be explained in terms of the 
roughness/thickness ratio. In fact, thicker layers have a 
higher interface roughness under the same anneal conditions. 

The high-temperature anneals also produce a CoSi2 grain 
growth of the largest grain at the expense of the smallest 
ones. Then, an Ostwald ripening process is present. During 
the agglomeration process the morphology of the silicide 
layer plays a relevant role. It is, in fact, responsible for the 
reduction of the agglomeration activation energy observed 
for the films obtained by the titanium-mediated reaction with 
respect to the usual CoSi2 film. This low thermal stability of 
the CoSi2 layer on polysilicon can be a problem for the use 
of the Ti/Co bilayer process in self-aligned complementary 
metal-oxide-semiconductor technology. 
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By varying the gas ratio during the process of plasma-enhanced chemical vapor deposited (PECVD) 
SiOj, the composition of the oxide used as the intermetal dielectric (IMD) in the device is modified, 
and its impact on the integrity of the interconnect metal via hole and the stability of four-transistor 
(4-T) static random access memory (SRAM) with poly-Si load resistors is investigated. PECVD 
oxides using precursors of SiH4 and N20 under various gas ratios are adopted to manipulate the Si:0 
atomic ratio and other dielectric characteristics. An increase in the Si atomic percent in IMD film 
would induce a higher via resistance. Cross-sectional scanning electron microscopy of the post- 
etching via holes in a Si-rich IMD sample reveals a high amount of plasma-induced polymer 
formation around the via holes, which is perceived as the root cause of the dimensional decrease in 
via hole size and a corresponding increase in via resistance. As the gas ratio of SiH4/N20 increases, 
the IMD films become more Si rich with a higher refractive index and an a-Si-like dangling bond 
(-Si=Si3) density. The a-Si-like dangling bonds (-Si=Si3) in IMD films serve as effective trapping 
centers for hydrogen or moisture above the second polysilicon load resistor and hence protect them 
from attack by back-end process-induced mobile charges. The resistance of these poly-Si load 
resistors is maintained at a high level and device performance is secured. Thus, the high quality of 
a 4-T SRAM device with stable load resistance, could be realized, while maintaining a low 
interconnect metal via resistance. © 1999 American Vacuum Society. 
[S0734-211X(99)06404-5] 

I. INTRODUCTION 

During the past few years, increasing attention has been 
paid to the impact of material issues, such as interlayer di- 
electric (ILD), intermetal dielectric (IMD) and passivation 
layers, rather than the active gate area alone, on semiconduc- 
tor device performance and reliability. For four-transistor 
(4-T) cache static random access memory (SRAM) devices, 
reliability and performance issues such as hot-carrier- 
induced degradation,1'2 time-dependent dielectric 
breakdown,3 and poly-Si load resistors4,5 have all been influ- 
enced by the dielectric material characteristics. The resis- 
tance of the poly-Si load resistor in 4-T SRAM is one of the 
critical electrical characteristics for device performance and 
reliability. The resistance should be kept as low as possible 
during the programming cycle when a pull-up voltage passes 
through the polyload resistor. Conversely, as the other ex- 
treme, the resistance of a poly-Si load resistor should be as 

"'Electronic mail: wttsen@mail.ncku.edu.tw 

high as possible to prevent excessive power consumption 
over concern for storage data security. Therefore, the resis- 
tance shift of the poly-Si load resistor induced, for example, 
by mobile charges released from the surrounding dielectrics, 
will lead to fluctuation and degradation in device perfor- 
mance, manifested by seed slowdown, high power consump- 
tion, heat dissipation and data loss. Ion contamination5 and 
humidity6 have been held responsible as the main charge loss 
mechanisms. 

The deposition of plasma-enhanced chemical vapor de- 
posited (PECVD) oxide is a common process for an IMD, 
which is followed sequentially by the planarization process 
and interconnect via etching for the realization of multilevel 
interconnects. All of these back-end-of-line (BEOL) plasma- 
assisted process steps and materials used would have certain 
impact on the interconnect via through hole resistance and 
the resistivity of lightly doped poly-Si load resistor in 4-T 
SRAM. Previous studies indicate that the composition of the 
PECVD silicon nitride passivation layer and reactive-ion 

1456     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1456/8/$15.00       ©1999 American Vacuum Society     1456 



1457        Lin ef al.: Impact of PECVD oxide characteristics 1457 

FIG. 1. Schematic and SEM cross-sectional view of a 0.4 mm flip-flop 
double-polysilicon double-metal 4-T SRAM device using the second poly- 
silicon layer stack above the control gate as the load resistor. 

etching (RIE) of the metal interconnect line have a major 
influence on hot electron degradation of the device.1'7 

PECVD oxides with a high Si content were proposed to im- 
prove the hot carrier reliability. This is achieved through the 
incorporation of a high density of Si dangling bonds, which 
act as trap centers for the hydrogen that evolves from the 
plasma nitride passivation, or from the moisture from silicon 
oxide. Additionally, the silicon-rich oxide (SRO) also forms 
a charge shield that prevents damage induced degradation in 
device reliability.8 

In this investigation, the stoichiometry, refractive index, 
stress and other characteristics of a PECVD SiC^ IMD were 
modified to optimize memory device performance. The im- 
pact of PECVD silicon oxide stoichiometry on resistivity 
degradation and the variation of the lightly doped second 
polysilicon load are evaluated. The trap centers in the oxides 
will be identified and their trapping mechanisms will be elu- 
cidated. However, modifications in the PECVD oxide com- 
position also lead to variation in the metal via dimension and 
resistance. This abnormal rise in via resistance due to the 
compositional changes in the IMD is believed to be the di- 
rect consequence of via hole etching, which also depends on 
the composition of the IMD. The mechanism between the 
compositional change of IMD material characteristics and 
the interconnect metal via plasma etching ambient which in- 
duce higher via resistance will be investigated. An optimiza- 
tion scheme will be proposed in this study to enhance the 
device reliability of 4-T SRAM, while maintaining a low 
enough via resistance over concern for device speed. 

II. EXPERIMENT 

A. Film deposition and characterization 

The test vehicle used for this study is a 0.4 /xm 4 Mb 
AT-metal-oxide-semiconductor (N-MOS) 4-T SRAM with 
two N-MOS transfer gates, two N-MOS storage gates and 
two second level thin polysilicon load resistors, completed 
by double level polysilicon and double level Al intercon- 
nects. The cross-sectional scanning electron microscopy 
(SEM) micrograph in Fig. 1 reveals details of the device. 

The IMD layers consisted of a 2000 Ä PECVD oxide fol- 
lowed by a siloxane spin-on-glass (SOG) planarization coat- 
ing and furnace curing. The SOG thus coated was etched 
back partially in CHF3/CF4 plasma ambient for planariza- 
tion, followed by deposition of a 5000 Ä PECVD oxide cap 
layer. The via formation process includes first a 40 s wet 
etching step with 10:1 NH4F buffered-HF oxide etching 
(BOE) solution. This is followed by CHF3/CF4 plasma dry 
etching conducted to define the taper metal via through hole 
with a size 0.55 /am in order to maintain a reasonable inter- 
connect wire step coverage and chip size. 

A commercially available PECVD reactor was used for 
oxide deposition with a gas mixture of SiH4, N20, and N2 at 
a deposition temperature of 400 °C under a pressure of 2 
Torr and a rf power of around 150 W. The composition of 
the PECVD oxide film was modified by varying the SiH4 to 
N20 flow ratio (i.e., the Si:0 atomic ratio). 

For material characterization, PECVD oxide films were 
deposited on 150 mm bare silicon wafers. The refractive in- 
dex (RI) and film thickness were measured by an ellipsom- 
eter and an interferometer, respectively. The thin film stress 
and bulk density were measured by a flatness gauge and by a 
microbalance. PECVD oxide wet etching was performed in 
10:1 BOE for 1 min. Fourier transform infrared (FTIR) spec- 
tra of the PECVD oxide films were taken to provide bonding 
configuration information. The Si:0 atomic ratio was deter- 
mined by an electron probe x-ray microanalyzer (EPMA), a 
JEOL model JXA-8800M analyzer. The Si dangling bond 
(•Si=Si3) density was measured by an electron paramag- 
netic resonance (EPR) spectrometer to characterize the mo- 
bile ion trapping density of the as-deposited oxide films. The 
EPR analysis was conducted using a Briiker EMX-10 spec- 
trometer under a center field of 3489.9 G with a width of 50 
G. The microwave frequency was set at 9.779 GHz with ä 
power of 19.971 mW. The receiver modulation frequency 
and its amplitude were 100 kHz and 1.6 G, respectively. 

B. Processing monitoring and device characterization 

The dimension of the metal via through hole was mea- 
sured during after-via photoresist development inspection 
(ADI) and after-via etching inspection (AEI) by top view 
SEM. The via dimension was determined from the average 
of five measurements taken across the wafer. Direct observa- 
tion of the postetching metal via profile and of plasma- 
induced polymer formation on the via sidewall was con- 
ducted by field emission SEM before photoresist removal. 

The via resistance and its variation were measured at the 
end of device processing by probing the via chain test pat- 
terns with five site probings per wafer. The resistance of the 
second polysilicon load resistor was determined by monitor- 
ing the voltage drop at constant current. The average load 
resistance and its variation were taken from five site mea- 
surements per wafer and the result is expressed in units of 
gigaohm (GO). 
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FIG. 2. Experimental results showing PECVD oxide thickness, thickness 
nonuniformity and reflective index as a function of the silane flow rate used 
during deposition. FIG. 3. Normalized Si to O atomic ratio, film density and RI of the as- 

deposited SRO films. 

III. RESULTS AND DISCUSSION 

A. Characteristics of PECVD dielectric materials 

Figure 2 shows how the increase in the SiH4 flow rate 
(i.e., increasing Si content of the oxide) during the PECVD 
process would affect the film thickness, thickness nonunifor- 
mity and reflective index (RI) of the oxide films deposited. 
For process integration concerns, a target thickness of 2000 
Ä is desired for the first layer PECVD oxide film. This was 
achieved on the basis of the deposition conditions provided 
in Fig. 2. Since the decomposition reaction of SiH4 in plasma 
ambient is more efficient and quick than N20, the increase in 
the SiH4 gas flow rate would result in an enhanced deposi- 
tion rate and decreased thickness uniformity. Oversaturation 
of SiH4 gas flow in the plasma decomposition process would 
result in Si richness in the as-deposited oxide films. A higher 
Si content in the film also corresponds to a higher RI. The 
above result agrees well with at least one previous report that 
an oxygen-deficient glassy film will exhibit a higher refrac- 
tive index compared with the stoichiometric silicon dioxide.9 

The extra Si content, in the form of dangling bonds, en- 
hances the electronic polarizability of the films, leading to a 
higher refractive index. This will be elaborated on later. The 
results of material characterization for PECVD oxides used 
in this study are listed in Table I. The results seem to suggest 
that the modification of oxide characteristics is dominated by 
the changing SiH4 gas flow rate. 

Figure 3 exhibits the changes in normalized film density, 
Si dangling bond density and Si/O atomic ratio with the Si 

content of the as-deposited oxide films. The Si to O atomic 
ratio, film density and a-Si-like dangling bond (-Si=Si3) 
density are detected by EPMA, the microbalance and EPR, 
respectively. The decrease in oxygen content would intro- 
duce more vacancies into the oxide network since, in this 
case, fewer oxygen atoms are bonded to silicon thus the thin 
film bulk density would be decreased. In addition, the en- 
hancement in the deposition rate by increasing SiH4 flow 
would degrade growth of the silicon oxide network and 
hence increase the porosity. 

The introduction of more Si atoms to the silicon oxide 
network also alters the optical and dielectric characteristics. 
When an external electric field E causes a slight displace- 
ment x of an electron cloud with a charge q on an atom, the 
induced dipole moment m is simply qx. The electronic po- 
larizability, ae can then be expressed as 

qx 

~~E' (1) 

Assuming that the electrons are elastically bound to the 
nucleus,10 the charge displacement is related to the interac- 
tion force between electrons and the positive nucleus so that 

qE = kx, (2) 
where k is the force constant which represents the force per 
unit length needed to displace the electrons from the nucleus. 
Substituting Eq. (3) into Eq. (2) yields an alternative expres- 
sion for electron polarizability: 

TABLE I. Summary of the PECVD oxide film characteristics used in this study. 

Wet etch Atomic Normalized 
Experimental SiH4 flow Stress rate ratio dangling Density 

condition (seem) RI (MPa) (nm/min) (Si/O) bond (g/cm3) 

SROl 65 1.492 -72 362 0.5 1 2.23 
SR02 73 1.499 -34 387 0.64 1.06 2.22 
SR03 81 1.509 -19 390 0.66 1.37 2.14 
SR04 100 1.542 -12 341 0.66 3.4 2.07 
SR05 120 1.589 -34 285 0.73 4.22 1.99 
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FIG. 4. EPR spectra of SRO films showing the increase in electron spin 
density and shift in the g factor with increasing Si content from SROl to 
SR05. 
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FIG. 5. FTIR spectra showing that the bonding density of Si-OH and Si- 
O-Si decreases while that of Si-H increases. The peak position shifts to 
lower wave numbers for Si-O-Si (stretch), Si-H and Si-O-H bands as the 
SiH4 gas flow rate increases. 

(3) 

The electronegativities of O, Si and H are 3.6, 1.8 and 2.2, 
respectively. An atom with a low electronegativity (e.g., Si) 
will also have a small force constant k, since the nucleus has 
a weak affinity for electrons. As a consequence, as more Si is 
incorporated into the oxide network, the electron polarizabil- 
ity is enhanced according to Eq. (4). The electronic polariza- 
tion ke, and hence the refractive index, increase correspond- 
ingly. 

Based on the perspectives above, the continuous rise in RI 
from that near the stoichiometric oxide (SROl, RI= 1.492) to 
1.589 of SR05 should be the direct consequence of in- 
creased silicon content, instead of a densification effect in the 
deposited oxide films. In fact, the density decreases, not in- 
creases, with increasing Si content in the oxide. This finding 
is similar to one in a previous study,11 which attributed the 
change of RI in annealed PECVD oxides to alternation in the 
Si-0 bond chemistry rather than densification in the oxide 
network. 

The increase in the number of nonbonded Si atoms would 
introduce a higher a-Si-like dangling bond (-Si=Si3) density 
in the oxide. This is detected by EPR and the results are 
shown in Fig. 4. As the silicon content increases from SROl 
to SR05, the type of dominant defect species present in the 
oxides also changes. For SROl, SR02 and SR03, a peak 
with a G value equal to 3489 can be clearly observed. This 
corresponds to the characteristic spin of £" centers 
(•Si=03), which are the dominant defect species in these 
oxides. For SR04 and SR05, however, the £" centers dis- 
appear and a new path with a G value of 3482.5 emerges. 
This coincides with the peak of a-Si spin centers (-Si=Si3) 
identified by Kamigaki et al.n This new peak can be attrib- 
uted to the existence of Si nanocrystals generated during the 
deposition. Overall, as the Si to O atomic ratio increases 
from the stoichiometric value of 0.5 to 0.73 for SR05, the 
dominant defect spin centers shift from the E' centers to a-Si 
spin centers as extra silicon atoms are incorporated into the 
oxide network. In fact, the oxide in this case can be per- 

ceived as a mixture of two phases: the oxide plus the Si 
nanocrystals.13 The former contains E' centers as the domi- 
nant traps, while the latter comprises the a-Si centers as the 
major and more effective hydrogen traps than -Si=03. The 
presence of these Si nanocrystals, 30-50 nm in size,14 sig- 
nificantly changes the characteristics of the silicon-rich ox- 
ides. Therefore, they can be distinguished as a separate phase 
from the oxide. Further identification and characterization of 
these Si nanocrystals can be found in another study.14 

Figure 5 shows the as-deposited FTIR spectra of the ox- 
ides used for this study. As more SiH4 gas was added to the 
deposition process, both the Si-O-Si and Si-O-H bond 
densities decrease while the Si-H bond concentration in- 
creases gradually. This result suggests that at least part of the 
additional Si atoms is incorporated in the form of Si-H 
bonds. The existence of a higher Si-H bond density also 
corresponds to a higher dangling bond density in the oxide.11 

The peak positions also shift due to this change in chemical 
composition, i.e., Si-O-Si (stretch), Si-H, and Si-O-H 
bands all move to lower wave numbers as more Si is present. 
Note that for stoichiometric Si02, the Si-O-Si stretch band 
should be positioned around 1067 1/cm, corresponding to a 
RI of 1.452. The lower wave numbers for the Si-O-Si 
stretch band in the silicon-rich oxides correlate well with 
their higher RI, as seen in Fig. 2. The shift in Si-O stretching 
frequency to lower wave numbers with increasing silicon 
richness also agrees with the observation of Lucovsky 
et al.15 

The change in atomic composition of the PECVD oxide 
films also results in different wet etching rates as shown in 
Fig. 6. The results indicate that the etching rate increases 
slightly from IMD1 to IMD3 and then decreases to that of 
IMD5. The excess Si in the first three films may have re- 
lieved the compressive strain, which leads to an increase in 
the etching rate. As reported previously,16 the relief in com- 
pressive stress will result in a corresponding increase in the 
water diffusion rate in the glassy film and hence a higher 
dissolution or hydration rate (wet etching rate) in the BOE 
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FIG. 6. Normalized wet etching rate and film stress of various SRO-IMD 
materials. 

solution. The incorporation of additional adsorbed Si phases 
into the film tends to inhibit perfect growth locally, leading 
to elongated bonds and/or extra silicon dangling bonds and 
hence a tensile stress component17 and enhanced chemical 
activity. The etch rate, in turn, increases correspondingly. 
Besides, the increase in the Si/O atomic ratio is accompanied 
by a continuous fall in film density as shown in Fig. 3. This 
löwering density or increased porosity of silicon oxide will 
also result in high BOE wet etching rates due to an enlarged 
reactive contact area, As the Si contents increases further to 
that of IMD4 and IMD5, the existence of extra Si atoms 
eventually reduces the reactivity and dissolution rate of the 
oxide in BOE etchant, leading to a drop in the etching rate 
again. Overall, the trends in stress and wet etching rate 
shown in Fig. 3 are consistent with the above postulations. 
Besides, as the IMD oxide becomes more silicon rich as in 
SR04 and SR05, the film's compressive stress increases 
again. This can be attributed to the existence of Si microc- 
rystals generated during deposition, and identified previously 
by the EPR analysis. However, further experiments including 
high-resolution transmission electron microscopy (TEM) ob- 
servation are underway to verify this point. 

B. Effects of IMD materials on interconnect metal via 
integrity 

An unexpected rise in interconnect metal via resistance 
with a large variation was detected when the Si-rich oxide 
films were implemented as the IMD layer for device reliabil- 
ity improvement. This is shown in Fig. 7. To determine the 
root cause of such a variation in metal via resistance, the 
in-line metal via related process data were monitored and the 
results are shown in Fig. 8. According to the results, there 
appears to be no significant difference in metal via hole criti- 
cal dimension (CD) for any of the IMD materials from re- 
sults of ADI. However, the CD from AEI exhibits a decreas- 
ing trend with increasing Si content in the films. 

To investigate the underlying mechanism leading to the 
variation in metal via AEI-CD, cross-sectional SEM 
(XSEM) observation was performed on the postetching via 
hole and the results are shown in Figs. 9(a) and 9(b). Close 

OS 
a 
> 

1.5 

0.5 

_AVG 

_ AVG+DEV ; 
_ AVG-DEV 

/ 
/ / 

<' 
^ * 

^ ^ 

S_   -  -     5 
- £ 

H
-l 

SROl SR02 SR03 SR04 SR05 

FIG. 7. Metal via resistance and its deviation increase as more Si is incor- 
porated into the IMD oxides. 

inspection of the two micrographs reveals the significant dif- 
ferences in the wet-and-dry etch sidewall profile and the 
polymer formation in the via sidewall in Figs. 9(a) and 9(b). 

The difference in the wet etching profile between Figs. 
9(a) and 9(b) might be associated with the difference in the 
wet etching rate between PECVD IMD materials as dis- 
cussed and shown in Fig. 6. The sharp metal via profile 
shown in Fig. 9(b) would contribute in part to the increase in 
metal via resistance of the IMD5 sample, since the sharp via 
profile would degrade the sidewall step coverage of the sput- 
ter deposited Al interconnect wire. This leads to a higher 
average via Re with a large variation as shown in Fig. 7. 
Based on the results, fine-tuning of the via wet etching recipe 
according to the different characteristics between dielectrics 
would be required to achieve a tapered via profile. 

It is believed that, as the composition changes in the IMD 
materials, the interconnect via etching process also needs to 
be optimized in order to compensate for the change in the 
characteristics of the complex metallic polymers (metal- 
CjFyO;;) formed during the plasma etching process. The 
change in IMD composition would change the complex me- 
tallic polymer (metal-QFyO-) formation behavior on the 
bottoms and sidewalls of via holes, leading to different via 
size and via resistance.18'19 

According to the glow discharge mechanism20 of halocar- 
bon plasma etching ambient, the fluorine and carbon in the 

SR01 SR02 SR03 SR04 SR05 

FIG. 8. Metal via AI and ADI critical dimension vs PECVD deposition 
conditions. Refer to the text for details. 
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FIG. 9. (a) XSEM picture of a via with SROl as the IMD. (b) XSEM picture 
of a via with SR05 as the IMD. 

etch gas would decompose into F* or C*, respectively, 
which are then converted into parts of etching and polymer- 
ization reactions with the reactive species that came from the 
ambient. As observed earlier from FTIR and EPMA spectra, 
the IMD materials contain different atomic percentages of Si, 
O and H. The composition of IMD materials seems to be a 
dominant factor in the deviation of metal via size at the same 
etching ambient. 

The most important oxide etching mechanism is probably 
the breaking and reforming of bonds within and on the sur- 
face of the SiQ-FyO., layer due to the collision cascade pro- 
duced when an energetic ion hits and penetrates the 
surface.20 This procedure easily desorbable etch products 
that are weakly bonded to the surface, such as SiF4, SiF2, 
CO, SiOF2 and possibly, 02. The adsorbed carbon atoms can 
act as etchants here, removing oxygen from the surface by 
reactions such as 

ion+C(s)+Si02(s)->CO(g) + SiO(s)+ion 

->C02(g)+Si(s)+ion. (4) 
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Hence the presence of oxygen in the lattice impedes car- 
bon buildup, allowing the surface to be etched. For the same 

FIG. 10. Changes in Af-MOS threshold voltage (V,„) and saturation current 
(7satn) of the 4-T SRAM vs the SiH4 flow rate used for IMD deposition. 

conditions, carbon-containing polymer films as thick as 100- 
200 Ä are observed to form on silicon as well as on a non- 
active surface.20 The film on silicon surface inhibits the etch- 
ing reaction there, leading to the overall lower plasma 
etching rate for silicon-rich oxides and polymer formation on 
their surface. 

Therefore, for oxides with more Si and H, more F ions are 
required to form volatile gas species such as SiFx or HF 
fluorides, described above, during plasma etching. That is, 
more reactive F* ions are consumed so as to lower the F to C 
ratio and hence an enhanced polymerization reaction during 
plasma etching process. Meanwhile, if an insufficient amount 
of oxygen is fed into the system for the silicon-rich SR05, it 
will be more difficult for the active carbon radicals to be 
oxidized to form a volatile gas such as COx, thereby leading 
to a higher carbon concentration and again a relatively lower 
F to C ratio, in favor of the polymerization reaction. 

The mechanisms described above would account for the 
results of decrease AEI-CD shown in Fig. 8. The higher 
polymer content on the via sidewall shown in Fig. 9(b) for a 
Si-richer oxide compared with the one shown in Fig. 9(a) 
confirms the arguments above. The results suggest that, to 
alleviate the side effect of introducing a high Si content to 
IMD materials, proper modifications in the extent of via wet 
etching and plasma etching gas ratio are required. These is- 
sues will be pursued in future work. 

C. Effects of IMD materials on 4-T SRAM device 
characteristics 

As the SiH4 gas flow rate increases during the deposition 
of the IMD oxide films, the N-MOS threshold voltage (Vtn) 
and saturation current (/satn) remain virtually at the same 
level, as shown in Fig. 10. This implies that none of the IMD 
dielectric materials would impact N-MOS device perfor- 
mance. However, the second polysilicon load resistor shows 
an increase in resistance and a decrease in its variation with 
increasing Si content in the IMD, as shown in Fig. 11. 

According to the previous study of Kamigaki et al.,12 Si 
dangling bonds in PECVD oxide film may act as trapping 
centers for mobile charges induced during the back-end pro- 
cess. This is also one way to improve the hot carrier reliabil- 
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FIG. 11. Changes in load resistance of the poly-Si resistor vs the SiH4 flow 
rate used for IMD deposition. 

ity of MOS devices. The mobile charges here usually origi- 
nate from the plasma, or from the H°, H+ or OH~ species 
released from SOG, PECVD oxide, or the SiN^ passivation 
layer, respectively. It is reported that the mean diffusion 
length, 2x/Ö7, for H°, H2 and H20 in silica at 400 °C for 5 
min is 740, 174 and 0.4 mm, respectively.21 The fast diffu- 
sion of hydrogen (H° or H+) can certainly be held respon- 
sible in part for the fluctuation in electrical performance. The 
high dangling bond density in, for example, SR05-IMD ef- 
fectively traps the hydrogen released from the oxide or ni- 
tride layers above, protecting the poly-Si load resistor from 
"poisoning," and maintaining its resistance at a high enough 
level. Here, the most probable species responsible for the 
resistance fall in the poly-Si resistors is the positively 
charged H+ species, since they counterbalance the negatively 
charged poly-Si resistors and reduce its resistance thereafter 
during normal device operation. The trapping mechanism for 
these H+ species by the silicon dangling bonds can be ex- 
pressed as follows: 

= Si- + H+^=Si-H+. (5) 

Alternatively, if molecular hydrogen is present in the ox- 
ide or nitride layers, the trapping reaction may proceed as 

Si-H+H^=Si- + H2. (6) 

The driving force for reaction (6) is the large difference 
between the bond energies of Si-H, 3.4 eV, and H-H, 4.5 
eV. The Si-H bond that is attacked can be at the interface 
that has at least one Si-atom neighbor, on in the oxide that 
has three O-atom neighbors. 

The diffusion paths of hydrogen or moisture that cause 
resistance degradation are shown schematically in Fig. 12. 
Since oxide is inserted beneath the nitride layer, the silicon- 
rich oxide, with its abundant number of dangling bonds, can 
effectively trap the mobile hydrogen or moisture released 
from the top nitride, forming additional Si-H bonds along 
the oxide/nitride interface. At the other extreme, the incor- 
poration of a stoichiometric oxide layer provides poor trap- 
ping capability for hydrogen, which imposes a negative im- 
pact on the device characteristics. The experimental results 
in Fig. 11 suggest that the diffusion of mobile charges may 
have been  suppressed  by  the  a-Si-like  dangling  bonds 

FIG. 12. Schematic of 4-T SRAM showing the impact of mobile ions on a 
poly-2 load resistor and the trapping mechanisms of silicon-rich oxides con- 
taining E' centers (-Si=03) and a-Si centers (-Si=Si3). 

(•Si=Si3) traps. The existence of these trap centers effec- 
tively improves the durability of the lightly doped polysili- 
con load resistor against moisture and mobile ions to achieve 
higher and more stable load device resistivity. 

Since -Si=Si3 defects are found to be more effective hy- 
drogen traps than -Si=03, the SR05 oxide, when incorpo- 
rated as an IMD layer, would be more efficient in trapping 
the mobile ions released from the post-IMD process, protect- 
ing the device below. Once the moisture or hydrogen radi- 
cals reach the vicinity of the thin and very lightly doped 
second polysilicon resistor, defect reactions occur and inter- 
facial carrier traps are generated at grain boundaries of the 
thin polysilicon, hence reducing its resistance. Therefore, the 
device performance of 4-T SRAM with poly-Si load resistors 
is improved. 

Also worth noting is the fact that the MOS device char- 
acteristics have not deteriorated in the presence of SROl, 
with low mobile ion trapping efficiency (see Fig. 10). The 
situation may be different when aggregated and prolonged 
electrical stressing (e.g., hot-carrier stressing) is conducted. 
Under this circumstance, the hydrogen or moisture that has 
made its way through the SROl and borophosphosilicate 
glass (BPSG) layers down to the oxide/Si interface may be 
converted into charged defects there, under the bombardment 
of hot carriers.23 Then, the impact of the hydrogen or mois- 
ture on the device surface and the electrical characteristics of 
the device (e.g., the drain current) will be affected. 

IV. CONCLUSIONS 

By tailoring the composition of PECVD oxide films in- 
corporated as IMD layers, we developed a process to im- 
prove the reliability of a 4-T SRAM device with polysilicon 
load resistors. Oxide films with more Si content, by increas- 
ing the SiH4 gas flow rate during deposition, contain a higher 
a-Si-like dangling bond (-Si=Si3) density. The presence of 
these a-Si dangling bonds in silicon-rich oxide serves as ef- 
fective traps for hydrogen and other mobile ions, hence pro- 
viding more robust protection for the device underneath with 
a more stable poly-Si load resistance of the 4-T SRAM. 
These modifications in the IMD material characteristics also 
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impose an unexpected impact on the metal via geometry and 
resistance through via wet etching and plasma dry etching 
processes. Under the same etching ambient, oxide films with 
more silicon and hydrogen but less oxygen will contribute to 
the smaller metal via size after etching due to polymer for- 
mation on the via sidewall. In general, fine-tuning of the 
IMD oxide characteristics during 4-T SRAM fabrication can 
improve device performance with reasonable interconnect 
metal via integrity. 
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Study of crystal orientation in Cu film on TiN layered structures 
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The effect of underlayer texture on Cu film orientation has been studied. Cu texture correlates well 
with the underlayer texture. The Cu(l 11) crystallographic orientation is enhanced on TiN film with 
a strong TiN(lll) orientation. Cu preferred orientation can be controlled by choosing an 
appropriate underlayer. Cross-sectional transmission electron microscope observation revealed that 
the Cu(lll) plane grows epitaxially on the TiN(lll) plane in spite of the large lattice mismatch 
between Cu and TiN. The atomic arrangement between Cu(lll) and TiN(lll) planes in TiN film 
deposited on Cu film has a rotational angle within ± 10° around the (111) axis. On the other hand, 
in Cu film deposited on TiN film, there are two rotational angles: a rotational angle of 25°-30° in 
large Cu grain region and little rotation with rotational angle distributions less than 10° in a small 
Cu grain region. These results can be explained by consideration of superlattice mismatch. Cu(l 11) 
plane rotation occurs so as to have more energy stable position at coalescence stage. © 7999 
American Vacuum Society. [S0734-211X(99)01304-9] 

I. INTRODUCTION 

Al-based metal lines have been widely used as intercon- 
nects for Si large scale integrated circuits, because of its low 
resistivity and fabrication feasibility. In miniaturized device 
scales, however, the increasing trend in the current density 
makes it difficult to continue to use Al-based metal lines, 
because Al alloys are susceptible to electromigration failures. 
Other metals which have lower resistivity and higher elec- 
tromigration endurance than Al alloys are necessary for fu- 
ture devices. Cu has been studied extensively to replace the 
Al-based metal lines for this purpose. Cu is expected to have 
a better electromigration performance than Al,1,2 however, 
the electromigration performance of the Cu metal line de- 
pends largely on its fabrication methods [chemical vapor 
deposition (CVD), plasma vapor deposition (PVD), electro- 
plating, and so on], adhesion layer materials and metal line 
structures (damascene method or reactive ion etching). The 
choice of these conditions will affect the reliability of Cu 
metal lines, therefore, great efforts are necessary to ensure 
the reliability of Cu interconnects for future devices demand- 
ing a high current density. 

In the history of improving reliability of Al-based metal 
lines, various approaches have been performed by a lot of 
research institutes. Enhancing the preference of the crystal- 
lographic orientation has been known as one of the most 
effective methods to improve the electromigration perfor- 
mance of Al-based metal lines.37 Vaidya et al. suggested 
that median time to failure (MTF) of an Al metal line is 
improved in Al metal lines having a large grain size, a small 
grain-size standard deviation, and a strong (111) orientation. 
This is the result of single layer Al interconnects, and a lot of 
efforts have been made to enhance the Al texture by chang- 
ing the underlying materials in layered interconnects. We 

"'Electronic mail: abe749@oki.co.jp 
b)Present address: LSI Production Division, Oki Electric Industry Co., Ltd., 

550-1 Higashi-asakawa, Hachioji, Tokyo 193-8550, Japan. 

have reported that a highly (111)-oriented Al metal line 
formed by controlling the underlying TiN preferred orienta- 
tion has an excellent electromigration performance.8 Other 
researchers also show the crystallographic effects of under- 
metal planes on Al( 111) orientation in Al/Ti and Al/TiN/Ti 
layered structures changing the pretreatment and Ti 
thickness.5 Those studies use the crystallographic epitaxial 
relations with underlayer metals. 

This method is also effective in Cu interconnects. It has 
been shown that the Cu(lll) crystallographic orientation is 
enhanced on a TiN film having a strong (111) orientation, 
similar to that of Al interconnects.9 Electromigration perfor- 
mance has been improved by the realization of damascene 
Cu interconnects with a strong Cu(lll) orientation.10 

In this article, Cu crystallographic orientation control by 
underlayer materials has been studied in detail. First, it will 
be shown that Cu crystallographic orientation can be con- 
trolled easily by choosing appropriate underlayer materials. 
Here, the epitaxial growth of the Cu(l 11) plane occurs on the 
TiN plane which has extremely (111) preferred orientation. 
Second, the plane rotation around the (111) axis in the 
Cu(l 11) plane on TiN(l 11) plane, and the TiN(l 11) plane on 
the Cu(lll) plane will be studied intensively. It will be 
shown that the different rotation results were obtained ac- 
cording to the layered structures. The rotation mechanism 
will be explained by superlattice mismatch consideration. 

II. EXPERIMENT 

TiN (50 nm), TiN (40 nm)/Ti (10 nm) layered, and rapid 
thermal nitrided-TiN (50 nm) (RTN-TiN) films were studied 
as underlayers for Cu film. Each underlayer was deposited 
on a Si02/Si substrate by direct current (dc) magnetron sput- 
tering systems with a base pressure less than 10~7 Torr. The 
Ti film was made by sputtering using a Ti target in condi- 
tions of a dc power of 1 kW and a total pressure of 3 mTorr 
in Ar gas. The TiN film was deposited by reactive sputtering 
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using a Ti target in conditions of a dc power of 5 kW and a 
total pressure of 7 mTorr in N2 gas. The substrate tempera- 
ture during deposition is 100 °C both for the Ti and TiN 
films. The distance between target and substrate is 45 mm. 
These conditions resulted in the same deposition rates of 
approximately 76 nm/min for both the films. In the TiN/Ti 
layered structure, the Ti and reactive sputtered TiN films 
were deposited successively in the same vacuum. The RTN- 
TiN film was formed by rapid thermal annealing of a sputter- 
deposited Ti film at 760 °C for 30 s in N2 ambient. After 
these underlayers were exposed to air, Cu films (390 nm) 
were deposited by collimated sputtering (the aspect ratio of 
the collimator is 1) without substrate heating in Ar gas. The 
dc power and the total pressure for Cu deposition were 5 kW 
and 2 mTorr, respectively. The deposition rate was approxi- 
mately 110 nm/min. The samples were exposed to air again 
and then were annealed at 450 °C for 15 min in a vacuum of 
10-6 Torr range. The crystallographic textures of the under- 
layers and Cu films were evaluated by x-ray diffraction 
(XRD), and the Cu/RTN-TiN interface was observed using 
cross-sectional transmission electron microscopy (TEM). In 
addition, TiN/Cu/RTN-TiN and Cu/TiN/Cu/RTN-TiN lay- 
ered structures were fabricated. Here, Cu (390 nm)/RTN-TiN 
(50 nm) layered films were formed on Si02/Si substrates, 
and annealed at 450 °C for 30 min in a vacuum to enhance 
the Cu grains. A TiN film (100 nm) were then deposited on 
the samples after breaking the vacuum. The second Cu film 
(390 nm) was deposited again on the TiN/Cu/RTN-TiN lay- 
ered structure and annealed at 450 °C for 30 min. The mi- 
crostructures of the Cu and TiN films were observed using 
TEM, and the orientational plane rotations between the first 
Cu(lll) and TiN(lll) planes, and the second Cu(lll) and 
TiN(lll) planes were also evaluated by using selected-area 
electron diffraction (SAED). 

III. RESULTS AND DISCUSSION 

A. Cu epitaxial growth on TiN underlayer 

XRD spectra of three underlayers deposited on Si02/Si 
substrates are shown in Fig. 1. In the figure, the results of (a) 
RTN-TiN (50 nm), (b) TiN (40 nm)/Ti (10 nm), and (c) TiN 
(50 nm) films are shown. TiN(lll) and TiN(200) peaks are 
observed mainly from TiN film in each sample. The values 
in the parentheses after TiN(lll) notation in the figures 
show TiN(lll) peak intensities. TiN(lll) peak intensity is 
largely different due to the changing film formation method 
or film structure. RTN-TiN film provides a remarkably 
strong TiN(lll) peak intensity about two orders higher than 
TiN film. The TiN(lll)/TiN(200) peak intensity ratios cal- 
culated from the XRD results are 33.06 for RTN-TiN, 7.14 
for TiN/Ti, and 0.77 for TiN films. Considering the ratio 
from powdered TiN (0.75: referred from JCPDS card), the 
TiN film has a random orientation whereas TiN/Ti layered 
film and RTN-TiN film have a (111) preferred orientation. 

Cu (390 nm) film was deposited on underlayers described 
above and studied by XRD. XRD spectra show only Cu(l 11) 
and Cu(200) peaks. Cu(lll) peak intensity depends strongly 
on TiN(lll) peak intensities. In Table I, XRD results of 
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FIG. 1. XRD spectra of various underlayers deposited on Si02/Si substrates: 
(a) RTN-TiN (50 nm); (b) TiN (40 nm)/Ti (10 nm); and (c) TiN (50 nm). 

as-deposited and 450 °C annealed Cu films deposited on 
TiN-based underlayers are summarized. In as-deposited Cu 
film, the peak ratio of 7(lll)//(200) on a RTN-TiN under- 
layer with a strong TiN(lll) peak intensity is about 60 times 
larger than that on a TiN underlayer with weak TiN(lll) 
peak intensity. The Cu(lll) crystallographic orientation is 
enhanced on TiN film having a strong (111) orientation. Fur- 
thermore, Table I indicates that 450 °C annealing improves 
the Cu(lll) texture except for the case of the TiN under- 
layer. 

Cu(lll) rocking curves of Cu films deposited on various 
underlayers are shown in Fig. 2. The full width at half maxi- 
mum (FWHM) value indicates the level of texture distribu- 

TABLE I. XRD results of as-deposited and 450 °C annealed Cu films depos- 
ited on TiN based underlayers. 

XRD peak 
intensity (cps) Peak ratio 

Samples 7(111) 7(200) of7(lll)/7(200) 

Cu/RTN-TiN as depo (RT) 18 157 17 1160.0 
450 °C 15 min 62 750 20 3137.5 

Cu/TiN/Ti as depo (RT) 6 320 336 19.6 
450 °C 15 min 15 206 538 28.2 

Cu/TiN as depo (RT) 4 356 227 19.5 
450°C15min 7 482 719 10.4 
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FIG. 2. Cu(111) rocking curves of Cu films deposited on (a) RTN-TiN (50 
nm), (b) TiN (40 nm)/Ti (10 nm), (c) TiN (50 nm) films after annealing at 
450 °C for 15 min. 

tion around the Cu(lll) axis, that is, the smaller value 
means tighter texture distribution. The results indicate that 
the distribution of the Cu( 111) texture is improved by using 
highly textured TiN film as an underlayer. Cu preferred ori- 
entation can be controlled by choosing an appropriate under- 
layer. 

In order to observe the interface of Cu/TiN layered struc- 
ture, a cross-sectional TEM image was obtained from a Cu/ 
RTN-TiN layered structure, which has the most (111) pre- 
ferred orientation (Fig. 3). The TiN grains are much smaller 
than the Cu grains (average TiN grain size: 10 nm, average 
Cu grain size: 840 nm), however, the crystal continuity is 
clearly observed at some parts of a Cu/RTN-TiN interface. 
Each lattice-fringe spacing of the Cu and TiN layers in the 
TEM image corresponds to the plane distances of Cu(lll) 
and TiN(lll) planes (Cu: 2.008 A, TiN: 2.44 A). It can be 
said that the Cu(lll) plane grows epitaxially on the 
TiN(l 11) plane. 

Here, the lattice mismatch between TiN and Cu should be 
considered. Cu has a face-centered-cubic (fee) structure with 
a lattice constant of 3.615 Ä, while the TiN crystal has the 

FIG. 3. Cross-sectional TEM image obtained from a Cu/RTN-TiN layered 
structure after annealing at 450 °C for 15 min. 

FIG. 4. Schematic diagram showing a Cu(lll) plane rotated 30° counter- 
clockwise around the (111) axis on TiN(l 11) plane. 

same cubic NaCl type structure with a lattice constant of 
4.24 A. Therefore, the lattice mismatch between Cu(l 11) and 
TiN(l 11) planes is about 14.7%. In spite of the large lattice 
mismatch, Cu can be grown epitaxially on TiN film. If it 
happens, the lattice mismatch seems to be relaxed by the 
defects formed at the Cu/TiN interface as shown in the circle 
in Fig. 3. 

B. Cu(111) plane rotation around (111) axis 

Another consideration, however, is possible to explain the 
epitaxial growth of Cu deposited on TiN in spite of the large 
lattice mismatch. Figure 4 shows a schematic diagram show- 
ing the Cu(lll) plane rotated 30° counterclockwise around 
the (111) axis on TiN(l 11) plane. On the hypothesis that the 
Cu film grows on the TiN film with the Cu( 111) plane rotat- 
ing 30° around the (111) axis on the TiN(lll) plane as 
shown in Fig. 4, two Cu atomic periods along the (110) 
direction nearly correspond to the TiN atomic periodicity 
along the (221) direction: the second nearest atomic distance 
of 5.112 Ä along the (110) direction in the Cu(lll) plane 
matches to the nearest atomic distance of 5.193 Ä along the 
(221) direction in the TiN(lll) plane with an effective lat- 
tice mismatch of about 1.6%. Therefore, there is a possibility 
that Cu(l 11) plane grows aligned on the TiN(l 11) plane with 
a rotation angle of 30°. It will provide the energy stable 
position. 

In order to clarify the rotational relationship between 
Cu(lll) and TiN(lll) planes around the (111) axis, TiN/ 
Cu/RTN-TiN and Cu/TiN/Cu/RTN-TiN layered structures 
were evaluated by XRD measurement and TEM observation. 
Underlayer RTN-TiN was used to enhance the preference of 
overlying Cu and TiN. Figure 5 shows XRD spectra for (a) 
the TiN (100 nm)/Cu (390 nm)/RTN-TiN (50 nm)/Si02 lay- 
ered structure and (b) the TiN (100 nm)/Cu (390 nm)/Si02 

layered structure. The values in the parentheses after 
Cu(lll) and TiN(lll) notation in the figures show Cu(lll) 
and TiN(lll) peak intensities. The (111) peak intensity of 
Cu film with the RTN-TiN underlayer (a) is eight times 
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FIG. 5. XRD spectra for (a) the TiN (100 nm)/Cu (390 nm)/Si02 layered 
structure and (b) the TiN (100 nm)/Cu (390 nm)/RTN-TiN (50 nm)/Si02 

layered structure. 

higher than that without the RTN-TiN underlay er (b). The 
difference of Cu texture also affects the overlying TiN film 
texture. By depositing TiN film on a Cu/RTN-TiN layered 
structure with a strong Cu(lll) orientation, a strong 
(111)-oriented overlying TiN film was obtained. Figure 6(a) 
is a plan-view TEM image showing typical grains for TiN 
film deposited on a Cu/RTN-TiN layered structure. The TiN 
film has grains of about 10 nm in size. A lot of small TiN 
grains exist on a single Cu grain having median grain size of 
approximately 0.9 //.m. Figure 6(b) is a SAED pattern ob- 
tained from the TiN/Cu layered structure. The probe beam 
diameter is about 0.4 fim. The SAED pattern consists of two 
types of diffraction spots from the overlying TiN and Cu 
films, since the sample was thinned down from the sample 
bottom, and the overlying TiN and Cu remained to be ob- 
served. The external spots coincide well with those for the 
(111) zone axis of cubic Cu from one grain, while the inter- 
nal arc-like spots are from the (111) zone axis of cubic TiN, 
since the spots from TiN include crystallographic informa- 
tion from a lot of TiN grains. The directions of the internal 
spots and the external spots coincide well within the rotation 
angle distribution of ± 10° around the (111) axis. Therefore, 
in TiN film deposited on Cu film, it is considered that little 

rotation of the TiN(lll) plane occurs on the Cu(lll) plane 
within ±10° distribution around the (111) axis. 

Next, Cu film deposited on TiN film has been studied. 
Figure 7 shows XRD spectrum for a Cu (390 nm)/TiN 
(100nm)/Cu (390 nm)/RTN-TiN (50 nm)/Si02 layered struc- 
ture. Figure 7 was obtained with a same condition of XRD 
measurement as Fig. 5. The Cu(lll) peak intensity is almost 
double that of Fig. 5(a). This result indicates that the second 
Cu layer also grows epitaxially on a TiN/Cu layered struc- 
ture, and the preferred orientation of the second Cu layer is 
also enhanced. Figure 8 is a plan-view TEM image showing 
typical grains for the Cu film deposited on a TiN/Cu/RTN- 
TiN layered structure. Two featured regions in the image can 
be seen: a region which has large Cu grains about 2 fxm in 
size and a region which has small Cu grains about 0.2 /tm in 
size. Small Cu grains always exist as colonies in a total size 
of approximately 2 fim. In a colony, small Cu grains have 
relatively close orientation and form small angle tilted grain 
boundaries as described in Fig. 9. This observation indicates 
that a small Cu grain colony could form one large Cu grain if 
some more energetic stimulation occurs. 

Figure 9 shows SAED patterns from a sample prepared 
from a Cu (390 nm)/TiN (100 nm)/Cu (390 nm)/RTN-TiN/ 
Si02 structure; a large Cu grain region (a) and a small Cu 
grain region (b), (c). The SAED pattern from large Cu grain 
region (a) consists of two types of diffraction spots from Cu 
and underlying TiN films as shown in Figs. 6(a) and 6(b). 
The external spots are those for the (111) zone axis of cubic 
Cu from one grain. The internal arc-like spots are from the 
(111) zone axis of cubic TiN. The difference from Fig. 6(b) 
is that the Cu{110} spots have a rotational angle of 25°-30° 
compared with the arc-like TiN{110} spots around the (111) 
axis. On the other hand, the SAED patterns from the small 
Cu grain region [Figs. 9(b) and 9(c)] are different. Figure 
9(b) shows the SAED pattern from the small Cu grain region 
without spots from underlying TiN. The underlying TiN film 
was removed through the sample preparing process. Rela- 

* . '   < -J'   ' '_. ^    .f. 

50 nm 

Removal 

FIG. 6. Plan-view TEM image showing typical grains for the TiN film deposited on (a) the Cu/RTN-TiN layered structure, and a SAED pattern obtained from 
(b) the TiN/Cu layered structure. 
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RTN-TiN (50 nm)/Si02 layered structure. FIG. 8. Plan-view TEM image showing typical grains for the Cu film de- 

posited on the TiN/Cu/RTN-TiN layered structure. 

tively coherent (111) preferred orientation with a little rota- 
tional distribution less than 10° can be seen. Figure 9(c) is 
the SAED pattern from the small Cu grain region with spots 
from underlying TiN. In this case, both the internal spots 
from TiN and the external spots from Cu have rotational 
angle distributions less than 10°, and the directions of the 
internal spots and the external spots coincide well. 

The plane rotational results will be summarized here. In 
TiN film deposited on Cu film, little rotation of the TiN(l 11) 
plane occurs on the Cu(lll) plane within ± 10° distribution 
around the (111) axis. On the other hand, in Cu film depos- 
ited on TiN film, there are two rotational angles: a rotational 
angle of 25°-30° in the large Cu grain region and little ro- 
tation with rotational angle distributions less than 10° in the 
small Cu grain region. In both cases, it is believed that epi- 
taxial growth occurs. 

The difference in plane rotation results according to lay- 
ered structure and grain size can be explained as follows. At 
the initial stage of Cu deposition, (lll)-oriented Cu nucle- 
ates on (lll)-oriented TiN small grains, and the deposited 
Cu is aligned to the underlayer TiN orientation. As Cu film 
grows thicker during deposition, grain coalescence occurs 
and Cu grains become larger keeping highly (111) preferred 
orientation on the TiN film with a strong (111) orientation. It 

seems that there is little plane rotation at the initial stage of 
Cu deposition, however, in the course of further Cu deposi- 
tion, coalescence of Cu grains induces the plane rotation to a 
more energy stable position where the effective lattice mis- 
match is 1.6% as shown in Fig. 4. On the other hand, in TiN 
film deposited on Cu film, TiN seems to be more persistent 
to the underlayer crystallographic orientation. 

IV. CONCLUSION 

The effect of underlayer texture on Cu film orientation 
has been studied. It was found that Cu texture correlates well 
with the underlayer texture. The Cu(lll) crystallographic 
orientation is enhanced on TiN film with a strong TiN( 111) 
orientation. Cross-sectional TEM observation showed the 
Cu(l 11) plane grows epitaxially on the TiN(l 11) plane. The 
atomic arrangement between Cu(lll) and TiN(lll) planes 
in a TiN/Cu/RTN-TiN layered structure has a rotational 
angle within ± 10° around the (111) axis. On the other hand, 
in Cu film deposited on TiN film, there are two rotational 
angles: a rotational angle of 25°-30° in the large Cu grain 
region and little rotation with rotational angle distributions 
less than 10° in the small Cu grain region. These results can 
be explained by consideration of superlattice mismatch. On 

FIG. 9. Selected area electron diffraction patterns from a sample prepared from Cu (390 nm)/TiN (100 nm)/Cu (390 nm)/Si02 structure; (a) large Cu grain area 
and (b), (c) small Cu grain area. 
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the hypothesis that the Cu film grows on the TiN film with 
the Cu(lll) plane rotating 30° around the (111) axis on the 
TiN(lll) plane, two Cu atomic periods along the (110) di- 
rection nearly correspond to the TiN atomic periodicity 
along the (221) direction: the second nearest atomic distance 
of 5.112 Ä along the (110) direction in the Cu(lll) plane 
matches to the nearest atomic distance of 5.193 Ä along the 
(221) direction in the TiN(lll) plane with an effective lat- 
tice mismatch of about 1.6%. The large lattice mismatch of 
14.7% between Cu and TiN reduces to 1.6% by above con- 
sideration. Cu(lll) plane rotation seems to occur so as to 
have a more energy stable position at coalescence stage of 
deposition. 
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We proposed the Ta-Ru02 diffusion barrier for oxygen in the dynamic random access memory 
capacitor bottom electrode, and investigated the barrier and electrical properties of the developed 
diffusion barrier. The Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system deposited with and without 
the Si02 capping layer showed the lower total resistance and ohmic characteristics up to 800 °C. For 
the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system, no other phases observed except for the 
formation of conductive Ru02 phase in the barrier film by reaction with the indiffused oxygen after 
annealing in air, but the thin oxidized layer at the Ta-Ru02/TiSi2 interface was formed by external 
oxygen. However, a large number of the crystallites in the annealed samples compared to that of 
as-deposited film were observed even after depth profile. The crystallites consisted of Ru and O 
containing a small amount of Ta. In addition, the embedded Ru02 crystalline phase was observed 
in the thin oxidized TiSi2 surface layer. Correspondingly, we suggest that the ohmic mechanism of 
the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system is an embedded Ru02 crystalline phase 
involving a small amount of Ta in a Ta amorphous structure. © 1999 American Vacuum Society. 
[S0734-211X(99)06004-7] 

I. INTRODUCTION 

Perovskite oxides-lead zirconium titanate 
(PbZrxTi,_x03)(PZT),1 strontium bismuth tantalum oxide 
(SrBi2Ta209) (SBT),2 and barium strontium titanate 
(Ba, _jS^TiC^) (BST)3 have been studied for dynamic ran- 
dom access memory (DRAM)/ferroelectric random access 
memory (FRAM) devices because of high dielectric con- 
stant, good paraelectric and ferroelectric properties. In par- 
ticular, BST, as a dielectric thin film for DRAM capacitor, is 
required because the data storage in the DRAM use the 
paraelectric properties. The high dielectric oxides during the 
DRAM/FRAM capacitor fabrication processes usually re- 
quire high temperature process and oxidizing ambient to im- 
prove the chemical and electrical properties. Platinum (Pt)4 is 
widely used as a bottom electrode in the high dielectric thin 
film capacitors. Under these conditions, the oxygen rapidly 
diffuses at more than 600 °C through grain boundaries of a 
polycrystalline Pt film and thus oxidizes the underlying 
layer, such as the ohmic contact layer and poly-Si plug. This 
results in the contact resistance degradation of capacitor 
layer structure. Therefore, a diffusion barrier for oxygen is 
needed and should be developed for high density DRAMs 
beyond 64 MDRAMs. For COB memory cell structure, both 
bottom electrode and diffusion barrier are patterned before 
BST deposition. This implies that both sides of a diffusion 

"'Electronic mail: thinfilm@bubble.yonsei.ac.kr 

barrier directly contact with the BST film and thus a diffu- 
sion barrier requires high oxidation resistance during depo- 
sition or postannealing in an oxidizing ambient. Therefore, a 
diffusion barrier for DRAM capacitor bottom electrode 
should not only prevent the oxygen indiffusion up to high 
temperatures but also require the high oxidation resistance. 

Currently, many efforts have been performed to apply an 
oxygen diffusion barrier for capacitor bottom electrodes, in- 
cluding nitrides and amorphous ternary compound barriers 
developed for Al or Cu metallization.5"9 These are oxidized 
under BST integration process condition. However, Ru02 or 
Ce02-incorporated Ta barrier has been investigated as a dif- 
fusion barrier for Cu and Al metallization, and dynamic ran- 
dom access memory and ferroelectric random access 
memory capacitor bottom electrode, and reported to perform 
good diffusion barrier properties for both purposes.10"17 

In this article, we focused on the development of new 
diffusion barrier for oxygen, and characterized the barrier 
and electrical properties of the developed diffusion barrier. 
In order to develop the diffusion barrier for oxygen, first of 
all, two properties of oxygen should be considered. Oxygen 
not only reacts easily to oxidize the diffusion barrier, but also 
diffuses rapidly through diffusion barrier and then oxidizes 
the underlying layer. That is, oxygen for most elements in 
the periodic table has good reactivity as well as fast diffusiv- 
ity. In order to retard fast diffusion of oxygen at more than 
650 °C, first, careful control of the microstructural character- 
istics of diffusion barrier itself is required. The microstruc- 
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FIG. 1. Cross section of samples for I-V measurement (a) with (b) without 
Si02 deposition. 

ture of barrier itself must be amorphized by the incorporation 
of a material in a matrix barrier layer and thus it can prevent 
the indiffusion of oxygen because of no grain boundaries, 
which can act fast diffusion path of oxygen. On the other 
hand, to prevent the oxidation of diffusion barrier itself, the 
binding force formed between matrix metal and the added 
material should be chemically strong in the as-deposited 
state. To satisfy these requirements, the diffusion barrier 
needs the added material into the matrix metal. The added 
material should be conductive oxide because the electrical 
properties should remain intact after annealing in oxygen 
atmosphere. In this work, ruthenium dioxide (Ru02), as an 
added material into the Ta matrix metal, is chosen because of 
electrically conductive oxide. The incorporation of Ru02 

into a Ta barrier layer will amorphize the microstructure of 
barrier itself and form the strong bonds with Ta-0 or Ta- 
Ru-O. Thus, it is expected to increase the oxidation resis- 
tance and prevent the indiffusion of oxygen up to high tem- 
peratures. 

II. EXPERIMENT 

The Ta-Ru02 films were deposited on the TiSi2/ 
poly-Si/SiO2/Si(100) substrate in a radio frequency magne- 
tron sputtering system with a base pressure of 2.0 
X10~6Torr. The substrates were ultrasonically cleaned in 
T.C.E., acetone, alcohol and rinsed in deionized water, and 
then dried with nitrogen. Ru02 mosaic targets were prepared 
and rf power of Ta-Ru02 target was 100 W. Samples were 
annealed between 650 and 800 °C in air for 30 min. 

Figure 1 showed schematically the cross section of 
samples for I-V measurement. In order to investigate the 
ohmic behavior for the Ta-Ru02/TiSi2/poly-Si/Si02/Si 
contact structure with and without the Si02 capping layer, 
the /- V measurement was carried out between the diffusion 
barriers. All diffusion barriers were patterned during deposi- 
tion using a stainless steel shadow mask and patterns were 
2X2 mm in size. The area between barriers was deposited 
by the Si02 capping layer for preventing the oxidation of 
TiSi2 channel layer. 

Total resistance and the /- V curve were measured by HP 
4145B semiconductor parameter analyzer. The thickness and 
composition of barrier film were evaluated by Rutherford 
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FIG. 2. Rutherford backscattering spectrum of Ta-Ru02 film prepared with 
100 W rf power. 

backscattering spectroscopy (RBS). Auger electron micros- 
copy (AES) was used for depth profiling of the layer struc- 
tures. The microstructures, crystal structures, and phase iden- 
tification were analyzed by x-ray diffraction (XRD) and 
transmission electron microscopy (TEM). 

III. RESULTS AND DISCUSSION 

The thickness and composition ratio of the deposited 
Ta-Ru02 (100 W) barrier film was analyzed by RBS and 
oxygen resonance (3.06 MeV, H++ ion) was used to obtain 
the amount of oxygen in the Ta-Ru02 film, and the result 
was shown in Fig. 2. From the rump simulation, the thick- 
ness and composition ratio (Ta:Ru02) was found to be 100 
nm and 50:50, respectively. 

The total resistance for Ta-Ru02/TiSi2/poly-Si/Si02/Si 
contact system prepared with Ru02 addition was measured at 
V=0 as a function of post-annealing temperatures in air at- 
mosphere for 30 min. The result was shown in Fig. 3. When 
the Ta-Ru02 film was prepared with 100 W rf power, the 
total resistance showed the higher value in the as-deposited 
state compared to the annealed samples, as shown in Fig. 3. 
After annealing at 650 °C, the total resistance decreased ini- 
tially and gradually increased up to 800 °C. Since good elec- 
trical conductivity between bottom electrode, diffusion bar- 
rier, poly-Si plug, and transistor is responsible for the 
capacitor performance, it is thought that the lower total re- 
sistance of the annealed sample is desirable feature for the 
DRAM capacitor bottom electrode. 

In order to investigate the ohmic characteristics, I-V 
measurement between -4 and 4 V was carried out for 
Ta-Ru02 (100W)/TiSi2/poly-Si/SiO2/Si contact system be- 
fore and after annealing at various temperatures. The result 
was shown in Fig. 4. The I-V curve of the Ta-Ru02 

(100W)/TiSi2/poly-Si/SiO2/Si contact system showed the 
nonohmic behavior in the as-deposited state. This result 
should be thought for the Ta-Ru02/TiSi2 and TiSi2/poly-Si 
interfaces, respectively. First, the formation of the ohmic 
contact layer (TiSi2) was grown by rapid thermal annealing 
of the Ti/poly-Si/Si02/Si sample in nitrogen ambient and 
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FIG. 3. Total resistance for Ta layer with Ru02 addition depending on vari- 
ous post-annealing temperatures in air atmosphere. 

thus the TiSi2 /poly-Si interface does not affect the ohmic 
behavior. The surface of the TiSi2 ohmic contact layer is 
thinly oxidized by oxygen ions in the plasma during the 
deposition of the Ta-Ru02 film. It is thought that the nono- 
hmic behavior in the as-deposited state is attributed to the 
formation of thin oxidized layer at the interface between 
Ta-Ru02 barrier film and the TiSi2 ohmic layer. In the case 
of the Ta film prepared without Ru02 addition, the I-V 
curve of the Ta/TiSi2/poly-Si/Si02/Si contact system 
showed the linear characteristics in the as-deposited state. 
This result is evidence for nonohmic behavior of the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system in the as- 
deposited state because of the formation of thin oxide layer 
at the TiSi2 surface. In addition, the thin amorphous layer at 
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FIG. 4. I-V curve for Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system de- 
pending on various post-annealing temperatures in air atmosphere. 
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FIG. 5. XRD patterns of (a) Ta-Ru02/Si contact system in the as-deposited 
state (b) Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system after annealing at 
various temperatures for 30 min in air atmosphere. 

the Ta-Ce02/TiSi2 interface for the Pt/Ta-Ce02/ 
TiSi2/poly-Si/Si02/Si contact system before annealing was 
observed by cross-sectional TEM. The Ta-Ru02/TiSi2/ 
poly-Si/Si02/Si contact system showed the perfect ohmic 
behavior with increasing annealing temperature. Although 
the total resistance slightly increased, in particular, the /- V 
curve showed the linear characteristics even after annealing 
at 800 °C as shown in Fig. 4. 

In order to investigate the reaction products for Ta-Ru02 

(100W)/TiSi2/poly-Si/SiO2/Si contact system with anneal- 
ing temperature, the x-ray diffraction analysis was performed 
and the result was shown in Fig. 5. First, to find out the 
microstructure of the Ta-Ru02 diffusion barrier, the 
Ta-Ru02 film was deposited on the Si(100) substrate and 
the glancing angle XRD (Cu^a radiation) result was shown 
in Fig. 5(a). It clearly showed that the microstructure of the 
Ta-Ru02 diffusion barrier was amorphized by Ru02 addi- 
tion during the Ta deposition in the as-deposited state. It was 
found that the chemically strong Ta-0 bond was formed 
during the deposition at room temperature and thus it re- 
sulted in an amorphous microstructure of the Ta-Ru02 dif- 
fusion barrier because of the surface mobility limitation of 
adatoms. Although the amount of Ru02 is sufficient for de- 
tecting by XRD from RBS data shown in Fig. 2, Ru02 peaks 
were not detected in XRD patterns in the as-deposited state. 
This is because the crystallite size of Ru02 is very small. 
That is, the nanocrystal size of Ru02 was embedded in a Ta 
amorphous structure. As shown in Fig. 5(b), an amorphous 
Ta-Ru02 diffusion barrier has lower intensity than other el- 
ements (Si) and compounds (TiSi2), and thus it did not ap- 
pear in the XRD pattern in the as-deposited state. When the 
Ta/TiSi2/poly-Si/Si02/Si contact system was deposited with 
Ru02 addition, the Ru02 peaks in the Ta-Ru02 film an- 
nealed at 650 °C were observed and no other phases were 
observed except for the formation of the Ru02 phase in- 
creased at the annealing temperature. In particular, Ta205 

was not observed even after annealing at 800 °C, as shown in 
Fig. 5(b). Both the formation of Ta205 in the Ta-Ru02 film 
and oxidation of the TiSi2 layer by reaction with external 
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oxygen from air after annealing would have increased the 
total resistance and not appeared the ohmic behavior because 
the oxidized layer has a dielectric property. This indicates 
that the Ta-Ru02/TiSi2/poly-Si/Si02/Si layer structure was 
not oxidized by the reaction with the indiffused oxygen from 
air atmosphere. In the present study, the lower total resis- 
tance and linear I- V curve of Ta-Ru02 films after annealing 
compared to that of as-deposited film is attributed to the 
formation of the conductive Ru02 phase in the barrier film 
by reaction with oxygen after annealing in air. 

From total resistance, the I-V curve and glancing angle 
XRD results, both barrier properties and oxidation resistance 
of the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system was 
better than that of various diffusion barriers previously re- 
ported by others. For instance, an amorphous W80N20 film8 

was oxidized by dry and wet oxidizing ambient in the tem- 
perature range of 450-575 °C. In the case of TiN film,7 al- 
though the Pt bottom electrode is deposited and annealing 
duration is short, the electrical resistivity between Pt, TiN, 
and the poly-Si substrate at 650 °C is too high. The amor- 
phous, Ta-Si-N barrier,9 has been reported that the barrier 
surface is oxidized. The formation of thin oxidized layer, 
such as Ta205 and Si02 at the surface of the Ta-Si-N film 
terminates the electrical contact from the bottom electrode to 
transistor. Therefore, since the various barriers developed for 
metallization, as an oxygen diffusion barrier for a DRAM 
capacitor bottom electrode, are oxidized under BST integra- 
tion processes, it is expected that they could not be applied to 
high density memory devices. In the present study, the 
Ta-Ru02 diffusion barrier prepared with 100 W rf power 
showed the lower total resistance and ohmic characteristics 
and its surface oxidation was prevented even after annealing 
at 800 °C. 

In order to investigate the diffusion behavior of the oxy- 
gen and other elements, AES depth profile was carried out 
for the Ta-Ru02 (100W)/TiSi2/poly-Si/SiO2/Si sample at 
no Si02 capped layer before and after annealing at various 
temperatures and the results were shown in Fig. 6. We first 
noted that the sputtering depth by the Ar+ ion was performed 
at the surface of poly-Si for the Ta-Ru02/TiSi2/poly-Si/ 
Si02/Si sample. The layer structure of the Ta-Ru02/TiSi2/ 
poly-Si was well defined in the as-deposited state. After an- 
nealing at 700 °C, the surface of the TiSi2 ohmic contact 
layer was oxidized by reaction with the indiffused oxygen 
from air atmosphere. However, the oxidized thickness of the 
TiSi2 layer was little changed with the increasing annealing 
temperature. As shown in Fig. 6, the Si atoms of TiSi2 ohmic 
layer were oxidized by external oxygen. This is supported by 
the fact that the Si atom is a dominant moving species during 
the silicide formation and oxidation.18 However, the oxygen 
did not diffuse to the TiSi2/poly-Si interface even after an- 
nealing at 800 °C. Note that the amount of Ru atoms in the 
Ta-Ru02 film was gradually decreased with increasing an- 
nealing temperature. 

Figure 7 showed the depth profile of the Ta-Ru02/ 
TiSi2/poly-Si/Si02/Si sample at the Si02 capped layer after 
annealing at 700 °C. This result is similar to the data of the 
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FIG. 6. AES depth profile for Ta-Ru02/TiSi2/poly-Si/Si02/Si contact sys- 
tem at no Si02 capped layer depending on various post-annealing tempera- 
tures in air. 

Ta-Ru02/TiSi2/poiy-Si/Si02/Si sample at no Si02 capped 
layer after annealing at 700 °C, as shown in Fig. 6. This 
implies that the Si02 capping layer does not play a role in the 
prevention of oxygen diffusion. 
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FIG. 7. AES depth profile for Ta-Ru02 /TiSi2 /poly-Si/Si02 /Si contact sys- 
tem at the Si02 capped layer after annealing at 700 °C in air. 
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Fio. 8. SAM micrographs and Auger spectrum for Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system at no Si02 capped layer before and after annealing at 
various temperatures in air. 

Figures 6 and 7 showed the diffusion behavior of each 
element for the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact sys- 
tem with and without the Si02 capped layer part depending 
on the annealing temperature in air. For the Ta-Ru02/ 
TiSi2/poly-Si/Si02/Si sample, that the oxidized layer at the 
Ta-Ru02/TiSi2 interface was observed, irrespective of no 
Si02 and Si02 deposition layer. This indicates that the elec- 
trical contact between the Ta-Ru02 barrier layer and the 
TiSi2 ohmic layer is broken. Therefore, the Ta-Ru02/ 
TiSi2/poly-Si/Si02/Si contact system should show the 
higher total resistance and non-ohmic behavior with increas- 
ing annealing temperature. As shown in Figs. 3 and 4, how- 
ever, the lower total resistance and ohmic characteristics for 
the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system appears 
after annealing at various temperatures. 

To find out the mechanism of ohmic behavior, the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si contact systems with dif- 
ferent annealing temperatures were analyzed by scanning 
Auger microscopy (SAM) micrographs and AES spectra, 
and the results are shown in Fig. 8. In SAM images of Fig. 8, 
the depth profiles for the annealed samples were obtained 
from area 1, the crystallite-free zone in Fig. 6. In addition, 
AES spectra in Fig. 8 were obtained by Auger electron point 
analysis from area 2, the crystallites. A few of the crystallites 

were distributed in the as-received state of as-deposited film 
and remained after depth profile. After annealing at 700 and 
800 °C, however, a large number of the crystallites compared 
to that of as-deposited film were observed even after depth 
profile. This indicates that the crystallites exist at the surface 
of poly-Si. However, it is thought that the crystallites do not 
diffuse to the surface of poly-Si during the annealing because 
they are observed in the as-deposited state. Therefore, the 
difference of the sputtering rate by the Ar+ ion between crys- 
tallites and crystallite-free zone during in situ ion beam etch- 
ing would take place. The surface element constituents of the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si samples at 700 and 800 °C 
were characterized by AES. The spectra taken from the crys- 
tallites consisted of Ru and O containing a small amount of 
Ta, but only Si peaks were detected for the crystallite-free 
zone. Although the surface of TiSi2 ohmic contact layer was 
oxidized, the ohmic behavior of the Ta-Ru02/TiSi2/ 
poly-Si/Si02/Si contact system is attributed to an embedded 
Ru02 crystallite in the thin oxidized TiSi2 surface layer. 

To find out the reaction products of the Ta-Ru02/ 
TiSi2/poly-Si/Si02/Si sample after annealing at 800 °C, 
cross-sectional TEM analysis was carried out and the results 
were shown in Fig. 9. Figure 9(a) showed the full layer struc- 
ture at low magnification. The thin oxidized layer at the 
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FIG. 9. Cross-sectional TEM micrographs for Ta-Ru02 /TiSi2 / 
poly-Si/Si02/Si contact system after annealing at 800 °C in air. (a) Low 
magnification; (b) high magnification. 

Ta-Ru02/TiSi2 interface was observed. This result was con- 
sistent with AES depth profile data shown in Fig. 6. In order 
to clearly investigate the Ta-Ru02/oxidized layer/TiSi2 in- 
terfaces, high-resolution TEM was performed and the result 
was shown in Fig. 9(b). The invaded crystalline phases were 
observed in the thin oxidized layer. This was found to be 
Ru02 containing a small amount of Ta by d spacing the 
value. 

From the /- V curve, AES and TEM results, although the 
surface of the TiSi2 layer is oxidized by the reaction through 
indiffused oxygen from air, the Ta-Ru02/TiSi2/poly-Si/ 
Si02/Si contact system showed the linear I-V curve. The 
reason why ohmic behavior is exhibited by the Ta-Ru02/ 
TiSi2/poly-Si/Si02/Si contact system is attributed to an em- 
bedded Ru02 crystalline phase involving a small amount of 
Ta as shown by SAM, AES point analysis, and TEM data. If 
the invaded Ru02 crystalline phase is the ohmic mechanism 
for the Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system after 
annealing at different temperatures, the I-V curve of the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si sample prepared without 
the Si02 protection layer should show the linear behavior. 
That is, if the TiSi2 channel layer was not fully oxidized by 
the direct exposure in air and the TiSi2 layer on both sides of 
the Ta-Ru02/TiSi2 interface was only partially oxidized by 
the lateral diffusion of oxygen, and if the invaded Ru02 crys- 
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FIG. 10. I-V curve for Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system 
prepared without the Si02 capping layer depending on various post- 
annealing temperatures in air. 

talline phase, which is the current path, did exist, then the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system should 
show an ohmic behavior after annealing in air. Figure 10 
showed the I-V curve of the Ta-Ru02/TiSi2/poly-Si/ 
Si02/Si sample prepared without the Si02 capping layer af- 
ter annealing at different temperatures in air. This result is 
similar to the data of the Ta-Ru02/TiSi2/poly-Si/Si02/Si 
sample prepared with the Si02 capping layer shown in Fig. 
3. Therefore, we suggest that the ohmic mechanism of the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system is an em- 
bedded Ru02 crystalline phase in a Ta amorphous structure. 

IV. CONCLUSION 

The Ta-Ru02 diffusion barrier for oxygen in the DRAM 
capacitor bottom electrode is proposed, and the barrier and 
electrical properties of the developed diffusion barrier is 
characterized. The Ta-Ru02/TiSi2/poly-Si/Si02/Si contact 
system deposited with and without the Si02 capping layer 
showed the lower total resistance and ohmic characteristics 
up to 800 °C. For the Ta-Ru02/TiSi2/poly-Si/Si02/Si con- 
tact system, no other phases observed except for the forma- 
tion of the conductive Ru02 phase in the barrier film by 
reaction with the indiffused oxygen after annealing in air, but 
the thin oxidized layer at the Ta-Ru02/TiSi2 interface was 
formed by external oxygen. However, a large number of the 
crystallites in the annealed samples compared to that of as- 
deposited film were observed even after depth profile. The 
crystallites consisted of Ru and O containing a small amount 
of Ta. In addition, an embedded Ru02 crystalline phase was 
observed in the thin oxidized TiSi2 surface layer. Corre- 
spondingly, we suggest that the ohmic mechanism of the 
Ta-Ru02/TiSi2/poly-Si/Si02/Si contact system is an em- 
bedded Ru02 crystalline phase involving a small amount of 
Ta in a Ta amorphous structure. 
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In this article, we report the fabrication of a new superlatticed negative-differential-resistance 
heterojunction bipolar transistor (SNDR-HBT) based on a lattice-matched 
Al04gln0 52As/Ga047lno.53As material system. A 20-period AHnAs/GalnAs superlattice is used to 
serve the resonant tunneling route and the confinement barrier for minority carriers. From 
experimental results, an extremely low offset voltage of 61 mV and a common-emitter current gain 
of about 25 has been obtained at room temperature for the non-optimized device, simultaneously. In 
addition, we also observe the interesting Af-shape negative-differential-resistance (NDR) phenomena 
in both two- and three-terminal operations at 77 K. It is believed that the Af-shaped NDR results 
mainly from resonant tunneling within the 20-period AHnAs/GalnAs superlattice. © 1999 
American Vacuum Society. [S0734-211X(99)02104-6] 

I. INTRODUCTION 

Recently, owing to rapid advances in growth technolo- 
gies, such as molecular beam epitaxy (MBE) and metal or- 
ganic chemical vapor deposition (MOCVD), etc., it has be- 
come easy to control material composition and doping 
profiles nearly to the atomic scale. Due to these remarkable 
advances, these techniques have led to an increased interest 
in the fabrication and development of quantum-dot, 
quantum-wire, quantum-well, and superlattice related de- 
vices. The resonant-tunneling diode (RTD) and resonant- 
tunneling transistor (RTT), due to their negative-differential- 
resistance (NDR) and high-speed properties for integrated 
circuit applications, have been applied widely in analog-to- 
digital (A/D) converters, parity bit generator, frequency mul- 
tipliers, and multiple-valued logic circuits.1"3 Recently, Liu 
et al. have reported a superlattice-emitter resonant tunneling 
bipolar transistor (SE-RTBT) based on the AlGaAs/GaAs 
material system. A five-period AlGaAs/GaAs superlattice 
was used as a confinement layer and RT route through which 
the RT action was developed. Interesting transistor action 
and NDR phenomenon were observed in this device.4 On the 
other hand, the InP-based crystal system is suitable for opto- 
electronic integrated circuits (OEICs) because this material 
system is sensitive to the 1.3~ 1.55 fim wavelength range. In 
addition, AHnAs/GalnAs heterojunctions are suitable for RT 
devices due to their superior material properties such as 
higher direct conduction-band discontinuity AEC 

(Al048In052As/Ga047In053As: 0.53 eV, Al^Ga^^As/GaAs: 
0.30 eV), smaller turn-on voltage of base-emitter junction, 
and lower surface recombination velocity (Ga047In053As: 

~ 103 cm/s, GaAs: ~ 107 cm/s).5 In this article, we demon- 
strate a new superlatticed negative-differential-resistance 
heterojunction bipolar transistors (SNDR-HBT) with a long- 
period-superlattice emitter based on the lattice-matched 
Al0 48In0 52As/Gao 47In0 53As material system. A 20-period 
Al048In052As/Ga047In053As superlattice was employed as 
the confinement and RT route layer. 

II. EXPERIMENTS 

The SNDR-HBT device was grown by metal organic 
chemical vapor deposition (MOCVD) on a (100) oriented 
n+-InP substrate. The epitaxial layers included a 0.2 //.m 
«+ = 3X 10I8cm~3 Gao.47Ino.53As buffer, a 0.5 /jia n = 5 
Xl016cnT3   Gao.47Irio.53As   collector,   a  0.1   fim p + =\ 

^Electronic mail: wcliu@mail'ncku.edu.tw 

X1019cm 3 Gao.47Ino.53As base, a 500 Ä n = 5X1017cm~3 

Gao.47Irio.53As emitter, a 20-period i-Alo.4gIrio.52As/ 
n-Gao.47Ino.53As superlattice and a 0.3 gmm n + = 5 
X 1018 cm-3 Gao.47Ino.53As cap layer. In the superlattice, the 
50-Ä-fhick Alo.4gIno.52As barriers were undoped while the 
50-Ä-fhick Gao.47Ino.53As wells were doped to n = 5 
X 1017cm~3 to reduce the series resistance and increase the 
tunneling current. After the epitaxial growth, the conven- 
tional photolithography, chemical wet etching, and vacuum 
evaporation techniques were used to fabricate the mesa-type 
devices. The ohmic contact metals were Au/Ge and AuZn 
for the n-type emitter, collector, and the p-type base, respec- 
tively. The emitter area is 60X60/U,m2 and the collector-to- 
emitter area ratio is 10. The common-emitter I-V character- 
istics of the device were measured at room temperature by an 
HP-4156A precision semiconductor parameter analyzer. 

1477    J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999      0734-211X/99/17(4)/1477/5/$15.00      ©1999 American Vacuum Society    1477 



1478 Chengefa/.:SNDR-HBT 1478 

"UU-'-U 
FIG. 1. Energy band diagrams of the studied structure at thermal equilibrium 
(solid lines) and under forward-biased operation (dashed lines). 

III. RESULTS AND DISCUSSION 

The corresponding energy band diagram for the device 
operated at thermal equilibrium and forward-active mode are 
illustrated in Fig. 1. In the studied structure, the emitter-base 
(E-B) structure contains an effective p-n homojunction and 
a hetero-confinement layer. The homojunction controls the 
electron injection and the heterojunction is used for hole con- 
finement. The measured typical common-emitter current- 
voltage (/- V) characteristics of the studied device at room 
temperature are shown in Fig. 2. An expanded view near the 
origin of Fig. 2(a) is shown in Fig. 2(b). It is worthy to notice 
that the collector-emitter offset voltage A VCE is as low as 61 
mV. This A VCE is smaller than that of the abrupt and graded 
AlInAs/GalnAs HBT (350 mV and 120 mV) and superior to 
that of InGaP/GaAs and AlGaAs/GaAs HEBTs (100 mV and 
80 mV).6,7 The small AVCE is mainly caused by the disap- 
pearance of potential spike at the effective E-B junction. The 
A VCE leading to the power consumption is also a significant 
factor for the transistor performance especially in digital ap- 
plications. The AVC£ value (hVCE=VBE-VBC when Ic 

= 0) could be expressed as8 

kT   lAc\    kT  l   Jcs 
AVCE = IBRE+-\n[-f +-•   —Cj- 

1       \AEl        1      \aFJES 
(1) 

where RE is the emitter series resistance. Ac and AE are the 
base-collector (B-C) and base-emitter (B-E) junction area, 
respectively. aF is the forward common-base current gain. 
JES and Jcs are the reverse saturation current density of the 
emitter and collector junctions, respectively. For small val- 
ues of IB and RE, there are two terms which determine the 
offset voltage. One is due to the differences between the 
emitter and collector geometry (Ac and AE), and the other 
one is due to the electrical differences between each injection 
(Jcs and/£S). 

Figure 3 reveals the common-emitter current gain versus 
the collector current density. The common-emitter gain is 25 
at a collector current density of 80 A/cm2 with a high base- 
to-emitter doping ratio of 20. This demonstrates that the 20- 
period superlattice performs as an excellent minority carrier 
confinement layer. This behavior is similar to the N-AlInAs 
bulk layer in an heterostructure-emitter bipolar transistor 
(HEBT) device. As compared with other structures, the rela- 
tively small current gain is believed to be due to (i) the larger 
emitter thickness which introduces the extra neutral emitter 
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FIG. 2. Common-emitter current-voltage (/-V) characteristics of the studied 
device (a) and (b) the enlarged view near the origin. 

recombination, (ii) the interface charge trap associated with 
the quality of epitaxy layer, and (iii) the hole tunneling cur- 
rent through the superlattice confinement layer. 

The relationship between the current gain and collector 
current is illustrated in Fig. 3. The common-emitter current 
gain increases monotonically with the increase of collector 
current Ic. As stated above, the studied device is similar to a 
conventional HEBT. If the n-GalnAs emitter layer is too 
thin, a potential spike AV£ exists and the offset voltage 
AVC£ increases. So the device performs like a conventional 
HBT. On the other hand, if the emitter layer is too thick, it 
will result in degraded current gain due to charge storage and 
bulk recombination. Hence the n- Gain As emitter layer thick- 
ness is an important factor for device performance. Chen 
et al. reported that the minimum value of emitter layer thick- 
ness is required to eliminate the potential spike and maintain 
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FIG. 3. Common-emitter current gain as a function of collector current. The 
base-collector bias VBC is maintained at 0 V. 

the considerable current gain.9 The minimum emitter layer 
thickness WE „„n can be obtained as 

W, E min' 4 2esAEc 

q2ND 

NA 

ND + NAJ 
(2) 

where ND and NA are the doping concentration of the emitter 
and base layer. AEC and es are the conduction band discon- 
tinuity and the dielectric permittivity of GalnAs. From theo- 
retical calculations, the WE „„„ is about 390 Ä for the studied 
device. Then we could choose an adequate emitter layer 
thickness to eliminate the potential spike A VE. If A VE is 
close to zero, the offset voltage is decided by the aspect ratio 
of the collector and emitter junctions. From Eq. (1), when 
(AC/AE) = 10 is chosen, the AVC is about 59.5 mV at room 
temperature. This also reveals that the studied device struc- 
ture exhibits a nearly zero potential spike at E-B heterojunc- 
tion. 

The determination of the potential spike energy, by using 
a direct measurement technique, was employed to examine 
the existence of potential spike.10'11 The forward transfer cur- 
rent ICF was measured under the biased emitter-base (E-B) 
junction while the base-collector (B-C) junction is shorted. 
Next, the B-E junction was shorted while the B-C junction 
was biased to measure the reverse transfer collector current 
IER. Lin et al. have shown that the potential spike energy 
AVE can be determined as10 

AVE=kT-ln 
'ER 

CF 
(3) 

where k is the Boltzmann constant. If ICF and IER are equal 
under the same applied voltage until the series resistance 
effect appears, the potential spike at E-B junction does not 
exist. From Fig. 4, it was found that IER and ICF overlap 
each other until the series resistance effect causes the curves 
to deviate from the linear regime. Figure 5 shows the plots of 
the collector current Ic and the base current IB as a function 
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FIG. 4. Current-voltage transfer characteristics of the studied device. 

of base-emitter voltage VBE under the applied zero base- 
collector voltage VBC. The ideality factor n of Ic is 1.01 and 
that for IB is 1.51. The 1 kT collector current indicates that 
the potential spike was not found between the E-B junction. 
On the other hand, the 1.5 kT base current means that the 
neutral base recombination and space charge recombination 
dominate the total base current.12 

A transfer matrix method and envelope function approxi- 
mation are employed to analyze the transmissivity of the 
20-period superlattice structure. From the theoretical calcu- 
lation, the quantized miniband energies of the 20-period su- 
perlattice were obtained as a ground band at Ei = l23mdV 
and a first excited band at E2 = 480 meV calculated from the 
bottom of the conduction band in the strongly coupled super- 
lattice regime. The band widths of El and E2 are 4 meV and 
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FIG. 5. Gummel plot of the studied device. The base-collector bias VBC is 
maintained at 0 V. 
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10.9, and 18.1 mA with the VP,, Vv,, 
and IV2 are 14.7, 7.8, 

and Vv2 of 1.12, 0.84, 1.36, 
ipi, 

and 1.07 V, respectively. The peak-to-valley current ratio of first and second 
NDR are 1.89 and 1.66, respectively. 

60 meV, respectively. The measured base-emitter junction 
current-voltage (/- V) characteristics of the studied device at 
liquid nitrogen temperature (77 K) is shown in Fig. 6. Sig- 
nificantly, the double /V-shape NDR phenomena were ob- 
served. The first peak current IP1, first valley current Ivx, 
second peak current IP2, and second valley current IV2 are 
14.7, 7.8, 10.9, and 18.1 mA with the corresponding first 
peak voltage VF1, first valley voltage Vvi, second peak 
voltage VP2, and second valley voltage Vv2 are 1.12, 0.84, 
1.36, and 1.07 V, respectively. We find that the peak-to- 
valley current ratios of first and second NDR are 1.89 and 
1.66. 

Figure 7 shows the common-emitter current-voltage 
(/- V) characteristics of the studied device at 77 K. The in- 
teresting ,/V-shaped NDR phenomena are found in the I-V 
curves. The transport mechanism at 77 K may be described 
as follows. For a low value of base current IB (e.g., IB 

<0.1 mA), the base-emitter voltage VBE is smaller than the 
p-n junction built-in-voltage Vbi. Thus the applied VBE 

voltage is essentially across the E-b p-n junction until the 
flat-band condition is established. Within this regime, the 
studied device performs as a bipolar transistor. Beyond the 
flat-band condition, the additional increase in VBE voltage 
will mostly fall across the superlattice region. For some VBE 

voltage (0.2mA=£/B=s 1.0mA), the Fermi level EF on the 
emitter side aligns with the miniband within the superlattice. 
This increases the transmissivity and current through the su- 
perlattice structure by RT action. When the collector-emitter 
voltage VCE is increased, for fixed IB, the band structure 
near the emitter side is elevated quickly. This will cause the 
misalignment between the Fermi energy and the ground 
miniband within the superlattice. Hence, a quenching of RT 
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FIG. 7.  Measured common-emitter current-voltage characteristics of the 
studied device at liquid nitrogen temperature (77 K). 

through the superlattice and a sudden decrease in the con- 
duction current were found. This certainly exhibits an 
N-shape NDR phenomenon in the /- V curves. When the VCE 

voltage is further increased, a second NDR will be observed 
once the Fermi level aligns with the upper miniband within 
the superlattice. Experimentally, the second NDR phenom- 
ena was observed in the higher IB regime (/ß3=0.6mA) as 
shown in Fig. 7. Because the upper miniband approaches the 
top surface of the superlattice region when the Fermi level 
on the emitter side reaches the upper miniband level, many 
electrons will travel directly over the superlattice rather than 
tunnel through the miniband. Thus, the second NDR behav- 
ior is relatively insignificant when compared with the first 
NDR phenomena. On the other hand, at room temperature 
(300 K), a sufficient amount of thermal energy causes most 
of the electrons to transport directly over the superlattice 
region. Therefore, the RT action and NDR phenomena are 
not observed. 

IV. CONCLUSIONS 

In conclusions, we have successfully fabricated and dem- 
onstrated a new SNDR-HBT with a long-period-superlattice 
emitter based on lattice-matched Al0 48In0 52As/Gao 47In0 53As 
material system. We observed a collector-emitter offset volt- 
age of 61 mV and common-emitter current gain of 25 when 
the studied device operated at room temperature. The ex- 
tremely small collector-emitter offset voltage is very impor- 
tant for digital circuit applications because it can signifi- 
cantly reduce unnecessary power consumption. By 
employing a direct measurement technique, it was revealed 
that the potential spike at the effective E-B junction of the 
studied device is almost negligible. Furthermore, the rela- 
tively low common-emitter current gain can be improved by 
a decrease of the emitter and base layer thickness in order to 
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degrade the neutral emitter and base bulk recombination cur- 
rent. In addition, the interesting iV-shape NDR phenomena 
introduced by RT both in two- and three-terminal operations 
at 77 K was found. The NDR characteristic is important to 
multiple-valued logic applications. Consequently, the studied 
device provides the promise for high speed, low power con- 
sumption digital circuit applications. 
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High-quality In Al As layers lattice matched to InP were successfully grown on (411)A-oriented InP 
substrates by molecular beam epitaxy (MBE). High-resolution x-ray diffraction and photolum- 
inescence (PL) measurements of In Al As layers grown on (411)A InP substrates revealed that 
crystalline quality of the (411)A InAlAs layer strongly depends on the substrate temperature (Ts), 
and much improved crystalline quality of (411)A In Al As layer was achieved at a high Ts (570 °C). 
The linewidth of the PL (12 K) peak from the best (411) A In Al As layer is 10.7 meV which is 
16%—29% smaller than those (12.8-15 meV) of InAlAs layers grown on conventional (100) InP 
substrates by MBE.   © 1999 American Vacuum Society. [S0734-211X(99)01204-4] 

I. INTRODUCTION 

In recent years, effectively atomically flat heterointerfaces 
over a wafer-size area ["(411)A super-fiat interfaces"] have 
been reported in GaAs/AlGaAs quantum wells (QWs) grown 
on (411)A-oriented GaAs substrates by molecular beam ep- 
itaxy (MBE).1,2 Photoluminescence (PL) linewidths (4.2 K) 
of (411)A GaAs/AlGaAs QWs are much narrower than those 
of QWs grown on conventional (100) substrates, and they 
are comparable to those of split peaks of (100) growth- 
interrupted QWs.3 In our recent studies, the (411)A super-flat 
interfaces have been also achieved in MBE grown pseudo- 
morphic InA-Ga]_^As/Al03Ga07As QWs with JC — 0.08

4
 and 

JC—0.15
5
 and In0 53Gao 47As/In0 52A10 48As QWs lattice 

matched to InP substrates,6 which are important materials for 
ultrahigh speed devices such as high electron mobility tran- 
sistors (HEMTs), resonant tunneling diodes (RTDs), and 
long-wavelength optical devices. In order to achieve high- 
quality InGaAs/InAlAs heterostructures with the (411)A 
super-flat interfaces, MBE growth of a high-quality InAlAs 
barrier layer is essential. In this article, we investigated the 
MBE growth conditions of high-quality InAlAs layers on 
(411)A-oriented InP substrates with the use of high- 
resolution x-ray diffraction (HRXRD) and low-temperature 
(12 K) PL measurements. 

II. MBE GROWTH 

The (411)A-oriented InP substrates were degreased and 
etched by Br2/CH3OH to remove residual impurities on the 
substrate surfaces, and they were mounted side by side with 
(100) InP substrates on a 2 in. Mo holder with In solder. 
After loading into the growth chamber of a Nissin RB- 
200IG MBE system, native oxides of InP were desorbed by 
raising substrate temperature (Ts) up to 520°C under As4 

beam flux. 800-nm-thick In^Alj-^As layers (x 
= 0.49-0.52) were grown on these substrates under two 
growth conditions of (1) rs = 520°C, V/III [As4/(In+Al)] 

"'Electronic mail: kitada@d310.mp.es.osaka-u.ac.jp 

= 16 (in pressure) and (2) r, = 570°C, V/III=9. The sub- 
strates were rotated at 30 rpm during MBE growth. The 
growth rate of the InAlAs layers was about 1 //.m/h. Beam 
flux intensities of In and Al were adjusted with the use of a 
beam flux monitor, and the In contents (x) of In^Al]_xAs 
layers were checked by HRXRD measurements. 

III. CRYSTALLINE PROPERTIES 

Figure 1 shows surface morphologies of the InAlAs layers 
simultaneously grown on (411)A- [(a) and (b)] and (100)- 
oriented [(c) and (d)] InP substrates observed by a Nomarski 
interference microscope. Figures 1(a) and 1(c) are surface 
morphologies of the InAlAs layers grown at rv = 520°C, 
and Figs. 1(b) and 1(d) are those of the InAlAs grown at 
7^ = 570 °C. Surface morphologies of the (100) InAlAs lay- 
ers are quite featureless even for two different growth con- 
ditions. In the case of the (411)A InAlAs layers, a featureless 
surface was observed for 7^ = 570 °C, while a rough surface 
for 7'J = 520oC, indicating that enhancement of surface mi- 
gration of group III atoms (In, Al) by a high substrate tem- 
perature is necessary to obtain flat surfaces of InAlAs layers 
grown on (411)A InP substrates. It is reasonable that a high 
substrate temperature is favorable for MBE growth on a 
(411)A substrate, because an epitaxial growth on the (411)A 
substrate is made in the step-flow growth mode, which was 
confirmed by reflection high-energy electron diffraction 
(RHEED) measurements. 

Figure 2 shows HRXRD rocking curves around low- 
incidence (511) reflection of the InAlAs layers grown on 
(411)A InP substrates. An incident x-ray beam with a wave- 
length (X = 0.15406nm) of CuKat was obtained by a (220)- 
oriented Ge asymmetric four-crystal monochromator. 
InAlAs samples were mounted on a computer-controlled go- 
niometer stage, and the diffracted x-ray intensity was 
counted as a function of the incident beam angle. A sharp 
peak [full width at half maximum (FWHM) of 34 s] from the 
(411)A InAlAs layer grown at 7J = 570°C is clearly seen at 
104 s apart from the (511) reflection peak of the InP sub- 
strate in Fig. 2(a), while a broadened peak (FWHM of 450 s) 
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(411)A 

(a) 520°C (b) 570°C 

(100) 
10/im 

(c) 520°C (d) 570°C 

FIG. 1. Surface morphologies of the InAIAs layers simultaneously grown at 
Ts = 520 and 570 °C on (411)A- [(a) and (b), respectively] and (100)- 
oriented [(c) and (d)] InP substrates by MBE. 
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from the (411)A InAIAs grown at r, = 520°C is observed at 
775 s apart from the substrate peak in Fig. 2(b). By compar- 
ing these reflection angles with calculated ones taking into 
account of the strain component of the InAIAs layers on 
(411)A InP substrates,7 the In contents (x) of the (411)A 
IUjAlj -jAs layers grown at Ts — 520 and 570 °C were deter- 
mined to be 0.49 and 0.52, respectively. The difference of 
the In content between these two samples is due to different 
beam flux intensity ratio [In/(In+Al)]. Relaxation of lattice 
mismatch did not occur in these two samples, which was 
confirmed by HRXRD measurements of high- and low- 
incidence asymmetric (511) reflections for these two 
samples.   The   InAIAs   layers   simultaneously   grown   on 
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FIG. 2. HRXRD rocking curves around (511) reflections of the InAIAs lay- 
ers grown at (a) rs = 570°C and (b) rs = 520°C on (411)A InP substrates. 

FIG. 3. PL spectra (12 K) from InAIAs layers simultaneously grown at Ts 

= 520°C and TS=510°C on (411)A- [(a) and (c), respectively] and (100)- 
oriented [(b) and (d)] InP substrates. 

(100) InP substrates showed the same In contents as those of 
the (411)A InAIAs layers. HRXRD measurements around 
(400) reflections were used for the (100) samples. A most 
prominent feature in HRXRD rocking curves in Fig. 2 is that 
the linewidth of the (411)A InAIAs peak is much improved 
by increasing Ts from 520 to 570 °C. These results indicate 
that the high substrate temperature (r, = 570°C) is very im- 
portant for MBE growth of InAIAs layers with featureless 
surface morphology and high crystalline quality. 

IV. OPTICAL PROPERTIES 

Figure 3 shows 12 K PL spectra from InAIAs layers si- 
multaneously grown on (411)A and (100) InP substrates. The 
excitation laser was a He-Cd laser (\ = 32'5nm) with an 
excitation power of 2 mW. The excitation beam was focused 
on an area of about 200 ixm. in diameter on the substrate 
surface. A much broadened PL peak was observed from the 
(411)A InAIAs layer grown at TS = 520°C, as shown in Fig. 
3(a), while a sharp peak at 792.8 nm (FWHM=15.5meV) 
from the (100) InAIAs is clearly seen in Fig. 3(b). A broad- 
ened PL peak from the (411) A InAIAs grown at Ts 

= 520°C is due to poor crystalline quality of the InAIAs 
layer, which is consistent with results of crystalline charac- 
terization by HRXRD. In contrast with this, a very sharp PL 
peak was observed at 804.5 nm (FWHM=10.7meV) from 
the (411)A InAIAs layer grown at rs = 570°C [Fig. 3(c)], 
while a broadened PL peak was observed at 814.6 nm 
(FWHM=21.5 meV) from the (100) InAIAs [Fig. 3(d)]. It is 
worth to note that when the substrate temperature was in- 
creased from 520 to 570 °C, PL properties of the (411)A 
InAIAs layer were drastically improved, while those of the 
(100) InAIAs were slightly degraded. This result implies that 
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FIG. 4. Excitation power dependence of PL spectra (12 K) from the InAIAs 
layers simultaneously grown on (a) (411)A- and (b) (100)-oriented InP sub- 
strates. 

MBE growth of the InAIAs layer at the high Ts on the 
(411)A face is more stable than that on (100). The linewidth 
of the PL peak from the (411)A InAIAs layer is narrower 
than not only those of the (100) samples in this study but 
also those of (100) InAIAs layers grown by MBE reported so 
far (FWHM=12.8meV at 15 K,8 15 meV at 4 K9). There- 
fore, the (411)A InAIAs layer grown at the high substrate 
temperature of 570 °C has better optical quality compared 
with any conventional (100) InAIAs layers. Furthermore, the 
line shape of the (411)A InAIAs is a single peak at 804.5 nm 
[Fig. 3(c)], while that of the (100) InAIAs has a double-peak 
character, which consists of a main peak at 814.6 nm with a 
high-energy side shoulder around 804.5 nm [Fig. 3(d)]. 

Figure 4 shows excitation power dependence of PL spec- 
tra from the (411)A and (100) InAIAs layers simultaneously 
grown at rj = 570°C. The line shape of the PL peak from 
the (411)A InAIAs layer almost does not depend on the ex- 
citation power in the range of 0.05-2 mW as shown in Fig. 
4(a). For the (100) InAIAs layer [Fig. 4(b)], the relative PL 
intensity of the high-energy side peak (A. = 804.5 nm) against 
the main peak (\ = 814.6 nm) decreases with decreasing ex- 
citation power. The main PL peak at 814.6 nm of the 
(100) InAIAs layer is probably due to As-vacancy-related lu- 
minescence because of the high substrate temperature of 
570 °C, and the high-energy side shoulder around 804.5 nm 

should be due to band-to-band luminescence. The PL peak 
from the (411)A InAIAs is due to band-to-band lumines- 
cence, because (1) the line shape almost does not depend on 
the excitation power, and (2) the wavelength of the PL peak 
from the (411)A InAIAs layer (X = 804.5 nm) is the same as 
the high-energy side shoulder of the (100) InAIAs layer, 
which has the same In content (0.52) as that of the (411)A 
InAIAs layer. This result indicates that the incorporation of 
defects such as As vacancies in the InAIAs layer grown on a 
(411)A InP substrate is much suppressed compared with 
(100) InAIAs even at a high substrate temperature of 570 °C. 
(411)A growing surface consists of high-density microsteps, 
which are responsible for the incorporation of As atoms, 
therefore, the incorporation of As vacancies on the (411)A 
substrate is suppressed. 

V. CONCLUSION 

High-quality InAIAs layers were successfully grown on 
(411)A-oriented InP substrates by MBE. Crystalline and op- 
tical properties of the (411)A InAIAs layers grown under 
different conditions revealed that a high substrate tempera- 
ture of 570 °C is very important for (411)A InAIAs layers 
with featureless surface morphology and good crystalline 
quality. From PL measurements, the incorporation of defects 
such as As vacancies in the (411)A InAIAs layer grown at a 
high substrate temperature (570°C), is much suppressed 
compared with the simultaneously grown (100) InAIAs layer, 
which was characterized by PL measurements. Furthermore, 
the linewidth of the PL peak from the (411)A InAIAs layer 
(10.7 meV) is 16%—29% narrower than those of conven- 
tional (100) InAIAs layers reported so far.8'9 Hence, MBE 
grown (411)A InGaAs/InAlAs heterostructures should be 
suitable for novel quantum devices such as HEMTs. 
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Evolution of microstructure and dislocation dynamics in In^Ga^xP 
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This study explores the dislocation dynamics of strain relaxation in graded composition buffers of 
In^Ga^^P grown on GaP (In^Ga^^P/GaP) by metalorganic vapor phase epitaxy. Transmission 
electron microscopy, cathodoluminescence imaging, atomic force microscopy, and triple-axis x-ray 
diffraction are applied to the characterization of In^Ga^^P/GaP with final compositions ranging 
from x = 0.09 to x = 0.39 and growth temperatures ranging from 650 to 810 °C. The previously 
reported escalation of defect density with continued grading of In^Ga^^P/GaP beyond x~0.3 is 
discovered to be due to the formation of dislocation pileups. A new defect microstructure with a 
branching morphology and featuring sharp local strain fields, hereafter referred to as branch defects, 
is observed to pin dislocations and cause the dislocation pileups. Branch defect morphology varies 
strongly with growth temperature, becoming significantly stronger with increasing growth 
temperature and causing severe material degradation above 700 °C. Further experiments show that 
branch defects evolve during growth and that the onset of branch defect formation is delayed by 
increasing growth temperature. Comparison with the literature suggests that the evolution of branch 
defects may control the microstructure of indium-bearing phosphides and arsenides over a very wide 
range of conditions. In the absence of branch defects at high growth temperatures and low indium 
compositions near x ~ 0.1, nearly ideal dislocation dynamics dominated by dislocation glide kinetics 
are recovered, providing the first experimental proof of a kinetic model for graded buffer relaxation. 
This new understanding of the evolution of microstructure and dislocation dynamics in 
In^Gaj-jP/GaP suggests that growth temperature must be optimized as a function of composition 
for optimal material quality. A simple process optimization in In^Gaj-^P/GaP graded to x = 0.39 
results in an overall threading dislocation density of 4.7 X 106 cm-2, which is the lowest reported 
value to date for x > 0.3. Combining the new observations with earlier findings, we present three 
basic design rules for producing practical, device-quality graded buffers: branch defects must be 
avoided or suppressed, growth temperature must be maximized, and surface roughness must be 
minimized. Using these design rules, we also present optimization strategies for achieving 
device-quality substrate materials. Applying these design rules and optimization strategies, we hope 
to achieve threading dislocation densities of < 106 cm-2 in lnxGa.i-xP/GaP over the full range of 
useful compositions.   © 7999 American Vacuum Society. [S0734-211X(99)00404-7] 

I. INTRODUCTION 

Epitaxial graded composition buffers (graded buffers) of 
InxGa!_xP on GaP substrates (In^Gaj-^P/GaP) are promis- 
ing materials for high-performance optoelectronic devices. 
In^Gaj^P alloys with band gaps that are difficult or impos- 
sible to achieve lattice-matched to GaAs substrates can be 
grown on graded buffers,1 expanding the range of emission 
wavelengths into the infrared and providing direct band gap 
emission of the critical amber to infrared wavelengths inac- 
cessible to GaN-based light emitting diode (LED) and laser 
diode technologies. GaP also has nearly twice the thermal 
conductivity of GaAs for high power applications.2 

In^Gaj-^P/GaP substrates are also inherently transparent to 
devices grown on them, which roughly doubles light extrac- 
tion efficiency in LEDs compared to those grown on absorb- 

a)Electronic mail: andy@mtl.mit.edu 

ing substrates such as GaAs, and offer significant processing 
advantages over the current transparent-substrate LED 
technology.3'4 The transparency of In^Gaj-^P/GaP has also 
been used to produce negative electron affinity GaAs5 and 
InGaAs6 photocathodes that operate in transmission mode, 
and a variety of other optoelectronic detectors and modula- 
tors can be envisioned to take advantage of a transparent 
semiconductor substrate. Furthermore, GaP is nearly lattice- 
matched to Si, so In-fGai-^P/GaP is one natural choice for 
integrating compound semiconductor devices on Si 
substrates.7 

Graded buffers are grown to efficiently relieve lattice- 
mismatch strain between substrates and films of differing 
lattice constants. For most optoelectronic device applica- 
tions, direct band gap compositions of lnxGa1-xP are de- 
sired. The >2% lattice mismatch between GaP and direct 
band gap compositions of In^Gai_xP results in heavily de- 
fective single heterostructures, due to the large and abrupt 
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introduction of strain at one interface.8,9 A graded buffer of 
InjGaj „jP on GaP slowly introduces strain over many inter- 
faces, which minimizes dislocation interactions, maintains a 
low state of strain, and minimizes dislocation nucleation dur- 
ing growth. Consequently, graded buffers typically have or- 
ders of magnitude lower threading dislocation densities than 
single heterostructures.8 

The growth of In^Gaj .^.P/GaP has been studied for de- 
cades using a variety of growth techniques, including hy- 
dride vapor phase epitaxy (HVPE), gas source molecular 
beam epitaxy (GSMBE), and metalorganic vapor phase epi- 
taxy (MOVPE). Early HVPE experiments with 
In^Ga^P/GaP10 and GaAs^P^/GaAs11 by Abrahams and 
co-workers established some of the basic principles of dislo- 
cation dynamics in graded buffers. Since then, visible LEDs 
have been demonstrated on InAGa, _xP/GaP. Stinson et al. 
used HVPE to produce LEDs operating at wavelengths from 
565 to 650 nm and found that device efficiency decreased 
dramatically when In^Gat _xP/GaP was graded beyond x 
-0.35.1 Chin et al. used GSMBE to grow In^Ga, _ vP/GaP 
with photoluminescence (PL) ranging from 560 to 600 nm 
and observed decreasing PL intensity in buffers graded be- 
yond x~0.32.12 

The agreement of results showing degradation beyond x 
~0.3 with two very different growth techniques is striking. 
Both groups concluded that material degradation is a natural 
consequence of increasing lattice mismatch, presumably 
through increasing defect density. This intuitive picture is 
inconsistent with the earlier work of Abrahams et al, who 
concluded from experimental and theoretical considerations 
that strain relaxation in graded buffers is a steady-state pro- 
cess, hence defect density should be constant.10'11 

Developments in the Ge^Sij-^/Si system have provided 
new insights into dislocation dynamics in graded buffers that 
can aid in understanding In^Gaj .^.P/GaP. Samavedam and 
Fitzgerald demonstrated that the formation of dislocation 
pileups is the primary cause of material degradation with 
continued grading in Ge^Si^^/Si.13 Since dislocations im- 
mobilized in pileups can no longer glide to relieve strain, 
pileups force the nucleation of additional dislocations to con- 
tinue the relaxation process. Samavedam and Fitzgerald pro- 
posed that pileups are caused by an interaction between dis- 
locations and surface roughness. Misfit dislocation strain 
fields produce surface undulations during growth and gliding 
dislocations can be pinned between the strain fields and un- 
dulations, resulting in pileups. The pinned dislocations in- 
crease local surface roughness, resulting in a recursive and 
escalating cycle of dislocation pinning and surface roughen- 
ing. Currie et al. then showed that controlling surface rough- 
ness by periodic planarization can suppress pileup formation 
in Ge^Sij-^/Si and recover a steady-state dislocation density 
between x = 0.3 to x= l.14 The recovery of steady-state dis- 
location dynamics through planarization is compelling evi- 
dence that pileup formation due to the interaction of disloca- 
tions and surface roughness is responsible for material 
degradation with continued grading in Ge^Si^^/Si. 

Recent work with InA.Ga! _AP/GaP grown by MOVPE also 

showed a strong correlation between surface roughness and 
the density of dislocations and pileups.9 Pileup formation 
was tentatively attributed to the mechanism proposed by Sa- 
mavedam and Fitzgerald, but comparison with Ge^Si^^/Si 
results suggests that the sensitivity of defect density to sur- 
face roughness in In^Ga! _j.P/GaP is much greater than ex- 
pected. Related work with In^Ga^^As/GaAs noted the pres- 
ence of "high-energy boundaries" that appeared to pin 
dislocations, although their overall impact on relaxation was 
unclear.15 Defects similar to the high-energy boundaries have 
not been observed in Ge^Sij-^/Si, so defects of this type 
may account for the difference in pileup behavior noticed 
between In^Ga!_AP/GaP and Ge^Si^^/Si. 

In this study, we explore the evolution of dislocation dy- 
namics in In^-Ga! ^P/GaP grown by MOVPE. Starting with 
the question of escalating defect density, we show by micro- 
scopic characterization and macroscopic modeling that a pre- 
viously unrecognized defect microstructure causes pileups 
and dominates dislocation dynamics in In^Ga^^P/GaP. We 
map the evolution of microstructure in graded buffers and 
model its effects on dislocation dynamics. The evolution of 
the new defect microstructure is used to explain the micro- 
structure of both indium-bearing phosphides and arsenides 
over a wide range of conditions. By controlling the new de- 
fect microstructure, we are also able to observe nearly ideal 
relaxation behavior dominated by dislocation kinetics. 
Through analysis and modeling, we confirm and extend a 
proposed kinetic model for relaxation in graded buffers. The 
new understanding and control of dislocation dynamics and 
microstructure are used to derive a set of design rules and an 
optimization strategy for high-quality graded buffer growth. 
A simple process optimization results in material with a dis- 
location density of 4.7X 106 cm"2 at x = 0.39. 

II. EXPERIMENT 

A. MOVPE film growth 

Film growth was performed in a Thomas Swan atmo- 
spheric pressure MOVPE reactor. Trimethylgallium (TMGa) 
and solution trimethylindium (TMIn) were used as group III 
sources, and PH3 and AsH3 were used as group V sources. 
Source gases were carried in Pd-purified H2 flowing at 5 
slpm through a fast-switching manifold with parallel, 
pressure-balanced vent and reactor lines. Substrates were 
placed on a graphite susceptor in a horizontal, rectangular 
quartz reactor. Growth temperature was controlled through a 
halogen lamp under the reactor and a thermocouple inside 
the susceptor. 

The substrates were S-doped (001) GaP wafers off-cut 
10° towards an orthogonal {001}. To prepare substrates for 
growth, wafers were cleaved into approximately 5 cm2 

pieces, etched for 1 min in 25:1:1 H2S04:H202:H20, rinsed 
with deionized water, and dried with N2. The substrates were 
then loaded into the reactor and baked for 2 min at 150 °C, 5 
min at 200 °C, and 15 min at 800 °C under a flow of H2 and 
PH3. The desired growth temperature was then set and al- 
lowed to stabilize for 5 min. 
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TABLE I. General growth conditions for all In^Ga^P/GaP samples. All graded buffers were grown with an average growth rate of 5 fim/h, an average 
grading rate of -0.4%///,m, and incorporated a 0.5 fim homoepitaxial GaP buffer and a 4 fim uniform composition cap layer. 

Series I I II II II III III III III IV 

Temperature (°C) 760 760 700 760 810 650 700 760 800 Variable 

PH3 pressure (Pa) 800 800 2600 800 2600 2600 2600 800 800 Variable 

Indium composition 0.27/ 0.32/ 0.33/ 0.33/ 0.33/ 0.10/ 0.10/ 0.10/ 0.10/ 0.40/ 

(nominal/measured) 0.26 0.31 0.34 0.31 0.36 0.15 0.09 0.11 0.12 0.39 

Grading rate Variable Variable Constant Constant Constant Constant Constant Constant Constant Constant 

Film growth began with a 0.5 pjn GaP buffer layer grown 
at 3 pm/h. Graded buffers were then grown by setting a 
constant TMGa flow of 0.235 seem and stepping TMIn flow 
up in 2 min intervals. The group III flows corresponded to 
growth rates ranging from 3 to 6 pm/h as a function of 
temperature and composition. For changes in growth tem- 
perature, growth was interrupted and the system was equili- 
brated at the new temperature for 5 min. Growth was com- 
pleted with a 4 prn uniform composition cap layer and 
samples were cooled under a flow of H2 and PH3 down to 
150 °C. Throughout the growth process, the PH3 flow was 
adjusted to at least twice the level previously found neces- 
sary   for   the   high-quality   growth   of   GaP/GaP   and 

Ino.31Gao.69P/GaAso.64Po.36 in our reactor. 
All graded buffers were grown with a nominal mean grad- 

ing rate of -0.4% strain/pm, which corresponds to 5% In/ 
fim. To maintain a constant grading rate profile, TMIn flow 
step size was increased continuously. To produce a variable 
grading rate profile that begins at -0.7%/pm and decreases 
to -0.2%/pm, TMIn flow step size was kept constant. 

A 4 pm film of In0 33Gao 67P was grown directly on GaP 
at 700 °C as a reference. Five series of graded buffer experi- 
ments were performed and are summarized in Table I. Series 
I was grown to investigate the degradation with continued 
grading beyond x~0.3 in In^Ga! _^P/GaP reported by Stin- 
son et al.1 The growth temperature of 760 °C was chosen to 
be within the range typical of HVPE. Series II was grown to 
study the effect of growth temperature on buffers graded up 
to x~0.33. Series III was grown to study the effect of 
growth temperature on buffers graded up to *~0.1. Series 
IV was grown to optimize growth temperature as a function 
of composition: the sample was graded up to ^ = 0.1 at 
760 °C, up to x = 0.2 at 700 °C, and up to x = 0.4 at 650 °C. 

B. Characterization 

The microstructure of the graded buffers was examined 
by transmission electron microscopy in both plan-view 
(PVTEM) and cross-sectional (XTEM) configurations with a 
JEOL 2000FX operating at 200 kV. Panchromatic cathod- 
oluminescence (CL) images were obtained with a JEOL 
5300 scanning electron microscope fitted with a GaAs pho- 
tomultiplier tube detector. Surface morphology was charac- 
terized by tapping-mode atomic force microscopy (AFM) us- 
ing a Digital Instruments Dimension 3000 Nanoscope Ilia 
system and also by differential interference contrast micros- 
copy using a Zeiss Axioplan microscope. Composition and 
Bragg peak width were determined by triple-axis x-ray dif- 

fraction (TAXRD) using a Bede D3 diffractometer with a 
Rigaku rotating anode x-ray generator. Compositional grad- 
ing was verified by cross-sectional Auger electron spectros- 
copy (AES) using a Physical Electronics Model 660 scan- 
ning Auger microprobe. 

C. Defect density 

Accurately determining relatively low dislocation densi- 
ties is the primary challenge in evaluating process optimiza- 
tion and making comparisons with the literature. The com- 
mon practice of quoting detection limits for PVTEM is 
inadequate because it is neither accurate nor standardized: 
various authors have reported detection limits ranging from 
105 to 107 cm"2. Also, the sampling area of PVTEM is far 
too small to accurately measure the heterogeneous disloca- 
tion distributions that result from dislocation pileups. Large 
area techniques, such as CL or etch-pit density, can be used 
to evaluate low defect densities, but unfortunately both tech- 
niques have relatively large features sizes that limit resolu- 
tion to approximately 2X107 cm-2. 

PVTEM and CL characterization and analysis were com- 
bined in series I, II, and IV to accurately measure the density 
of threading dislocations in the field areas between pileups, 
Pfieid, the dislocation pileup density, PpiieUp, and the linear 
density of dislocations in pileups, Piinear. The indirect band 
gap material in series III was difficult to characterize with 
CL, so only pfield was measured by PVTEM. The overall 
threading dislocation density, p0Veraii > was calculated by 

Poverall- Pfield """PpileupPlinear- w 

The sample grown at 700 °C in series II and the optimized 
sample of series IV both have very low and similar overall 
defect densities, so extensive characterization was performed 
to accurately determine and compare the defect densities. For 
each sample, approximately 50 CL images were taken at 
600 X from different areas of the sample and approximately 
100 PVTEM images were taken at 10 kX from three TEM 
foils prepared from different areas of the sample. The total 
sampling areas for each sample were approximately 7 
X103 Aim2 in PVTEM and 2.5 X 105 fim2 in CL. 

III. RESULTS 

A. Reference samples 

The surface roughness and defect density of GaP sub- 
strates and the Ino.33Gao.67P film grown directly on GaP were 
characterized as references. For GaP, the surface root-mean- 
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uniform 
composition 

-■' layer • 

TABLE II.  Materials characterization results for series I, Ii^Ga, _,P/GaP 
grown at 760 °C with variable grading rates. 

-*-g = <022> 500 nm 

FIG. 1. XTEM of InvGa,_vP/GaP graded to jr = 0.11 at 760 °C. The dark 
lines confined primarily to the graded buffer are dislocations. The speckle 
contrast seen in the uniform composition layer and in the top half of the 
graded buffer is characteristic of indium-bearing III—V compound semicon- 
ductor alloys. 

square (rms) roughness, Rq, is 5 Ä and CL imaging shows 
Poveraii = 3X104ctrr2. For In033Ga067P grown directly on 
GaP, /??>250nm and PVTEM shows poveran=5X109cm"2. 

B. Step graded buffers 

All of the graded buffers exhibit the Crosshatch surface 
morphology characteristic of efficient strain relaxation by 
dislocation glide in low-mismatch systems.16 Cross-sectional 
AES quantitatively verifies that compositional grading was 
achieved consistent with our growth process designs. XTEM 
with g=(004) reveals sharp, regular step-grade interfaces 
with misfit and threading dislocation segments. XTEM with 
g=(022) shows the expected networks of dislocations con- 
fined primarily to the graded buffers. The speckle contrast 
characteristic of indium-bearing III-V compound semicon- 
ductor alloys'7 is seen in the uniform composition layers and 
in the graded buffers for x>0.05. Figure 1 shows the sub- 
strate, graded buffer, and uniform composition layer in a 
typical sample. 

C. Series I: Effects of continued grading beyond the 
indirect-direct band gap transition 

To investigate material degradation with continued grad- 
ing, samples were graded to different final compositions un- 
der otherwise identical conditions. The first sample was 
graded to the indirect-direct band gap transition at x~0.27,'8 

while the second sample was graded an additional Ax 
= 0.05. Both samples in this series have specular surfaces 
with easily visible Crosshatch. All quantitative indications of 
material quality show significant degradation between x 
= 0.26 and x = 0.31. The most marked change is an increase 
in Poveraii from 1-6X 107 to 2.5X 108cm"2, which correlates 
with increases in ppi]eap and Rq. Relevant quantitative data 
are summarized in Table II. 

Temperature (°C) 
A-indium composition 
/??-(10/im)_ scan (nm) 
/6(004>-Bragg peak FWHM (arc sec) 
p(icld-PVTEM (cm"2) 

Ppiicup-CMcnT1) 
Pi,„car-PVTEM (cm"1) 
Povcraii-PVTEM+CL (cm-2) 

Pbranch (transverse)-PVTEM (cm*1) 
Pbnnch (axial)-PVTEM (cm*1) 

760 760 
0.26 0.31 

25 ±6 45 ±25 
170±8 303±10 

6.3X106 1.1 X108 

±2.4X106 ±0.2X108 

377 1128 
2.7 X 104 1.2X105 

1.6X107 2.5 X108 

6000±496 4773 ±932 
939 ±108 832±151 

PVTEM reveals defects with a branching structure, here- 
after referred to as branch defects, textured in one of the 
(011) directions, as shown in Fig. 2. The density of branch 
defects, pbranch, is the same in both samples, approximately 
5500cm"' transverse and 900cm"' axial, but the branch de- 
fects themselves are narrower and sharper in the sample 
graded to x = 0.31. The branch defects show strong contrast 
for g=(022), which suggests that they are crystallographic. 
Weaker contrast is also seen for g=(004), indicating that the 
local strain fields in branch defects are strong enough to be 
visible under other diffraction conditions. Bend contours turn 
sharply where they intersect the branches, which also indi- 
cates significant local strain in branch defects. The appear- 
ance of branch defects does not change in PVTEM foils pre- 
pared from material where the growth surface is polished 
down to Rq = 5 Ä, so branch defects are not merely topo- 
graphic features. No strong topography is resolved in AFM 
that can be correlated with the branch defects, so any surface 
features caused by branch defects must be gentler than the 
general surface roughness of these samples. 

Fine (001) ridges are also seen intersecting the branch 
defects in PVTEM. Ridges with the same density and orien- 

1 urn 

rr-^. UVtaadlng ,1 
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FIG. 2. PVTEM of InvGa, _ vP/GaP graded to * = 0.26 (left) and -t = 0.31 
(right) at 760 °C. The branch defects present in both images have significant 
local strain fields and strongly pin dislocations. The sample graded to x 
= 0.31 has a much higher defect density because the branch defects pin 
existing dislocations and force the nucleation of additional dislocations as 
lattice mismatch is increased by grading from J: = 0.26 up to * = 0.31. The 
fine ridges are growth supersteps that do not appear to directly affect dislo- 
cation dynamics. 
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FIG. 3. XTEM image of In^Ga^P/GaP graded to x = 0.26 at 760 °C. The 
branch defects bend passing misfit dislocations and the degree of bending is 
proportional to their diffraction contrast strength, which is itself indicative 
of the strength of local strain fields associated with the branch defects. 

tation are also seen in AFM. The ridges are growth super- 
steps that are roughly (001) oriented due to the {001} offcut 
of the substrate.19 The supersteps are a surface phenomenon 
and do not appear to directly affect dislocation dynamics. 
The supersteps will be discussed in a later publication and 
they are simply noted here to prevent confusion in interpre- 
tation of PVTEM images. 

Observed in XTEM, the branch defects are vertical fea- 
tures that extend from within the graded buffer up to the 
surface, as shown in Fig. 3. As in PVTEM, the diffraction 
contrast is strong for g=(022) and weaker for g=(004). 
The branches intersect the surface in gentle valleys that are 
less than 10 nm deep. Viewed down their (011) long axis, 
branch defects appear in close groups of one to four, consis- 
tent with the branching observed in PVTEM. The practical 
sampling length in XTEM is too small to obtain accurate 
statistics, but the pbranch=3716cm_1 measured along a 62 
yam collage of XTEM images is consistent with the trans- 
verse Pbranch measured in PVTEM. 

Figure 3 shows that the branches bend passing misfit dis- 
locations, again indicating significant local strain. The degree 
of bending depends on the strength of the diffraction contrast 

11 urn      -»- 500 r>m 

FIG. 4. PVTEM (left) and XTEM (right) images of pileups in 
In^Ga^jP/GaP grown at 760 °C. Branch defects in both images clearly pin 
dislocations and result in dislocation pileups. 

in the branch defects, which is reasonable since diffraction 
contrast should be proportional to the magnitude of local 
strain variations. The strongest branch defects have a wavy 
interference contrast in XTEM and appear with a density of 
approximately 485 cm-1. 

The branch defects also strongly pin gliding threading dis- 
locations in both samples, as seen in Fig. 4. Extensive 
PVTEM suggests that most pileups occur on branch defects. 
The dislocation density near a pileup exceeds the value in the 
field areas between pileups by approximately one order of 
magnitude. Both CL and PVTEM show that pileup formation 
is moderate at x = 0.26, but very severe by x = 0.31. At x 
= 0.26, the overall defect density is low enough to see indi- 
vidual dislocations pinned to branch defects. There is also a 
high density of stacking faults near the branch defects at x 
= 0.31, which suggests that the local strain fields are 
tensile.20 

D. Series II: Effects of growth temperature in 
In^a^^P/GaP graded to x~0.33 

To study the branch defects that dominate relaxation in 
series I, samples were graded to *~0.33 with a range of 
growth temperatures under otherwise identical conditions. 
All samples have a clear surface Crosshatch pattern and, ex- 
cept for the sample grown at 810 °C, have specular surfaces. 

TABLE III. Materials characterization results for series II: In^Ga^P/GaP graded to *~0.33. 

Temperature (°C) 700 760 810 
x -indium composition 0.34 0.31 0.36 
Rq-(\§ixxn)2 scan (nm) 13±2 68±25 118+20 
/3(004)-Bragg peak FWHM (arc sec) 275 ±10 420±30 

Pffcid-CL (cm"2) 4.9X106±0.9X106 

pMd-PVTEM (cm~2) 4.4X106±1.0X106 

Ppiieup-CL (cm-1) 92±23 >2000 

pBlKar-CL+PVTEM (cm"1) 2.1X105 

Povcraii-CL+PVTEM (cm"2) 6.8X106±2.0X106 1.5X109±0.3X109 

Pbranch (transverse)-PVTEM (cm-1) 7970±725 5433 ±801 
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FIG. 5. PVTEM images of In^Ga^P/GaP graded to ;t~0.33 at 700 °C 
(left) arid 760 °C (right). The difference in defect density is very striking, 
with the sample grown at 760 °C possessing a high density of dislocations 
and stacking faults. The branch defect is much sharper and stronger in the 
sample grown at 760 °C compared to 700 °C. 

The quantitative indicators of material quality listed in Table 
III degrade rapidly with increasing growth temperature. The 
increase in povera]i correlates strongly with increases in ppileup 

and Rq. The sample at 810°C is essentially polycrystalline 
and proved difficult to characterize. 

Branch defects are present in all of the samples in this 
series. At 760 °C, the branch defects have the same density 
and general appearance as those in series I, but are stronger 
and sharper. The branch defects look very different at 
700 °C. Figure 5 shows that the branches are weak, diffuse, 
and broad at 700 °C compared to 760 °C. The branching na- 
ture is also less pronounced and the branch defects appear as 
long (011) stripes with transverse pbranch=7621 cm-1 and an 
axial pbranch that is too low to measure. The branch defects 
are very faint for g=(004) and do not strongly affect bend 
contours, which suggests that the branch defects possess less 
strain at 700 °C than at 760 °C. 

Branch defects strongly pin dislocations in the sample 
grown at 760 °C, resulting in a very high density of pileups. 
While pileups are present at 700 CC, the weaker branch de- 
fects do not appear to pin dislocations as strongly as at 
760 °C. The resulting differences in defect density are strik- 
ingly evident in Fig. 5. 

CL of the sample grown at 700 °C shows a very low 
density of dislocation pileups compared to samples grown at 
higher temperatures. The samples grown above 700 CC are 

FIG. 6. AFM images of In,Ga,. ,P/GaP graded to A —0.1. All scans cover an 
area of (50 fim)~ with a vertical scale of 200 nm/division. The transition 
from a rough, cellular surface to a smooth, Crosshatch surface suggests that 
relaxation becomes more efficient as growth temperature increases. 

too rough and defective to obtain clear CL images, but the 
defect density is high enough to measure accurately with 
PVTEM alone. 

E. Series III: Effects of growth temperature in 
Ir^Ga^jfP/GaP graded to x~0.1 

Speculating that optimal growth conditions would vary 
with composition, samples were graded to x~0.1 with a 
range of growth temperatures under otherwise identical con- 
ditions. All of the samples in this series have specular sur- 
faces with very faint Crosshatch. Table IV shows that mate- 
rial quality degrades steadily with decreasing growth 
temperature. The trend in Rq does not fully reflect the change 
in surface morphology, which Fig. 6 shows changes from a 
smooth, ordered Crosshatch to a cellular, disordered structure 
with decreasing growth temperature. 

The PVTEM images in Fig. 7 illustrate the change in 
microstructure with growth temperature. Branch defects ori- 
ented in one (011) direction are present in samples grown 
below  760 °C.  At  650 °C,  pbranch=26 911 cm"1   and  the 

TABLE IV. Materials characterization results for series III: InvGa, _ vP/GaP graded to jr—0.1. 

Temperature (°C) 650 700 760 800 
x-indium composition 0.15 0.09 0.11 0.12 
Rq-(10 fim)2 scan (nm) 8.5±1.5 7.7±1 6.0±0.5 4.9±0.5 
Rq-(50 fim)2 scan 12.2±1.5 10.5±1 7.4±0.5 6.0±0.5 
/3(oo4) -Bragg peak FWHM (arc sec) 93±5 58±3 54±3 53±3 
pfldd-PVTEM (cm"2) 1.2X107 3.9 X106 1.1X106 4.0 X 105 

±0.3X107 ±1.4X106 ±0.6X106 ±1.9X105 

Pbranch (transverse)-PVTEM (cm"1) 26911 ±3611 9808 ±1144 
Pbranch (transverse)-AFM (cm"1) 24114±3246 
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TABLE V. Materials characterization results for series IV: In^Gai-^P/GaP 
graded to x~0.33 with growth temperature optimization. 

threading ■ 
dislocation 

1 \im 1 (jm 

FIG. 7. PVTEM images of In^Ga^P/GaP graded tojt-O.l at 650 °C (left) 
and 760 °C (right). The weak and closely spaced branch defects in the 
sample grown at 650 °C appear to hinder dislocation glide, resulting in 
dislocation pileups parallel to the branches. There are no traces of branch 
defects or dislocation pileups in the sample grown at 760 °C. 

branch defects are visible for both g=(022) and g=(004). 
At 700 °C, pbranch=9808cm"1 and the branch defects are 
nearly invisible for g=(022) and are not seen for g 
= (004). The branch defects appear in AFM as 3 nm ridges 
at 650 °C, while no related topography can be resolved at 
700 °C or above. Figure 7 shows that branch defects and 
dislocations interact at 650 °C, resulting in pileups parallel to 
the branch defects. The much weaker branch defects at 
700 °C do not appear to interact with dislocations and 
PVTEM shows very few pileups. In general, the branch de- 
fects are much weaker in appearance and pin dislocations 
less effectively than in series I and II. 

Figure 7 also shows that branch defects are not seen in the 
samples grown above 700 °C and consequently pileups are 
not observed. The microstructures of the samples grown at 
760 and 800 °C are qualitatively similar, with the latter 
sample having better quantitative materials properties. 

Temperature (°C) 
.*-indium composition 
Rq-(10 ftm)2 scan (nm) 
/3(004)-Bragg peak FWHM (arc sec) 
Pficid-CL (cnT2) 
pMd-PVTEM (cm"2) 
Ppiicup-CL (cm ') 
plincar-CL+PVTEM (cm"1) 
poveralI-CL+PVTEM (cm"2) 
Pbranch (transverse)-PVTEM (cm-1) 
Pbranch (ttansverse)-AFM (cm-1) 

760/700/650 
0.389 
13±4 

277±10 
4.1X106±0.5X106 

3.7X106±0.8X106 

71±18 
8.5X103 

4.7X106±1.1X106 

24636±2053 
28622±1795 

IV. DISCUSSION 

A. Series I: Mechanism of pileup formation on branch 
defects 

The dramatic increase in poverall between x = 0.26 and x 
= 0.31 supports the speculation by Stinson et al: degrada- 
tion of In^Gaj.^P/GaP LED efficiency beyond 600 nm is 
due to increasing dislocation density with continued 
grading.1 As noted earlier, graded buffer relaxation models 
predict a nearly steady-state poverall. 10'n Both microscopic 
and macroscopic evidence will show that branch defects are 
responsible for the escalation of defect density with contin- 
ued grading. 

The increase in poverall with continued grading correlates 
strongly with pileup formation. In both samples, approxi- 
mately 60% of the total threading dislocations are trapped in 
pileups. This agrees with the observations of Samavedam 
and Fitzgerald in the Ge^Sii-^/Si system, where increasing 
Poverall is due to increasing pileup formation.13 While surface 
roughness is the primary cause of pileups in Ge^Sij -x /Si, 

F. Series IV: Optimization of growth temperature as a 
function of composition 

With the understanding of the temperature dependence of 
material quality at x~0.33 and x~0.1 gained in series II and 
III, respectively, growth temperature was optimized as a 
function of composition. The result is that the optimized 
650 °C sample has the lowest poverall of any sample graded to 
x>0.25, despite being graded up to x = 0.39. The relevant 
data are summarized in Table V. 

Figure 8 shows that the microstructure is dominated by a 
high density of branch defects, but the dislocation density is 
low and relatively homogeneous. The branch defects are 
weak and only visible for g=(022). As in series III at 
650 °C, the branch defects appear as ridges in AFM. The 
branch defects appear to hinder dislocation glide, but do not 
strongly pin dislocations, so pileups are weak and infrequent 
in both PVTEM and CL images. While ppiIeup is low, the 
biggest difference is that Piinear is more than an order of 
magnitude lower than any sample in series I or II. 

^.branch" 
defects 

threading 
dislocations 

'IE—    T    *>*** 
1 Mm 

trif    -r*  n 
10 urn 

FIG. 8. PVTEM (left) and CL (right) images of In^Ga; _^P/GaP graded to 
*~0.33 with growth temperature optimized as a function of composition. 
The long horizontal features in the PVTEM image are branch defects and 
the fine vertical features are growth supersteps. The branch defects appear to 
slow dislocation glide, as evidenced by the light dislocation pileup that 
appears parallel to the branches. The black dots in the CL image are due to 
strong nonradiative trapping by individual threading dislocations. The larger 
scale afforded by CL imaging shows that the dislocation distribution is 
nearly homogeneous and pileup formation is very moderate. 
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most of the pileups observed in series I occur on or near 
branch defects, which have not been observed in 
Ge^Si^j/Si. Branch defects pin individual dislocations 
even at x = 0.26 and ppileup increases with continued grading 
while Pbranch remains constant, so branch defects clearly pre- 
cede pileups. Branch defect topography is gentle and overall 
surface roughness is very low at x = 0.26, so the sharp branch 
defect strain fields appear to be responsible for dislocation 
pinning. 

Branch defects clearly dominate dislocation dynamics at 
the microscale, but the sampling area of TEM is too small to 
prove alone that branch defects are the primary cause of 
pileups at a macroscale. Indeed, the data show a correlation 
between surface roughness and defect density that qualita- 
tively agrees with the pileup mechanism found in the 
Ge^Sij-j/Si system. Examined quantitatively, the increase 
in ^overall witn Rq m In*Gai -*p/GaP is much more dramatic 
than expected, which suggests that something other than sur- 
face roughness dominates relaxation, namely the branch de- 
fects. 

Relaxation modeling related to the approach of Abrahams 
et al.n confirms on a macroscale that branch defects are re- 
sponsible for the escalation of defect density with continued 
grading in In^Ga, .^P/GaP. The expected change in poveran 
between x = 0.26 and x = 0.31 can be calculated by assuming 
that dislocation pinning by the branch defects dominates re- 
laxation. First, the misfit dislocation density, pmisfit, neces- 
sary in each (110) direction is given by811 

Aa0    2v^ 
Pmisfit = ~~~      X ~~     ■ a0       a0 

(2) 

For the lattice mismatch between x = 0.26 (a0 

= 5.5593Ä) and * = 0.31 (o0 = 5.5802Ä), the calculation 
yields pmisfit=1.9X105cm_1. Each misfit dislocation can be 
assumed to terminate with two threading dislocations, so 
Poveraii is twice Pmisfit divided by the average misfit disloca- 
tion glide length, L. The branch defects strongly pin disloca- 
tions, so L can be set equal to the inverse of pbranch *n eacn 

(110). So, Poveraii is expressed as 

_2Pmisfit      2pmjsfit 

Poveraii       - - 
-(110) -(110) 

 n. i   transversei     axial   \     /o\ 
~zPmisfid Pbranch     "'"Pbranch/-   V-V 

Using the average values of transverse and axial pbranch m 

series I, the result is poverall=2.4X109cm"2. This calculated 
value is much larger than the observed poveraii at x = 0.31, 
because all branch defects are assumed to strongly pin dis- 
locations, which is certainly inaccurate otherwise ppiieUp 
would equal pbranch- Recalculation assuming that only 
branch defects with strong wavy interference contrast in 
XTEM effectively pin dislocations results in 
poverall=2.2X108cnT2, which agrees very well with the 
measured value. 

The model analysis suggests that dislocation pinning is 
proportional to branch defect strength and that pileups 
caused by strong branch defects ultimately limit how far 
InjGai-jP/GaP can be graded before serious material degra- 
dation occurs. Unfortunately, the limit to grading occurs near 

the indirect-direct band gap transition at x~0.2718 where 
In^Ga! -XP becomes useful for efficient, direct band gap de- 
vices. Similar grading limits have also been observed at x 
-0.35 in HVPE1 and x~0.32 in GSMBE.'2 Clearly, branch 
defects must be eliminated or suppressed to achieve high- 
quality device materials. 

B. Series II: Control of branch defect morphology via 
growth temperature 

Series I shows that branch defects dominate relaxation in 
samples grown at 760 °C. Varying growth temperature in 
series II dramatically changes both branch defect density and 
strength. Correspondingly, material properties degrade rap- 
idly with increasing temperature, in particular between 700 
and 760 °C. Analysis of the results will show that the mate- 
rial properties are dominated by the temperature dependence 
of the branch defects. 

Since pbranch increases with decreasing growth tempera- 
ture, L would decrease and both p0Veraii and Ppileup would 
increase with decreasing temperature if the branch defects 
continued to strongly pin dislocations. The results show the 
opposite trend: poveraii and Ppiieup decrease dramatically with 
decreasing temperature, so the ability of branch defects to 
pin dislocations must decrease much more rapidly with de- 
creasing temperature than pbranch increases. Branch defect 
diffraction contrast and strain fields seen in TEM are mark- 
edly weaker at lower temperatures, which suggests that dis- 
location pinning is proportional to the strength of branch 
defects. 

Suppression of branch defects at 700 °C minimizes pileup 
formation and controls the escalation of poveran with contin- 
ued grading, compared to higher growth temperatures. Note 
that the sample grown at 700 °C was graded farther than any 
sample grown at 760 °C, yet retains a much lower poveran. 
Pileups still occur, but they are weaker and more widely 
spaced than at 760 °C, so L is relatively large and the esca- 
lation of Poveraii with grading is moderate. 

The sample grown at 760 °C shows significant degrada- 
tion even compared to series I. While planch is nominally 
identical in all of the samples grown at 760 °C, branch de- 
fects are much stronger in series II. Since the measured 
Poveraii matches the value calculated assuming all branch de- 
fects pin dislocations in the analysis of series I, it appears 
that most of the branch defects in the sample grown at 
760 °C in series II pin dislocations. This further supports the 
observations that branch defects dominate relaxation in 
In^-Ga! _ <P/GaP at 760 °C and that dislocation pinning is pro- 
portional to branch defect strength. 

The only difference between the samples graded to x 
= 0.31 in series I and II is the grading rate profile. The vari- 
able grading rate profile used in series I produces higher 
strain rates at low indium compositions and lower strain rates 
at high indium compositions, compared to the constant grad- 
ing rate in series II. Two general observations can be made: 
lower indium compositions appear to be less sensitive to 
strain rate, and the strength, but not density, of branch de- 
fects is sensitive to the strain rate. 
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FIG. 9. Plot of pflcld vs growth temperature for In^-Ga^P/GaP graded to x 
—0.1. The steady decrease in pSM with increasing temperature is opposite 
the trend seen in series II due to the diminished role of branch defects at 
x -0.1. 

The trend between 700 to 760 °C suggests that branch 
defects should be strong and widely spaced at 810 °C. 
Branch defect strength appears to remain the dominant factor 
at 810 °C, where the resulting material is essentially poly- 
crystalline at x—0.33. It is likely that this trend will continue 
to even higher temperatures. 

The morphology of branch defects is affected in two pri- 
mary ways by increasing growth temperature: branch defect 
strength increases and branch defect density decreases. The 
results show that branch defect strength dominates disloca- 
tion dynamics and that decreasing growth temperature to 
suppress branch defects is the effective strategy for produc- 
ing high-quality material. It is also apparent that reducing 
grading rate at higher indium compositions can further sup- 
press branch defect strength. As branch defects are sup- 
pressed, Poveraii approaches the nearly steady-state behavior 
predicted by ideal relaxation models. 

C. Series III: Relaxation limited by dislocation glide 
kinetics in the absence of branch defects 

Series I and II show that branch defects dominate relax- 
ation in In^Gai-^-P/GaP. Relaxation approaches the ideal 
steady-state behavior as branch defects are suppressed. Se- 
ries III shows that branch defects can be avoided altogether 
at x—0.1 and analysis will show that the resulting relaxation 
behavior is dominated by the kinetics of dislocation glide. 

Branch defects are essentially absent in all of the samples, 
except for the sample grown at 650 °C where weak branch 
defects and pileups are observed. Without the influence of 
branch defects on dislocation dynamics, the resulting tem- 
perature dependence of pfield shown in Fig. 9 is the opposite 
of that seen in series II. Clearly, relaxation is very different 
when branch defects are not active. 

Not only are branch defects absent, but the observed sur- 
face roughness is also far too low to affect dislocations in 
series III. The typical effective critical thickness, or 
"dislocation-free" thickness, in these experiments is on the 

order of 103 A, while the worst surface undulations are an 
order of magnitude smaller. Also, the change in Rq with 
temperature is very moderate. Any interaction between dis- 
locations and surface roughness should be weak. 

With the absence of microstructural features that interact 
with dislocations, the kinetics of dislocation nucleation and 
glide should control relaxation. The observed temperature 
dependence of pfield is consistent with the behavior expected 
if relaxation is limited by dislocation glide kinetics: as tem- 
perature decreases, decreasing dislocation glide kinetics 
force the nucleation of a higher density of dislocations to 
maintain efficient strain relaxation, so pfield increases. If re- 
laxation was limited by dislocation nucleation, then disloca- 
tion nucleation would be suppressed and pfield would de- 
crease. 

Relaxation modeling developed from the approach of 
Fitzgerald et al.21 quantitatively demonstrates that disloca- 
tion glide kinetics dominate relaxation in series III. Assum- 
ing relaxation is isotropic in the two (011), the relaxation 

rate, 8, can be expressed as 

<5= 
Pfield^ b 

(4) 

The dislocation glide velocity, v, is empirically expressed 
as 22 

v=A 
TO 

expi 
c glide 

IF (5) 

A and n are materials constants, £giide is the dislocation 
glide activation energy, r is the resolved shear stress, and T0 

is a constant equal to 1 MPa. It is reasonable to assume that 
the residual strain reflects the steady-state strain in the 
pseudomorphic film at the surface of the graded buffer dur- 
ing growth and TAXRD results show that residual strain 
does not vary significantly with temperature in series III. 
Therefore, r can be considered constant in series III, espe- 
cially since n ~ 1 and any moderate variations in r are over- 
whelmed by changes in the exponential term. 

The nearly constant residual strain in this series also sug- 
gests that S is the same in all of the samples. Therefore, pfield 

can be expressed as 

AS    1 
Pfieid=yX- = cexpl 

slide 

kT 
(6) 

c is a constant. EgMe can be determined by measuring the 
slope in a plot of ln(pfie]d) versus \IT: 

lnpfield=lnc- 
c glide 

If' (7) 

Figure 10 plots ln(pfield) versus IIT for series III, with the 
sample grown at 650 °C omitted due to the presence of sig- 
nificant branch defects. The measured slope corresponds to 
£glide=2.0 eV, which is in fair agreement with published val- 
ues for £glide in GaP and InP: 1.45 eV for a dislocations and 
1.68 eV for ß dislocations in GaP,    1.6 eV for a disloca 
tions and 2.3 eV for ß dislocations in InP.24 

JVST B - Microelectronics and Nanometer Structures 



1494 Kim, McCullough, and Fitzgerald: Evolution of microstructure and dislocation dynamics 1494 

to 
c 

Q 

16 

15 

CO      '^ 

b 
c 

^      HO <D    13 

b 

12 

9.2E-4 

/*> 

o ^ 
^ 

^^ -L 
y = 23206x - 8.5606 

< ► 

 I   1  

9.6E-4 1.0E-3 1.0E-3 

1/T (1/K) 

FIG. 10. Plot of ln(pricld) vs 1/Ffor In^Ga, „,P/GaP graded to x~0.1 at 800, 
760, and 700 °C. The activation energy calculated from the slope is 2.0 eV, 
which is in good agreement with the average value of 1.8 eV for the acti- 
vation energy of dislocation glide for a and ß dislocations in GaP and InP. 
This result suggests that strain relaxation at x~0.1 is dominated by the 
kinetics of dislocation glide. 

This two parameter model shows that the temperature de- 
pendence of pfield is consistent with the thermal activation 
energy of dislocation glide. The model simplifies relaxation 
by assuming that dislocation glide is entirely rate-limiting 
and that relaxation is isotropic. A more complex model can 
be derived, but such analysis does not provide additional 
insights given the size and resolution of the current data set. 

The dominance of dislocation glide kinetics at x~0.\ is 
also apparent in the temperature dependencies of surface 
morphology. A smooth, regular Crosshatch surface is indica- 
tive of efficient relaxation by dislocation glide with long mis- 
fit dislocation segments, so the transition from cellular to 
Crosshatch surface morphology shown in Fig. 6 suggests that 
dislocation glide becomes more efficient with increasing 
growth temperature. It could be speculated that since cross- 
hatch is the response of the growth surface to dislocation 
strain fields, the change in surface morphology is due to 
decreasing surface diffusivity. If diffusivity was primarily 
responsible for the change in surface morphology, the sur- 
face would become smoother with decreasing temperature, 
which Fig. 11 shows is not the case at x—0.1. So, while 
surface diffusivity certainly changes with temperature, the 
observed trends are not consistent with a surface morphology 
dominated by those changes in surface diffusivity. The re- 
sults show that surface morphology and relaxation are con- 
trolled primarily by dislocation glide kinetics. 

The analysis of series III demonstrates that dislocation 
glide kinetics dominate relaxation and microstructure in 
In^Gaj _ jP/GaP, in the absence of external or heterogeneous 
hindrances to dislocation dynamics such as branch defects. 
The branch defects at 650 °C are so weak and closely spaced 
that they can be considered an effective drag force on dislo- 
cation glide, hence, their effect on dislocation mobility is 
complimentary to that of decreasing temperature. As noted 
earlier in this section, the temperature dependence of defect 
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FIG. 11. Plot of surface rms roughness vs growth temperature for 
KGa,_^P/GaP graded to *~0.1. Scan areas of (lOyttm)2 and (50/im)2 

were used to ensure that both small and large scale roughness were mea- 
sured. 

density depends on whether relaxation is limited by disloca- 
tion nucleation or glide kinetics, therefore determining that 
dislocation glide kinetics dominate relaxation is critical for 
the rational design of high-quality graded buffers. 

D. Series IV: Dislocation dynamics in graded buffers 
with optimized growth temperatures 

The results of series II and III taken together show that a 
constant growth temperature is not optimal, since the tem- 
perature dependence of material quality at x~0.1 is the op- 
posite of that seen at x~0.33. While 700 °C appears to be a 
reasonable compromise, growth temperature should be opti- 
mized as a function of composition to obtain higher quality 
In^Ga, _jP/GaP. The superior material quality of series IV 
illustrates the effectiveness of even a simple growth tempera- 
ture optimization. 

Series II suggests that decreasing growth temperature be- 
low 700 °C should improve material quality by suppressing 
branch defect strength, but series III shows that pfield reaches 
1.2X 107 cm"2 by x~0.1 at 650 °C due to slower dislocation 
glide kinetics. An intuitive approach is to use the best growth 
temperature for each composition range: high growth tem- 
perature at low indium compositions and low growth tem- 
perature at high indium compositions. The results show that 
optimization suppresses branch defects and limits the degra- 
dation with continued grading seen in series I. Grading was 
continued Ax = 0.05 beyond the sample grown at 700 °C in 
series II, yet the resulting defect densities are lower. With 
respect to the sample grown at 760 °C in series III, poveran 
only increases from 1.1 X106 to 4.7X106cnT2 for Ax 
= 0.28. There is still pileup formation, so the poveran would 
have been even lower if grading had been stopped earlier. 

The results also show that dislocation glide mobility must 
increase with indium composition, otherwise dropping the 
growth temperature to 650 °C should result in 
Poveraii^l-2X107cm-2 according to the results of series III. 
Dislocation glide kinetics have not been previously studied 
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FIG. 12. Plot of dislocation glide velocity vs 1/rfor a and ß dislocations in 
GaP and InP (Refs. 23 and 24). A shear stress of 1 MPa was used for the 
calculations. Dislocations in InP glide several orders of magnitude faster 
than those in GaP. 

in In-jGai_,,.P, but the general composition dependence can 
be inferred from available data. Figure 12 shows that dislo- 
cation glide velocities are several orders of magnitude 
greater in InP24 than in GaP.23 Furthermore, the In^Gaj-^P 
phase diagram25 in Fig. 13 shows that most of the change in 
solidus temperature occurs between x = 0 and x = 0.3, so 
most of the change in materials properties between GaP and 
InP should occur in that range. Therefore, dislocation glide 
kinetics should increase by orders of magnitude between x 
= 0 and x = 0.3. The faster kinetics at x = 0.2 allow growth 
temperature to be dropped to 650 °C without increasing 
Poveraiito tne high value seen in series III at that temperature. 

The optimized sample shows that changing growth tem- 
perature as a function of composition results in improved 
material quality. Dislocation glide kinetics set a lower limit 
for defect density, but glide kinetics increase with indium 
composition and allow growth temperature to be dropped to 
control branch defects. Further optimization requires a better 
understanding of the evolution of branch defects. 

T(°C) 

FIG. 13. Equilibrium phase diagram for In^Gaj _^P. The solidus temperature 
drops mostly between x = 0 and x=0.3, which suggests that materials prop- 
erties should change dramatically in that composition range. The phase dia- 
gram was scanned from Ref. 25 and digitally edited. 

E. Analysis of branch defects 

The effect of branch defects on relaxation is clear: branch 
defects interact with dislocations to pin or slow glide, which 
decreases L and increases ppileup and poveraii • The results of 
series II, III, and IV illustrate how branch defects can be 
avoided or suppressed to minimize their effect on dislocation 
dynamics. Additional progress depends on understanding the 
evolution of branch defects. 

Several basic properties of branch defects can be observed 
directly. TEM shows that branch defects are crystallographic 
features with sharp tensile strain fields. Although AFM and 
XTEM reveal that branch defects form very shallow cusps at 
the surface, these cusps are much shallower than the effec- 
tive critical thickness, so branch defects appear to hinder or 
pin dislocations primarily through their strain fields. Strong 
branch defects may also act as low activation energy sites for 
heterogeneous dislocation nucleation, but such an effect is 
difficult to identify and prove. 

The evolution of branch defects can also be followed em- 
pirically. The formation and development of branch defects 
appears to be primarily controlled by growth temperature. 
Evaluation of all the available data reveals strong tempera- 
ture dependencies for branch defect formation, strength, and 
density. 

The onset of branch defect formation varies with growth 
temperature. At 760 °C, branch defects are completely absent 
at x = 0.11 and are present at x = 0.26, so they must form 
somewhere between those two compositions. The relatively 
low poverall at x = 0.26 in series I indicates that branch defect 
formation must begin close to x = 0.26. XTEM of the same 
sample shows that branch defects only penetrate the last sev- 
eral steps of the graded buffer. Overall, branch defects ap- 
pear to form near x~0.2 at 760 °C. At 700 °C, the beginning 
of branch defect formation can be seen at x = 0.09 in series 
III, so branch defects form near x~0.1 at 700 °C. At 650 °C, 
well developed branch defects are already present at x 
= 0.15. Given the trend seen between 760 and 700 °C, 
branch defects probably appear for x<0.1 at 650 °C and for 
x>0.2 at 800 °C. This data can be used to develop a phase 
diagram for branch defects, as shown in Fig. 14 for our sys- 
tem. Although indium composition is used to describe the 
onset of branch defect formation, the current data cannot be 
used to differentiate whether branch defect formation de- 
pends on composition or total film thickness since the same 
grading rate was used in all of the samples. 

Branch defect strength also varies with temperature. Se- 
ries II and IV show that branch defects become stronger with 
increasing temperature. Series III appears to show the oppo- 
site trend, but this is due to the temperature dependence of 
the onset of branch defect formation: at x~0.1, branch de- 
fects in the samples grown at lower temperature have formed 
and evolved further than in samples grown at higher tem- 
perature. This also indicates that although the onset of 
branch defect formation occurs later with increasing tem- 
perature, branch defect strength develops much more rapidly 
at higher temperatures. 

Comparison of the samples graded to x=0.31 at 760 °C in 

JVST B - Microelectronics and Nanometer Structures 



1496 Kim, McCullough, and Fitzgerald: Evolution of microstructure and dislocation dynamics 1496 

w 
o 
a. 
E 
o 
Ü 
E 
3 

0.30 

0.25 

0.20 

0.15 

0.10 

0.05 

0.00 

Branch Defects 

No Branch Defects 

650 700 750 

Growth Temperature (°C) 

800 

FIG. 14. Phase diagram for the presence of branch defects in In,.Ga, _ vP/GaP 
grown in this study. The onset of branch defect formation occurs later with 
increasing growth temperature. 

series I and II shows that grading rate also affects the 
strength of branch defects. The constant grading rate sample 
has a higher grading rate at high indium compositions than 
the variable grading rate profile, which results in much stron- 
ger branch defects. Decreasing grading rate with increasing 
composition appears to suppress the branch defects, presum- 
ably because of the lower strain rate. 

Branch defect density is also primarily a function of 
growth temperature. Figure 15 plots pbranch versus tempera- 
ture for all samples with branch defects and shows that 
Pbranch decreases exponentially with increasing temperature. 
There also appears to be a weaker dependence on composi- 
tion where pbranch decreases with increasing composition. In- 
creasing indium composition reduces the solidus tempera- 
ture,  which  is  roughly  analogous  to  increasing  growth 
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FIG. 15. Plot of paunch vs growth temperature for all samples that exhibit 
branch defects. The final indium composition is inset in the bar for each 
sample to illustrate that branch defect density is primarily a function of 
growth temperature, but also appears to have a weaker composition depen- 
dence. 

temperature at a fixed composition. Both trends therefore 
suggest that branch defect density is determined by a ther- 
mally activated process. 

The precise nature and formation mechanism of branch 
defects are currently unclear. The branch defects themselves 
are difficult to isolate and quantitatively characterize. Never- 
theless, several possibilities can be eliminated by analysis of 
the current data. Three known phenomena appear similar to 
branch defects: strain-relieving surface undulations, an- 
tiphase boundaries (APBs), and phase separation. The ex- 
perimental evidence shows that none of these phenomena are 
likely to be responsible for branch defects in 
IntGa,_vP/GaP. 

Branch defects are not merely the cusps of strain-induced 
surface undulations. PVTEM of polished samples show that 
branch defects are not simply topographic. Branch defect 
density does not match any period of the ubiquitous strain- 
induced Crosshatch pattern. There is also no reason that sur- 
face undulations would occur in only one (011). Further- 
more, the topography of the branch defects does not relieve 
strain. Strain-relieving surface undulations in a compressive 
film feature compressive strain in the valleys and tensile 
strain in the peaks, but branch defects form valleys with 
sharp tensile strain fields. 

Branch defects are not APBs because they do not enclose 
and separate domains of different microstructure. Further- 
more, no reported antiphase mechanism is consistent with 
the observed branch defects. The APBs due to sublattice dis- 
placement found in heteropolar epitaxy26 are not expected 
for homopolar In^Ga,-^ growth on GaP. APBs between 
atomically ordered domains have been reported extensively 
in In0 48Ga0.52P grown on GaAs,27 but branch defects become 
stronger with increasing temperature, while ordering be- 
comes weaker with increasing temperature and is almost 
completely absent at 760 °C. 

Branch defects also do not appear to be consistent with 
phase separation. Stringfellow has shown theoretically that 
there is no driving force for phase separation in InvGa) _^P 
when coherency strain is considered.29 Phase separation 
could be induced by the strain fields present in a graded 
buffer, but if the branch defects were due to strain-induced 
phase separation, then their periodicity should correspond to 
the strain fields present in the graded buffer. Since all of the 
graded buffers are nearly completely relaxed, the strain fields 
in all of the samples should be very similar and result in a 
constant pbranch. The strong temperature dependence of 
Pbranch shows that branch defect formation is not dominated 
by dislocation strain fields. 

The morphology of branch defects also does not appear 
likely to relieve strain by phase separation. The strain fields 
observed in branch defects are very strong and sharp, so any 
strain that they might relieve should also be similarly strong 
and sharp. The Crosshatch morphology and recent strain field 
modeling30 both show that dislocation strain fields are quite 
gentle at the growth surface, so branch defect morphology is 
not consistent with strain-induced phase separation at the 
surface. Strain fields are strong and sharp close to misfit 
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dislocations, but those dislocations are separated from the 
growth surface by the critical thickness. Strain-induced 
phase separation near buried misfit dislocations would rely 
on very slow solid diffusion and the resulting features would 
not extend to the surface, while XTEM shows that branch 
defects do indeed extend to the surface. Furthermore, branch 
defects appear in only one (110), while dislocation strain 
fields are arrayed in both (110). Therefore, the morphology 
of branch defects is not consistent with strain-induced phase 
separation at the surface or at the buried misfit dislocation 
network. 

There are also no direct indications of phase separation in 
the data. Preliminary energy dispersive spectroscopy studies 
in both scanning transmission electron microscopy and scan- 
ning electron microscopy show no evidence of phase sepa- 
ration near branch defects, which suggests that any compo- 
sitional variations are less than 1%. Room temperature CL 
spectra do not show any unusual features that could be at- 
tributed to phase separation. Overall, there is currently no 
empirical evidence that branch defects are due to strain- 
induced phase separation. 

Overall, the behavior of branch defects depends primarily 
on growth temperature. The formation mechanism for branch 
defects is still unclear, but the temperature dependence of 
branch defect density suggests that it is a kinetic process. 
Further characterization and analysis of branch defects will 
be presented in a later publication. 

F. Evolution of microstructure in epitaxial compound 
semiconductors 

There is no reason to expect that branch defects are 
unique to In^Gaj _ ^.P/GaP. A survey of the literature suggests 
that branch defects could explain the material degradation 
commonly observed in indium-bearing arsenides and phos- 
phides grown near 575 °C by both MBE and MOVPE. Com- 
bined with the results of this study, a picture of the evolution 
of microstructure in these materials between roughly 400 and 
800 °C will be proposed. 

Material degradation as growth temperature approaches 
575 °C has been reported in In^Ga^^As/GaAs30"32 and 
In^Ga))Al1_;t_:>,As/GaAs,33 as well as in lattice-matched 
In^Gaj -jAs34 and In;tGa)Al1_.c_)As35 on InP. The proper- 
ties observed to degrade in these reports include carrier mo- 
bility, PL intensity and peak width, Bragg peak width, and 
surface roughness. In particular, a common observation is 
that the surface degrades into (110) saw-tooth or ridge struc- 
tures. A variety of mechanisms have been used to explain the 
roughening and degradation near 575 °C. Yoon et al. pro- 
posed that indium desorption somehow results in degradation 
with increasing growth temperature.35 Valtuena et al. alter- 
natively proposed that the evolution of surface features was 
primarily a strain relaxation mechanism in 
In^Ga! _^As/GaAs and that decreasing growth temperature 
kinetically limited surface roughening,32 resulting in good 
quality materials. 

Bulsara, Leitz, and Fitzgerald studied In^Gaj _^As/GaAs 
grown by MOVPE from 500 to 700 °C and found that deg- 

radation actually peaks near 550 °C, with material quality 
improving at both lower and higher growth temperatures.31 

In addition to the previously observed surface roughening, 
contrast modulation aligned primarily along one (110) was 
observed in PVTEM at 550 °C. Similar features were also 
observed in In^Gaj _xAs/GaAs grown by MBE at 580 °C and 
were absent at 350 and 480 °C,30 establishing a critical con- 
tinuity between MBE and MOVPE work with 
In^Ga]_xAs/GaAs and indicating the earlier explanations for 
degradation at 575 °C were incomplete. 

In recent work, Bulsara also observed that the contrast 
modulation in In^Gaj-^As/GaAs evolved into discrete de- 
fects that grew increasingly far apart as growth temperature 
was increased.15 These defects featured wavy interference 
contrast and appeared to pin dislocations. It was believed 
that the defects were boundaries between domains of differ- 
ent surface reconstructions, since In^Gaj-^As undergoes a 
transition in surface reconstruction between 550 and 580 °C 
in MBE, so the defects were called high-energy boundaries. 

The behavior of high-energy boundaries parallels the be- 
havior of branch defects in In^Gaj _xP/GaP and the two phe- 
nomena are probably equivalent. The degradation observed 
in InjGaj-jAs/GaAs has indeed been also seen in 
In^Ga!_xP near 575 °C. In In^Ga^P/GaP grown by MBE, 
Chin et al. observed an increase in Bragg peak width near 
575 °C.12 In lattice-matched In^Gai-^P grown on GaAs by 
MOVPE, Ozasa et al. found surface roughening and faceting 
at 580 °C versus the smooth surfaces obtained at 610 °C,36 

while Yuan et al. observed strong degradation in PL inten- 
sity and peak width when growth temperature was decreased 
below 600 °C.37 Speculating that In^Ga^^P has the same 
continuity between MBE and MOVPE results as demon- 
strated in Inj.Gai_j.As/GaAs by Bulsara et al.,30'31 these re- 
sults suggest that strong degradation due to branch defects 
occurs in both materials systems near 575 °C. 

In addition to analysis and unification of earlier reports, 
this study extends the understanding of the evolution of mi- 
crostructure in In^Gai-j-P and In^Ga! -xAs. Surface ridges 
are only observed in the samples from series III and IV 
grown at the lowest growth temperature of 650 °C. The 
quantitative correlation of surface ridges seen in AFM and 
branch defects seen in PVTEM shows that branch defects are 
directly responsible for the reported surface roughening near 
575 °C, although the reason that ridges appear only when the 
branch defects are very weak is unknown. Furthermore, se- 
ries II shows that branch defects become stronger with in- 
creasing growth temperature, resulting in essentially poly- 
crystalline materials above 760 °C. Therefore, these two 
degradation phenomena define a high temperature process 
window between roughly 575 and 760 °C for the growth of 
high-quality In^Gaj-^P and a similar process window is ex- 
pected in In^Gaj _*As. 

Also, a low temperature process window has been ob- 
served in MBE. Material degradation in the 
In^GayAlj^-jAs system has been reported below tempera- 
tures ranging from 30033 to 450 °C,35 while degradation was 
seen below 520 °C in In^Gaj _ ^P/GaP.12 A variety of kinetic 
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FIG. 16. Approximate growth temperature process windows for the growth 
of In^Ga, -jP/GaP and In,Ga, _xAs/GaAs. The white regions represent pro- 
cess windows for the growth of high-quality material, while the shaded 
areas are regions of material degradation labeled with the mechanism re- 
sponsible for the degradation. 

factors could be responsible for poor material quality at ex- 
tremely low growth temperatures, so the observed degrada- 
tion at extremely low temperatures is not surprising. Along 
with the degradation seen near 575 °C, this very low tem- 
perature limit results in a low temperature process window 
for the growth of high-quality material. 

Figure 16 illustrates the parallel process windows ob- 
served in In^Gaj _ ^P and In^Gaj _xAs, which we speculate 
are both dominated by the evolution of branch defects. At 
very high growth temperatures, branch defects are extremely 
strong and result in essentially polycrystalline material. 
Branch defect strength decreases with decreasing growth 
temperature, allowing high-quality film growth. Below 
600 °C, increasing branch defect roughness and density pro- 
duce severe material degradation. As growth temperature is 
decreased further, branch defects are suppressed and high- 
quality film growth is again possible. At very low growth 
temperatures, extremely slow growth kinetics result in mate- 
rial degradation. 

This analysis shows that the overall qualitative evolution 
of microstructure in In^Ga, _^P and In^Ga! _^As is strikingly 
independent of whether the material is lattice-matched or 
mismatched and of growth technique. The very low tempera- 
ture limit apparently varies significantly with the particular 
system being studied and the very high temperature limit 
may also vary as well, but the degradation observed at 
575 °C is remarkably consistent. The mechanism for branch 
defect roughening is unclear at this time, but it must be 
something fundamental to the epitaxial growth of these ma- 
terials. 

If branch defects are indeed so universal, then it is sur- 
prising that they were not documented earlier. This study 
shows that branch defects evolve with continuing growth and 
are sensitive to strain, so it may be that branch defects are 
usually too weak to observe directly in most common lattice- 
matched heterostructures that are much thinner than the 

graded buffers in this study, although their effects are appar- 
ent in electrical and optical characterization. Also, much of 
the recent work in In^Ga, _xP/GaP and InxGa]_^As/GaAs 
has been conducted with MBE, which is inherently limited to 
the low temperature process window where branch defects 
are probably suppressed by slow kinetics. 

Optimization is possible in either process window, but the 
results of series III show that the high temperature process 
window is capable of much lower defect densities. A rational 
optimization strategy for achieving device-quality materials 
should therefore concentrate on the high temperature process 
window. The understanding of branch defect evolution de- 
veloped in the preceding analysis is critical to improving 
material quality in In^Ga, _^P/GaP. 

G. Graded buffer design 

With the new understanding of the evolution of micro- 
structure and dislocation dynamics in In^Ga] _ vP/GaP, the 
challenge is to formulate processes to achieve device-quality 
materials. Control over material degradation with continued 
grading up to x = 0.39 has already been demonstrated in se- 
ries IV, so it is reasonable to expect that the degradation of 
LED efficiency beyond x~0.35 observed by Stinson et al.1 

can be avoided. Additional improvements in material quality 
depend on refining our understanding and control over dis- 
location kinetics and branch defects. Analysis of the current 
work and recent literature will be used to define an optimi- 
zation strategy based on three primary design rules. 

Fitzgerald et al. proposed a kinetic relaxation model for 
graded buffers to describe the Ge^Sii _^/Si system.21 Expres- 
sions derived for the activation energy of homogeneous dis- 
location nucleation by Matthews, Blakeslee, and Mader38 

were used to qualitatively describe heterogeneous dislocation 
nucleation. The essential observation was that dislocation 
nucleation is activated by both temperature and strain, or put 
differently, that dislocation nucleation is thermally activated 
with an activation energy that is approximately inversely 
proportional to strain.21 Dislocation glide is also thermally 
activated, but has only a power-law dependence on strain 
that is nearly linear,22 so dislocation glide has a much weaker 
strain dependence than dislocation nucleation. So, the dislo- 
cation nucleation rate and glide velocity can be expressed as 

p^exp 

D«S  exp 

'-'nucleation | 

sXkT    ' 

'-'glide 

(8) 

(9) 

Fitzgerald et al. proposed that high growth temperatures 
result in very rapid dislocation glide, which leads to low 
strain and hopefully suppresses dislocation nucleation.21 The 
implications of this model are clearer when a decrease in 
growth temperature is considered in Eqs. (8) and (9): both 
dislocation nucleation and glide slow exponentially, so strain 
increases. The increase in strain drastically increases dislo- 
cation nucleation and moderately increases dislocation glide 
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until a steady-state is once again achieved. At extremely low 
temperatures, dislocation kinetics may become so slow that 
strain simply accumulates in the material. 

Series III is the first experimental demonstration of the 
kinetic graded buffer model. Comparing the exponential and 
nearly linear strain dependencies in Eqs. (8) and (9), dislo- 
cation nucleation varies significantly with strain, while dis- 
location glide is essentially fixed by the growth temperature. 
Dislocation nucleation should adjust to provide the necessary 
pfield to maintain a low strain state and efficient relaxation, as 
dictated by the dislocation glide velocity. Therefore, the ob- 
servation of relaxation dominated by dislocation glide kinet- 
ics in series III is a verification of the model proposed by 
Fitzgerald et al. 

A simple design rule can be derived from the kinetic 
graded buffer model: high growth temperatures should be 
used to maximize relaxation and minimize threading dislo- 
cation density in systems where dislocation glide kinetics 
dominate relaxation. Growth rate and grading rate could also 
be used to affect dislocation glide kinetics, but both have 
only linear effects and are constrained by the limitations of 
the growth process: order of magnitude changes in either 
parameter are not practical.21 Dislocation glide mobility is 
thermally activated, therefore relatively small changes in 
growth temperature result in dramatic changes in dislocation 
dynamics. These arguments presume that the growth tem- 
peratures used are within the regime where dislocation glide 
kinetics dominate relaxation, which series III shows ranges 
at least from 650 to 800 °C for Iu.Ga^P/GaP. 

The new design rule that evolves from the results of this 
article is that branch defects must be controlled to achieve 
high-quality materials, because they clearly dominate relax- 
ation when they appear with any reasonable strength and 
density. The temperature dependence of branch defect evo- 
lution frustrates efforts to find a single ideal growth tempera- 
ture. At high temperatures, the onset of branch defect forma- 
tion is delayed and the branch defect density is low, but the 
branch defects quickly become very strong once they begin 
to form. At low temperatures, branch defects are very weak, 
but they form almost immediately and with a high density. 

The choice is clear for low indium compositions: a high 
growth temperature results in optimum material quality. The 
current results show that very high-quality materials can be 
grown without branch defects up to JC~0.2 and higher 
growth temperatures may extend this range. For useful direct 
band gap compositions of x>0.27, the formation of branch 
defects appears inevitable and additional process design is 
necessary. 

If a single growth temperature is desired, Fig. 17 shows 
that 700 °C appears to be the optimal growth temperature. 
While series II suggests that poverall would continue to de- 
crease with decreasing growth temperature due to the sup- 
pression of branch defects, series III shows that dislocation 
glide kinetics set a basic lower limit for poverau. Threading 
dislocations present early in the growth process cannot sim- 
ply disappear and will persist with continued grading, even 
though faster dislocation glide kinetics could support effi- 
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FIG. 17. Plot of povcrau vs growth temperature for In^Gaj _JP/GaP graded to 
jc—0.1 and *~0.33 at a single growth temperature, i.e., series II and III. A 
process windows exists near 700 °C for the growth of high-quality material. 
Note that povcran and psdd are used interchangeably at x~0.1, since pileup 
formation is negligible in those samples. 

cient relaxation with increasingly lower poverali according to 
Eqs. (4) and (5). For example, pfield is greater than 107 cm-2 

by x = 0.15 at 650 °C due to slow dislocation glide kinetics, 
so pfield must be greater than 107 cm-2 at x~03 if a single 
growth temperature of 650 °C is used. Some reduction of 
Poverali *s possible with continued grading if dislocations 
glide to the edge of the material, terminate on heterogeneous 
defects, or annihilate each other and are not replaced,8 but 
none of these mechanisms are expected to be very strong in 
typical In^Ga] _^.P/GaP samples. Therefore, 700 °C appears 
to be the process window for the growth of high-quality 
InjGaj-jP/GaP at a single growth temperature in our sys- 
tem. 

The success of series IV suggests a strategy to control 
branch defects: avoid branch defect formation for as long as 
possible and then suppress their strength once they become 
inevitable. A high growth temperature is used initially to 
avoid the formation of branch defects for as long as possible, 
then the growth temperature is abruptly dropped before the 
onset of branch defect formation to make the branch defects 
as weak as possible. Also, the lowest practical grading rate 
should be used to further suppress branch defect strength, as 
observed in the analysis of series II. 

An optimization strategy for In^Gaj-JP/GaP results from 
combining the high growth temperature and branch defect 
suppression design rules. The highest practical growth tem- 
perature should be used initially to satisfy both design rules: 
maximize dislocation glide kinetics and delay the onset of 
branch defect formation. Shortly before branch defect forma- 
tion is inevitable, the growth temperature should be dropped 
to suppress branch defect strength. Figures 12 and 13 can be 
used to estimate how large a temperature drop is possible 
without increasing pfield due to slow dislocation glide kinet- 
ics, as demonstrated in Fig. 18. If growth temperature must 
be dropped further, then the benefits of suppressing branch 
defect strength must be weighed against the limitation of 
slow dislocation glide kinetics and the material degradation 
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FIG. 18. Plot of pr,ckl vs growth temperature for IrijGai-^P/GaP graded to 
x—0.1 and x~0.2, assuming relaxation is dominated by dislocation glide 
kinetics. The line for x~0A is taken from the data in series III, while the 
line for x~0.2 is estimated using the information in Figs. 12 and 13. The 
arrow shows the largest temperature drop possible during grading without 
increasing pnckl due to slow dislocation glide kinetics. The degradation ex- 
pected at 575 °C places a hard limit on the maximum practical temperature 
drop within the high temperature process window. 

that results near 575 °C due to branch defect roughening. 
Optimization can be further complicated by other design 

rules that must be observed simultaneously. The other impor- 
tant design rule is to minimize surface roughness, otherwise 
interaction between dislocations and surface roughness will 
produce pileups through the mechanism described by Sa- 
mavedam and Fitzgerald.13 Surface roughness is in general 
minimized in the process of satisfying the first two design 
rules, especially if the grading rate is kept very low to sup- 
press branch defects: Fitzgerald et al. observed that while 
Poveraii remained nearly constant over a wide range of grading 
rates, surface morphology degraded with faster grading. ' 
Surface roughness and pileup formation have been controlled 
by planarization during periodic growth interruptions in 
Ge^Sii-^/Si14 and this technique may also be useful in 
In^Ga] _^P/GaP if branch defects can be sufficiently sup- 
pressed during growth. Branch defects do not rely on surface 
topography to pin dislocations, so planarization cannot free 
dislocations pinned by strong branch defects. If branch de- 
fects are suppressed, In^Ga, _xP/GaP should behave simi- 
larly to Ge^Sij-j/Si and the planarization technique may 
yield significant improvements in defect density. 

There are also basic limitations to the range of process 
parameters available. The growth technique limits growth 
temperature: GSMBE is limited to temperatures below 
650 °C, while practical MOVPE temperatures range roughly 
from 500 to 900 °C. The ranges of practical growth rates and 
grading rates are also constrained by the capabilities of the 
growth technique. In general, the growth process must be 
optimized within the phase space allowed by the growth 
technique and materials system. 

The most rational strategy for process optimization ap- 
pears to have three main design rules. First and foremost, the 

formation of defect microstructures that pin dislocations 
must be controlled. Second, the growth temperature should 
be as high as possible to maximize dislocation glide kinetics 
and minimize defect density. Finally, the growth process 
must be designed to minimize surface roughness. These de- 
sign rules operate simultaneously and any one of the phe- 
nomena can become dominant, but they are ordered here by 
their apparent relative importance in In^Ga^^P/GaP. 

V. CONCLUSIONS 

We have grown and carefully characterized 
In^Ga, _j.P/GaP to extend our understanding of the closely 
coupled evolution of microstructure and dislocation dynam- 
ics in graded buffers. The growth experiments cover a tem- 
perature range of 650 to 810 °C and compositions ranging 
from x = 0.09 to x = 0.39. Within this phase space, three or- 
ders of magnitude of control over dislocation density has 
been demonstrated. 

The mechanism for escalating defect density with contin- 
ued grading in earlier InxGa] _xP/GaP work has been identi- 
fied as pileup formation on branch defects. Experiments and 
modeling show that branch defects are controlled primarily 
by growth temperature. A simple process optimization has 
recovered a nearly steady-state dislocation density up to x 
= 0.39, which appears to eliminate the barriers to device- 
quality materials encountered in earlier work. 

At low indium compositions, where the effect of branch 
defects can be nearly completely avoided, experiments and 
modeling show that dislocation glide kinetics dominate dis- 
location dynamics. This is the first experimental verification 
and extension of the kinetic graded buffer model proposed 
by Fitzgerald et al. The fact that the model was formulated 
for Ge^Sij-j/Si, yet finds application and verification in 
In^Ga! _xP/GaP, suggests that it will be both powerful and 
widely applicable. 

Through analysis of the literature in light of the new un- 
derstanding of branch defects, we speculate that the evolu- 
tion of branch defects dominates the microstructure of 
indium-bearing arsenides and phosphides over a very wide 
temperature range, roughly at least 500 to 800 °C. Degrada- 
tion due to branch defects appears to affect both lattice- 
matched and mismatched materials grown by MBE or 
MOVPE. The unified picture that emerges is that there are 
low and high temperature process windows for the high- 
quality growth of these materials. 

By mapping the evolution of microstructure and disloca- 
tion dynamics throughout the experiments in this study, we 
are able to summarize our findings in three design rules: 
branch defects must be avoided or suppressed, growth tem- 
perature must be maximized, and surface roughness must be 
minimized. If the branch defect design rule is generalized to 
say that any defect microstructure that hinders dislocation 
dynamics must be controlled, then these design rules are uni- 
versally applicable to graded buffers. 

Finally, an optimization strategy was developed and ap- 
plied to In^-Gai _xP/GaP. The first simple optimization re- 
sulted    in    the    lowest    accurate    defect    density    in 
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2 for a full range of 
the   potential   of 

In^Ga^P/GaP graded to x>0.27 reported to date, 
Poveraii=4.7X 106cm"2 at x = 0.39, thus proving the utility of 
the optimization strategy. With more sophisticated optimiza 
tion, we hope to achieve poverall<106cm 
useful compositions, thus realizing 
JjijGa^jP/GaP as a high performance substrate for opto- 
electronic device applications. 
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An AIGaN layer with good crystalline quality (^min=2.1%) was grown by metalorganic vapor 
phase epitaxy on a sapphire (0001) substrate using a GaN intermediate layer. The Al composition, 
which cannot be unambiguously determined by x-ray diffraction (XRD) or by photoluminescence, 
was determined by Rutherford backscattering (RBS). The perpendicular and parallel elastic strain of 
the Al0.28Gao.72N layer, e1 = -0.16% and e"= +0.39%, respectively, were derived using XRD and 
RBS/channeling. The small ratio |e1/e"| = 0.41 indicates that the Alo.2gGao.72N lattice is much stiffer 
in the c-axis direction than in the a-axis direction. A comparison of the strain data for GaN, InGaN, 
and AIGaN layers is presented.   © 7999 American Vacuum Society. [S0734-211X(99)02404-X] 

I. INTRODUCTION 

GaN based materials, consisting of A1N, GaN, InN, and 
their alloys AIGaN and InGaN, are very attractive materials 
for applications in visible light emitters, high-temperature/ 
high-power electronics, and high-power optoelectronic de- 
vices due to their large direct band gaps, good thermal and 
chemical stability, and physical hardness, and because band 
gap engineering is possible from 1.89 to 6.2 eV by adjusting 
the composition of the ternary alloys.1 These materials, 
which crystallize preferentially in the hexagonal wurtzite 
structure, are difficult to grow as large bulk crystals. There- 
fore they are prepared as heteroepitaxial films on various 
substrates, mostly on an Al2O3(0001) substrate, despite the 
very large lattice mismatch of 16% between GaN and 
Al2O3(0001). It is well known that heteroepitaxial layers are 
normally strained due to the lattice mismatch and thermal 
mismatch between the epilayer and the substrate. The elastic 
strain is an important issue and it affects the band gap of 
GaN based materials2"5 and linewidth of electrolumines- 
cence (EL) or photoluminescence (PL) spectra.6 Moreover, 
strain relaxation results in the formation of misfit disloca- 
tions in the film which correlates to the observation of a 
yellow luminescence band in the cathodoluminescence (CL) 
or PL spectrum.7 Even though GaN based materials and de- 
vices have developed very rapidly in recent years, there have 
been very few reports concerning the elastic strain in GaN 
based materials, especially in AIGaN and InGaN films. 

Xiao et al.s have measured the perpendicular and parallel 
elastic strain, e±= +0.2% and e"= -2.0%, using transmis- 
sion electron microscopy (TEM) for an a-GaN film (~1 /mm) 
grown by gas-source molecular beam epitaxy on an 
Al2O3(0001) substrate. By using x-ray diffraction (XRD) 

combined with TEM, Powell et al.9 reported that an epitaxial 
GaN layer on an Al2O3(0001) substrate has lattice constants 
of aeDi = 0.3185 nm and cepi = 0.5189 nm. Hence, eL = (c *epi epi 

J 
epi 

"'Electronic mail: mingfang.wu@fys.kuleuven.ac.be 

-cb)lcb= +0.077% and e" = (aepi-ab)/ab= -0.125% can 
be derived using afc = 0.3189 nm and c ,, = 0.5185 nm for bulk 
GaN materials. Detchprohm et al.10 measured the strain of 
GaN films with thicknesses ranging from 1 to 1200 /xm us- 
ing XRD. They found that the strain of the GaN films is 
thickness dependent for thicknesses less than 100 fim (the 
largest e1 is —+0.12%), while the ratio of the perpendicular 
strain and parallel strain |ex/e"|=0.38 is thickness indepen- 
dent. The strain is almost completely relaxed in films thicker 
than 100 /xm, and the intrinsic lattice constants of fully re- 
laxed a-GaN, i.e., ab and cb, are determined to be 0.318 92 
±0.00009 and 0.518 50+0.00005 nm, respectively, values 
which are now widely accepted.1112 Kim et alP measured 
the lattice constant of very thin GaN films on A1N using 
synchrotron x-ray diffraction. For 10 and 5 nm GaN films, e" 
of -0.7% and -1.7%, respectively, can be derived. How- 
ever, these very thin GaN films are still not fully strained. A 
critical thickness of 2.9±0.4 nm (below which the film is 
pseudomorphic, i.e., fully strained) is thus determined by 
extrapolation from data points for films with four different 
thicknesses. It should be pointed out that the XRD results 
have a smaller error compared to TEM strain measurements, 
and therefore are more reliable. 

For InGaN and AIGaN, the data related to the strain are 
very scarce. El-Masry et al.u reported that, using TEM, an 
InGaN film grown at 750 °C with 10% InN is highly 
strained, while an InGaN film containing 49% InN has an 
extremely high strain, however no values were given. Brem- 
ser et al? reported that the AIGaN layers grown on 6H- 
SiC(0001) are highly strained and that an Al012Gao.86N layer 
with different strain (grown with or without an A1N buffer 
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TABLE I. Strain data of GaN, InGaN, and AIGaN layers presented in or deduced from the literature. 

e1 e" 
Layer Thickness (%) (%) eLlei Techniques Reference 

GaN ~1 ixm +0.2 -2.0 -0.1 TEM 8 
GaN +0.077a -0.125" -0.62 XRD+TEM 9 
GaN ~1 fimb +0.12b -0.32b -0.38 XRD 10 
GaN 5 nm -1.7% XRD 13 
Ino.i8Gao 2N

C 40 nm +2.0 -1.97c " -1.01 XRD 2 
1% 18^80. 2N 270 nm +0.21 -0.53 -0.40 XRD+RBS 15 
Al0.25Gao 75N

C 350-650 nm -0.56 +0.57c -0.98 XRD 2 
Al().28Ga0 72N 765 nm -0.16 +0.39 -0.41 XRD+RBS This work 

"Values derived from the aepi and cepi data. 
bThe thickness varied in a range of 1-1200 fan; here only the e1 value for thickness ~1 /tm is listed. The e" 
value is derived from e±/e,l= -0.38 which is thickness independent. 

The compositions of In and Al ranged from 0 to 0.2 and from 0 to 0.25, respectively; here we only list one of 
them. The e" values are deduced from the reported aepi value of 0.3182 nm and the calculated ab value using 
Vegard's law. 

layer) results in a 75 meV shift in the CL spectra. However, 
no strain data were presented. Takeuchi et al.1 reported on 
the perpendicular elastic strain eL of 40 nm In^Ga! _XN lay- 
ers (with x values ranging from 0 to 0.2) and of 350-650 nm 
ALjGai-.-tN layers (with x values ranging from 0 to 0.25) 
grown by metalorganic vapor phase epitaxy (MOVPE) on a 
2 /jxa GaN layer on a sapphire (0001) substrate. For 
In018Gao82N and Al0 25Gao.75N, rather high e1 values of 
+2.0% and -0.56%, respectively, were given. In the mean- 
time, they concluded that all the samples in their experiment, 
both InGaN and AIGaN, are fully strained and have a con- 
stant lattice parameter of aepi=0.3182±0.0001 nm. There- 
fore, the parallel elastic strain can be deduced using Vegard's 
law as shown in Table I. In comparison with the results in 
Refs. 2 and 13, it is unclear why the critical thickness hc of 
the In018Gao82N layer on GaN is so thick (>42 nm)2 while 
the hc of the GaN layer on A1N is only 2.9 nm,13 although 
the lattice mismatch only differs slightly between 
In018Gao.82N/GaN (+2.0%) and GaN/AIN (+2.5%). A quan- 
titative result of eL= +0.21% and e"= -0.53% for 270 nm 
In018Gao 82N grown by metalorganic chemical vapor deposi- 
tion was presented recently15 and shows that the strain in the 
270 nm In0.18Gao82N layer is partially relaxed. Table I lists 
the typical strain data for GaN, InGaN, and AIGaN layers 
presented in or deduced from the literature. 

It should be emphasized that, in order to study the strain 
of the ternary alloys, In^Ga! _^N or Al^Ga] _^N, the deter- 
mination of the composition, i.e., the x value of the alloy, is 
a prerequisite. In principle, the x value can be determined by 
XRD using Vegard's law assuming the layers are fully 
relaxed.14'16"18 However, if the strain in the InGaN and 
AIGaN layers is not negligible as was the case in Refs. 2, 3, 
14, and 15, then the x value deduced by XRD will be inac- 
curate. Alternatively, the x value can also be determined by 
PL measurement using the formula £'g(InJ.Ga1_^N) = (l 
-x)Eg(GaN) + xEg(lriN)-bx(l-x), where b is the bow- 
ing parameter and Eg is the band gap, respectively. However, 
due to the very different b values reported in the 
literature2'5'19 and because the existence of elastic strain in 
the epilayer will alter the value of the band gap,2"5 the x 

value deduced using this approach is also questionable. On 
the other hand, because nuclear elastic-scattering cross sec- 
tions are well understood. Rutherford backscattering (RBS) 
is a reliable and accurate method for directly and nondestruc- 
tively determining the composition of an alloy as a function 
of depth.20 In this work, we first determine the x value, the 
thickness, and the crystalline quality of an Al^Ga^^N layer 
by RBS/channeling and subsequently present a quantitative 
analysis of the perpendicular and parallel elastic strain of the 
Al0 28Gao 72N layer, measured by XRD and RBS/channeling. 

II. EXPERIMENT 

AIGaN layers were grown by MOVPE over an 
Al2O3(0001) substrate in a horizontal reactor. Trimethygal- 
lium (TMGa), Trimethy aluminium (TMA1), ammonia 
(NH3), and hydrogen (H2) were used as the Ga, Al, and N 
source and carrier gas, respectively. The growth was con- 
ducted at a pressure of —76 Torr. First, the substrate was 
heated to 1150°C in a stream of hydrogen. Then, the tem- 
perature was lowered to 550 °C to grow a thin (—25 nm) 
GaN buffer layer. Subsequently, the temperature was el- 
evated to 1030°C to anneal the buffer layer in the mixed 
ammonia and hydrogen, and followed by growth of an inter- 
mediate GaN layer of —250 nm. Finally, an A^Gai^N 
layer was grown at 1100 °C with a x value —0.3. The thick- 
ness of the AIGaN layer was controlled to be —700 nm. The 
sample is transparent and the surface is mirror like. 

For RBS/channeling measurements, a collimated 1.57 
MeV He+ beam produced by an accelerator (5SDH-2 Pel- 
letron) was used with a backscattering angle of 172°. The 
sample was mounted on a high precision (±0.01°) three-axis 
goniometer in a vacuum chamber so that the orientation of 
the sample relative to the He+ beam can be controlled pre- 
cisely. Off-normal axis angular scans were used to measure 
the angle $epi between the (0001) and (1213) axes of 
AIGaN, which is related to the strain of the AIGaN epilayer. 

A computer controlled 7.5 kW rotating anode Rigaku 
double-crystal diffractometer with monochromator Cu Kax 

x rays (A=0.154 05 nm) was used to perform symmetric 
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FIG. 1. Random (O), aligned (+), and simulated (solid line) RBS spectra of 
an Al028Ga0,72N/GaN/Al2O3(0001) sample prepared by MOVPE. 

x-ray 6-26 scans and w scans (rocking curve). To obtain a 
higher angular resolution, some measurements were carried 
out by adding a third crystal, Si(220). 

III. RESULTS AND DISCUSSION 

A. RBS/channeling: Composition and crystallinity of 
the AIGaN layer 

Figure 1 shows the random and aligned RBS spectra of 
the sample. The inset shows the geometry used in the back- 
scattering measurements. The arrows (labeled Ga, Al, and N) 
indicate the energy for backscattering from these elements at 
the surface. A simulation of the random spectrum reveals 
that the thicknesses of the AIGaN and GaN layers are 765 
and 250 nm, respectively. The simulation further indicates 
that the composition of the Al^Gaj -XN layer is not uniform, 
with x gradually increasing from 0.24 at the surface to 0.31 
near the AlGaN/GaN interface. On average, the AIGaN layer 
can be considered to be a layer of Al0^Gan 72N. The aligned 
spectrum indicates that the ^min (i.e., the ratio of the back- 
scattering yields of aligned and random spectra in the near- 
surface region) of the Alo.28Gao.72N layer is 2.1%, which 
means that the crystalline quality of this layer is very good. 
The aligned spectrum also shows that the crystalline quality 
of the 250 nm GaN intermediate layer (~ channels 170-320) 
is rather poor due to the large lattice mismatch (+16%) be- 
tween the GaN layer and the A1203 substrate. In contrast, the 
crystalline quality of the Alo.28Gao.72N layer is greatly im- 
proved due to the buffering function of the GaN layer and to 
the small lattice mismatch (-0.68%) between the 
Alo.2gGao.72N layer and the GaN intermediate layer. How- 
ever, since the 250 nm GaN layer is not thick enough, the 
high density of defects partially spreads into the 
Alo.2sGao.72N layer near the AlGaN/GaN interface (—chan- 
nel 320). 
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FIG. 2. X-ray diffraction of the sample in Fig. 1 with 20 ranging from 20° to 
140°. 

B. XRD 0-20 scan, to scan, and perpendicular strain 

Figure 2 shows a symmetric x-ray diffraction obtained 
from this sample with 26 ranging from 20° to 140° showing 
the unresolved GaN(0002)+AlGaN(0002) peak, the partially 
resolved GaN(0004)+AlGaN(0004) peak, and the resolved 
GaN(0006)+AlGaN(0006) peak. To resolve the GaN(0002) 
and AlGaN(0002) peaks, a symmetric 6-26 scan ranging 
from 34.5° to 36.2° (Fig. 3) was carried out using a third 
crystal. While the intensity decreased significantly, the angu- 
lar resolution greatly improved. The intensity of the 
AlGaN(0002) peak is about three times that of the 
GaN(0002) peak implying that the thickness of the AIGaN 
layer is approximately three times that of the GaN layer, in 
agreement with the RBS measurement. Moreover, the width 
of the AIGaN peak (0.096°) is larger than that of the GaN 
peak (0.082°) which is also consistent with the conclusion 
obtained from the RBS measurement, i.e., the nonuniform 
composition of the AIGaN layer results in a spread of d 
spacing and thus a wider AIGaN diffraction peak. Figure 4 
shows the w scans of the GaN(0002) and AlGaN(0002) dif- 
fractions. We note that the width of the GaN(0002) peak 
(0.379°) is larger than that of the AlGaN(0002) peak (0.346°) 
which is opposite to the situation in Fig. 3. This is not sur- 
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FIG. 3. High-resolution 6-26 scan of the sample in Fig. 1 with 26 ranging 
from 34.5° to 36.2°. 
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FIG. 4.  <o scans of the sample in Fig.  1 showing the GaN(0002) and 
AlGaN(0002) diffractions. 

prising because the width of the diffraction peaks in the 
6-26 scan is related to the spread of the d spacing while the 
width of the peaks in the w scan is sensitive to the spread of 
the orientation (mosaicity) which is related to the crystalline 
quality of the epilayer. The result in Fig. 4 shows that the 
crystalline quality of the GaN layer is poorer than that of the 
AIGaN layer, also in agreement with the RBS result in 
Fig. 1. 

Taking the position of the Al2O3(00012) peak in Fig. 2 as 
a reference, the cepi of the AIGaN epilayer is calculated to be 
0.5119 nm. On the other hand, using Vegard's law and the 
lattice constants of A1N (afc = 0.3111 nm, cb = 0.4978 nm) 
and GaN (afc = 0.3189 nm, cfc = 0.5185 nm),11 values of ab 

= 0.3167 nm and cfe = 0.5127 nm for bulk (=fully relaxed) 
Al028Ga072N are obtained. Therefore the deduced perpen- 
dicular elastic strain, e1 = (cepi— cb)lcb, of the Al0;28Gao 72N 
layer is -0.16%±0.05% indicating that the layer is under 
compressive strain in the perpendicular direction. This per- 
pendicular strain is smaller than the value of —0.56% re- 
ported for a fully strained 350-650 nm Alo.25Gao.75N layer,2 

which can be explained by the relaxation of the thicker (765 
nm) layer used in this study. 

C. RBS angular scan: Parallel strain 

To measure the parallel elastic strain, a RBS angular scan 
(Fig. 5), similar to the study in Ref. 21, was carried out along 
the AlGaN{1010} plane by choosing a region of integration 
(channels 370-800 in Fig. 1) corresponding to the Ga and Al 
atoms in the AIGaN layer. The dip of the angular scan shown 
in Fig. 5 indicates that along the direction of the 
AlGaN(1213) axis, the backscattering yield has a lower 
value compared to the other off-axis directions nearby due to 
the channeling effect.20 The position of the AlGaN(1213)_dip 
reveals that the angle <&epi between the (0001) and the (1213) 
axes is 31.84°±0.05°. The value of <E> is equal to tan-1(a/c) 
(as shown in the inset of Fig. 5), which is $fc 

= tan"1(ai/cfc)=31.70° for bulk Al0.28Ga072N. Therefore, 
A<I> = $epi-<i>i=+0.14°±0.05o. The positive A<£ value 
means that the AIGaN layer is under compressive strain in 
the perpendicular direction, which is consistent with the 
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t *■ 

<1213> 

<1120> 
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FIG. 5. _Angular scan along the AlGaN{1010} plane showing the 
AlGaN<1213> and AlGaN(OOOl) dips. A $epi angle of 31.84° is determined 
from this scan. 

XRD result. The tetragonal distortion deduced from the 
RBS/channeling study22 is eT=e'i-eL = A0>/sin*cos3> 
= +0.55% ± 0.20%. Combining this result with the value for 
el derived by XRD, a parallel elastic strain e"=+0.39% 
± 0.25% is obtained, indicating that the layer is under tensile 
strain in the parallel direction. The resulting ratio e1/e" 
= -0.41, is rather close to the value of -0.38 reported for 
the GaN films10 and the value of -0.40 for the In0.18Gao 82N 
film,15 however it is rather different from the values of 
 1.0 and -0.1 deduced from Refs. 2 and 8, respectively. 
For a strained layer, le^/e"! should be equal to 2 if the vol- 
ume is conserved. The value of 0.41, which is much smaller 
than 2, indicates that the volume of the strained layer is not 
conserved and the Al0 28Gao 72N lattice is much suffer along 
the c axis than along the a axis. 

In Table I, we note that the signs of e" and eL of AIGaN 
are opposite to those of InGaN. This is reasonable, because 
the lattice mismatch between AIGaN and GaN is negative 
(for Alo.2gGao.72N, it is -0.68%), whereas the lattice mis- 
match between InGaN and GaN is positive (for 
In0.18Ga0.82N, it is +2.0%). 

IV. CONCLUSION 

A 765 nm Alo.2sGao.72N layer with good crystalline qual- 
ity (xmin=2.1%) was prepared on GaN/Al2O3(0001) using 
MOVPE at 1100°C. The Al composition was determined 
directly by RBS and a variation of composition with depth is 
revealed. Thejetragonal distortion measured from the posi- 
tion of the (1213) dip in an angular scan is useful to deter- 
mine the strain of the epilayer. Combined with XRD, the 
perpendicular and parallel elastic strains of the Alo.2gGao.72N 
layer were determined as e±=-0.16% and e"=+0.39%, 
respectively, implying that the epilayer is compressively 
strained in the perpendicular direction and the strain is par- 
tially relaxed. The ratio, \e±/ell\ = 0.41, indicates that the 
In018Ga0.g2N lattice is much stiffer along the c axis than 
along the a axis. 
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Up to 15 nm blueshift in the low-temperature photoluminescence (LT-PL) peak wavelength of 
Si-doped Ino.2Gao.8N/GaN single quantum well (SQW) is reported after rapid thermal annealing in 
atmospheric N2 ambient at temperatures below 1000 °C. We found that the thermal annealing not 
only blueshifts the LT-PL peak wavelength but it also improves the optical properties in terms of an 
increase in LT-PL peak intensity and a reduction in the spectrum width. Under the same thermal 
annealing conditions, however, a dielectric encapsulant layer (a spin-on silica layer) suppresses the 
blueshift of the LT-PL peak wavelength of the Ino.2Gao.8N/GaN QW. The effect of the thermal 
annealing temperature and time on the blueshift of the LT-PL peak wavelength is also reported. The 
possible mechanism responsible for the thermal annealing effect on the band gap energy of the 
Ino2Ga08N/GaN SQW is discussed. © 1999 American Vacuum Society. 
[S0734-211X(99)06604-4] 

Post-tuning of the optical band gap energy of quantum 
well (QW) structures has attracted enormous interest due to 
its potential application in integration of opto-electronic and 
photonic devices. Due to the thermal stability of heterojunc- 
tions, such as AlGaAs/GaAs, a number of approaches have 
been used to enhance interdiffusion of the group III or V or 
both atoms across a heterojunction at an elevated 
temperature.1 The most promising technique is impurity-free 
vacancy enhanced (QW) intermixing (IFVEI). In IFVEI, a 
dielectric encapsulant layer (such as Si02) is deposited on 
the top surface. At an elevated thermal annealing tempera- 
ture, the group III atomic vacancies are generated at the in- 
terface between the dielectric layer and the top surface. The 
diffusion of those vacancies into the structure can signifi- 
cantly enhance the QW intermixing, leading to a large blue- 
shift of the QW band gap energy with minimum effect on 
their electrical and optical properties. Previous work in post- 
growth tuning of the QW band gap energy has mainly been 
focused on non-nitride based III-V QW structures.1 

McCluskey et al. recently reported interdiffusion of In 
and Ga in InGaN multiple QW (MQW) structures after ther- 
mal annealing at temperatures ranging from 1300 to 
1400 °C.2 At such a high temperature, hydropressure of up to 
15 kbar in N2 is required to prevent surface decomposition. 
There are no results reported of its thermal annealing effect 
on the optical properties of those MQW structures. In this 

a)Present address: Blue Laboratory Pty. Ltd., P.O. Box 413, Burwood NSW 
1805, Australia; electronic mail: likuang@ficnet.net 

b)Electronic mail: elecsj@nus.edu.sg 

work, the thermal annealing was conducted using Si-doped 
In0.2Gao.8N/GaN single QW (SQW) structures at 900 or 
990 °C. The effect of a dielectric encapsulant layer on post- 
growth tuning of the In02Ga08N/GaN QW band gap energy 
is reported for the first time. 

An In02Gao.8N/GaN SQW was grown on (0001) orien- 
tated sapphire by metalorganic vapor phase epitaxy 
(MOVPE). Trimethylgallium (TMGa), trimethylindium 
(TMIn), and NH3 were used as the precursors. The compo- 
sition of bulk In0 2Gao 8N was determined using room tem- 
perature photoluminescence (PL) and the unity bowing pa- 
rameter. An 8 nm thick In02Gao8N well was grown on a 1.5 
fim thick undoped GaN buffer and capped by 0.2 fim thick 
undoped GaN. Si doping of In02Gao8N led to an electron 
density of about 2.5 X1018 cm-3. Thermal annealing was 
conducted in a rapid thermal annealing furnace with in situ 
pyrometer temperature monitoring. The ambient was pure N2 

at atmospheric pressure. The samples were face to face cov- 
ered by clean undoped GaN to avoid potential contamina- 
tion. Low-temperature PL (LT-PL) was carried out at 7 K 
using a He-Cd laser at 325 nm. The luminescence signal 
was dispersed into a 0.75 m monochromator and detected by 
a GaAs photomultiplier. 

Figure 1 illustrates an up to 15 nm blueshift of the LT-PL 
peak wavelength of an In0.2Gao 8N/GaN SQW after 20 s of 
thermal annealing at 990 °C. It is further noticed that the PL 
peak intensity was even slightly increased, and the peak 
width was reduced by about 2 nm from 12 to 10 nm after the 
thermal annealing. These results demonstrate that blueshift 
of the LT-PL peak wavelength of an In0.2Gao.8N/GaN SQW 
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FIG. 1. Low-temperature photoluminescence of the as-grown (dotted line) 

and thermally annealed (solid line) In^Ga^N/GaN SQW. The thermal an- 
nealing conditions are 990 °C for 20 s in N2. 

can be achieved after thermal annealing in atmospheric N2 

ambient at temperatures below 1000 °C. More important, the 
thermal annealing seems to not degrade the optical properties 
of In0 2Ga0 8N/GaN SQWs in terms of the peak intensity and 
the width of low temperature photoluminescence spectra at 7 
K. We also note an asymmetric LT-PL peak with a tail on 
the long wavelength side. Thermal annealing does not alter 
this spectral shape. A similar asymmetrical broadening of PL 
peaks was observed in Si-doped GaN.3 We believe that the 
asymmetric PL peak may also arise from impurity band 
broadening since our In0 2Gao 8N was Si doped. 

Figure 2 illustrates effect of the thermal annealing time on 
the blueshift of the LT-PL peak wavelength of an 
In0 2Ga0 8N/GaN SQW. As can be seen, the blueshift rapidly 
increases when the thermal annealing time was increased to 
20-30 s at 990 °C. Afterwards, further increase of the ther- 
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FIG. 2. Effect of the thermal annealing time on the blueshift of the LT-PL 

peak wavelength of an In0 2Gao 8N/GaN SQW. The thermal annealing tem- 
perature was 990 °C. The dashed lines are a guide to the eyes. 

mal annealing time does not further increase the blueshift. At 
900 °C, the same thermal annealing time gave rise to about 
3-4 nm less blueshift of the LT-PL peak wavelength than 
that obtained at 990 °C. The dependence of the blueshift on 
the thermal annealing time observed at 900 °C was similar to 
that obtained at 990 °C (see Fig. 2). 

In non-nitride based III-V QW structures, QW intermix- 
ing relies on the use of a dielectric encapsulant layer (such as 
Si02). Recently, we reported that a spin-on silica layer was 
used as a more reliable and more effective dielectric encap- 
sulant layer in impurity-free vacancy enhanced QW 
intermixing.4 So far, there have been no reports on the ther- 
mal annealing of nitride based QW structures with capping 
of the dielectric encapsulant layer. In this work, the same 
spin-on silica layer as that used in Ref. 4 was applied to an 
In0 2Gao 8N/GaN SQW. This thin silica layer was formed by 
spinning commercial liquid silica onto the surface at a rota- 
tion speed of 3000 rpm for 30 s. The spin-coating process 
was repeated after an interval of 10 s. The process resulted in 
a silica capping layer with a total thickness of 2000 ±60 Ä. 
The coated wafers were then baked at 300 °C for 2 h in air. 
Silica coated samples were placed side by side to noncoated 
samples and subjected to the same thermal annealing. Con- 
trary to what we found in other QW structures, the spin-on 
silica actually plays the role of suppressing rather than en- 
hancing the blueshift of the LT-PL peak wavelength of 
In0 2Ga0 8N/GaN SQWs at 990 and 900 °C. The effect of the 
thermal annealing time on the silica coated samples is also 
presented in Fig. 2. Obviously, apart from a reduced blue- 
shift of the LT-PL peak wavelength of the samples coated 
with silica, the dependence of the blueshift on the thermal 
annealing time is similar to that obtained using the samples 
without a silica coating. 

With the use of a spin-on silica layer, enhanced QW in- 
termixing can take place at about 850 °C for InGaAs/GaAs 
and AsGaAs/GaAs QW structures,4 which is the result of 
re-distribution of point defects generated at the interface be- 
tween the spin-on silica layer and the top surface (usually 
GaAs). The inertness of GaN may prevent any effective in- 
terfacial reactions from taking place at the interface between 
silica and GaN. The blueshift of the LT-PL peak wavelength 
observed in In0 2Gao 8N/GaN QWs may not rely on the same 
mechanism as that commonly known and has been proven 
very effective in non-nitride based QW structures.1'4 We 
found that the variation of In0 2Ga<) 8N well thickness by up 
to 20% did not lead to a significant change of the PL peak 
energy. So, the slight interdiffusion of In and Ga across an 
InGaN/GaN interface might not necessarily lead to a signifi- 
cant blueshift of the LT-PL peak wavelength of 
In0 2Gao.8N/GaN QWs. We propose that the blueshift of the 
LT-PL peak wavelength of In0 2Gao.8N/GaN QWs is the re- 
sult of spatial re-distribution of atomic In and Ga within the 
In02Gao.8N well at an elevated thermal annealing tempera- 
ture. 

Several recent studies suggested that solid phase 
immiscibility5 might induce phase separation in InGaN, 
which could eventually lead to formation of quantum dots 
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FIG. 3. Schematic diagrams of potential fluctuation induced by composi- 
tional inhomogeneity in InGaN. (a) Before thermal annealing and (b) after 
thermal annealing. Eg (average) is the band gap corresponding to the aver- 
age In composition in the well. E{ (PL) and E2 (PL) are the PL peak 
energies before and after thermal annealing. 

and/or spatially compositional inhomogeneity in InGaN. " 
Previous study also suggested that a broad PL profile such as 
that seen in Fig. 1 arises from compositional inhomogeneity 
rather than from piezoelectric fields or the strain effect.9 The 
potential fluctuation induced by the spatially compositional 
inhomogeneity is schematically shown in Fig. 2(a). For com- 
positional inhomogeneity induced potential fluctuation, the 
conduction band minima always correspond to the valence 
band maxima. So, photoexcited electrons will first relax by 
diffusion into the lowest available energy states (or local 
conduction band minima) and then recombine with holes at 
the corresponding valence band maxima. Those recombina- 
tion processes will dominate photoluminescence emission. 

At an elevated thermal annealing temperature, composi- 
tional inhomogeneity drives spatial migration of atomic In 
and Ga, respectively, from their rich regions to their poor 
regions. This spatial re-distribution flattens the conduction 
band mixima and valence band maxima. The energy gap 
between the conduction band mixima and valence band 
maxima widens, leading to the blueshift in the LT-PL peak 
wavelength of Ino.2Gao.8N/GaN QWs [see Fig. 3(b) £2(PL) 
>El(Ph)]. These atomic diffusions in the QW structure are 
usually enhanced by the presence of point defects.10 For 
InGaN/GaN QWs, high densities of point defects like Ga, In 
and N vacancies exist in both InGaN and GaN layers most 
likely at nonequilibrium concentrations and can substantially 

enhance atomic In and Ga migration. These nonequilibrium 
point defects will be annihilated through reactions with other 
large defects like dislocations in the course of thermal an- 
nealing. So, the large blueshift in the LT-PL peak wave- 
length occurs at the beginning of thermal annealing. As long 
as these point defects no longer exist or their concentrations 
are substantially reduced, the spatial migration of atomic In 
and Ga cannot occur at moderate thermal annealing tempera- 
tures. A simple increase of the thermal annealing time does 
not lead to further blueshifting of the QW band gap energy 
(see Fig. 2). 

The suppression of the blueshift with a spin-on silica 
layer means that interfacial reactions do not take place at the 
interface between silica and GaN. Otherwise, the generation 
of point defects would enhance the spatial migration of 
atomic In and Ga in the well. At the thermal annealing tem- 
peratures used in this work, a bare GaN surface starts to 
decompose and release atomic N.11 This decomposition will 
produce a large number of atomic N vacancies on the sur- 
face. The gradient in the atomic N vacancy concentration 
adjacent to the surface will subsequently drive the diffusion 
of N vacancies into the QW. A larger blueshift in the LT-PL 
peak wavelength obtained in the samples without a silica 
coating than those with a silica coating means that the 
spin-on silica actually prevent the decomposition of GaN and 
therefore suppress the blueshift in the LT-PL peak wave- 
length. 

In conclusion, blueshifting of the In0 2Gao 8N/GaN SQW 
band gap energy was reported after the samples were sub- 
jected to thermal annealing in atmospheric N2 ambient at 
temperatures below 1000 °C. The blueshift of the LT-PL 
peak wavelength can be enhanced by increasing the thermal 
annealing temperature and suppressed by coating a spin-on 
silica layer on the surface. Increased thermal annealing time 
only increases the blueshift at an early stage. The blueshift of 
the LT-PL peak wavelength of In0 2Gao.8N/GaN SQWs is 
explained by flattening of the potential fluctuation as a result 
of spatial re-distribution of atomic In and Ga in the InGaN 
quantum well. 
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We report on two new self-aligned processes intended for microelectronic devices realization 
exhibiting a significant reduction of the number of elementary technological levels. These processes 
allow to obtain a very short self-aligned contact separation without using spacers or wet etched mesa 
overhangs. As an example, only three lithographic masks are used to realize a triple mesa 
self-aligned heterojunction bipolar transistor (HBT). A bilayer resist process is used to define the 
specific shape of the upper contact that is used for self-alignment. A combination of selective, 
isotropic, or anisotropic processes and very simple selective lift-off processes are used to define the 
mesa and the contacts which are also used as masks during etching. The alloying of contacts may 
be performed just after deposition and lift-off. These processes can reduce the production cost and 
increase the reliability for integration in comparison with conventional self-alignment using the 
selective wet etched emitter overhang in the HBT application. Furthermore, the parasitic access 
resistance can be reduced both by using thin mesa active layers and decreasing the contacts 
separation. This separation length can be determined by the aspect ratio of the bilayer resist, the 
characteristics, and parameters of the contact deposition equipment. At last, low induced damage 
inductively coupled plasma dry etch processes are partly used to reduce the dry etch damages. 
© 1999 American Vacuum Society. [S0734-211X(99)06104-1] 

I. INTRODUCTION 

InP-based electronic devices have been extensively inves- 
tigated for high speed optical fiber transmission. As an ex- 
ample, heterojunction bipolar transistors (HBTs) and high 
electron mobility transistors are promising for high-speed 
microwave and optoelectronic applications. InP devices have 
many advantages over other III-V devices: high speed char- 
acteristics especially with the use of InGaAs for the base and 
collector materials in the case of HBT, low 1// noise, low 
turn-on voltage allowing reduction of power consumption in 
circuits. Impressive high-frequency results were reported for 
metalorganic chemical beam epitaxy or molecular beam ep- 
itaxy InP/InGaAs HBTs.1 High-frequency performances are 
obtained through a significant reduction of parasitic resis- 
tances or capacitance which are controlled from the techno- 
logical processes, mainly by reducing extrinsic device di- 
mensions. This reduction implies the use of a self-alignment 
process at least for the emitter-base contacts to minimize the 
extrinsic base resistance It is also necessary to decrease the 
base-collector capacitance and then the collector contact 
dimensions.2'3 

We report on new self-alignment processes that allow one 
to obtain very short contact separation without using spacers 
or wet chemical mesa overhangs. For instance, a self-aligned 
bipolar device is realized with only three lithographic masks 
which can increase the reliability of integration processes 
without reducing the alignment precision. It could also be 

a)Electronic mail: jacky.etrillar@cnet.francetelecom.fr 

suitable for an application to devices which use low contact 
separation such as waveguide photodiodes. 

II. EXPERIMENT 

The processes were performed on InP wafers for simula- 
tion of a complete realization of devices. 

Both processes use a bilayer resist to obtain a good lift-off 
profile for the first contact as described in Fig. 1(a). The 
bilayer consists of a 400-nm-fhick layer of poly(mefhyl/ 
methacrylate) (PMMA) which is hard baked and a 2-^m- 
thick layer of 4533 from Hoestch. 

Other thicknesses could be used as explained later. 
This bilayer is spinned over a 600-nm-thick layer of 

plasma enhanced chemical vapor deposition (PECVD) 
Si3N4. The resist of layer is ultraviolet (UV) exposed and 
developed in the conventional way to open the area of the 
first contact. 

The PMMA layer is then etched by a conventional down- 
stream reactor (Plasmatechnology /JP 80) in a N02/02 

plasma mixture at a 1 Torr pressure to obtain the overhang 
profile as illustrated in Fig. 1(b). The characteristic lengths 
D, H, and L of the structure are defined in that figure. 

For that process, the resist layer is used as a selective 
mask after being reinforced by UV and hard baked. 

At that point, the processes differ: in the first process, the 
contact will be made with a "T" shape, in the second pro- 
cess with a "V" shape. 

We describe in the following the first of these processes. 

1510     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1510/6/$15.00       ©1999 American Vacuum Society     1510 
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A. T-shape contact process 

A conventional reactive ion etching (RIE) plasma process 
is used to obtain an anisotropic etch of the Si3N4 layer. 

The first contact is then deposited by e-beam evaporation 
as shown in Fig. 1(c). In our experiment we use a Ti-Au 
contact. 

After this first deposition a 100 nm layer of Si3N4 is de- 
posited by PECVD and covered by a thin layer of tungsten 
obtained by low pressure sputtering with Alcatel 600 Equip- 
ment. A short (1 min long) oblique incidence Ar+ ion mill- 
ing etch may be performed using Veeco Microetch equip- 
ment before the deposition of silicon nitride to eliminate 
sidewall Ti-Au thin deposits as shown in Fig. 1(c). 

A first lift off is then performed in a hot trichlorethylene 
bath to eliminate the resist bilayer and the deposition that are 
laying over, and the wafer is cleaned by solvent rinse. The 
Si3N4 sublayer is then wet etched by buffered hydrofluoric 
acid with an etch rate of 0.2 /um/min. During this wet pro- 
cess the 100-nm-thick Si3N4 layer is almost not etched since 
covered by the unetched tungsten layer as illustrated in Fig. 
1(d). The T side width O is defined in that figure. 

The wafer is then etched using a conventional RIE in 
methane hydrogen plasma or by inductively coupled plasma 
(ICP) to reduced the induced damages. The etch process is 
anisotropic to obtain a first mesa which can simulate the 
emitter mesa in the case of the HBT specific application. 
This dry-etch process is followed by a selective thin wet etch 

process for simulation of an etch stop on the base layer as 
seen in Fig. 1(e). A parasitic conduction area between emit- 
ter and base is seen in this figure. This area is etched away in 
the following steps, as explained farther. 

The second inverted resist lift-off mask is used to obtain 
the second contact that is aligned with a relative coarse pre- 
cision on the first contact as illustrated in Fig. 1(f). This 
process is followed by a second dry etching by ICP or RIE to 
obtain the third mesa using the first two contacts as masks 
during etching. The dry process which is used exhibits an 
isotropic profile to avoid the parasitic contact between the 
second and third contacts on the sidewall of the second mesa 
as seen in Fig. 1(g). This second mesa is high enough to 
obtain an overhang of about 250 nm with an isotropic dry 
process. That is not the case for the first mesa whose height 
is too low (about 250 nm) to allow a reproducible overhang. 

The third lithographic level is then used to obtain the last 
contact (which simulates the collector contact in the HBT 
application) as illustrated in Fig. 1(h), by inverted resist as 
used for the second contact. A solvent lift off is then per- 
formed. 

The three device contacts are used to etch the isolation 
mesa as illustrated in Fig. 1(h). This dry etch also uses an 
anisotropic process. 

At last, a second lift off is used to eliminate the tungsten 
deposition which has been made on the first contact by dis- 
solving the silicon nitride layer in diluted hydrofluoric acid. 

JVST B - Microelectronics and Nanometer Structures 
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FIG. 2. Description of the V-shape process. 
FIG. 3. Bilayer over the anisotropically etched silicon nitride layer. L is the 
thickness of the PMMA, H the thickness of the Si3N4, and D the overhang of 
the AZ resist. 

This process allows one to dry etch the first mesa layer area 
that is between the first and second contacts. Then, no more 
parasitic conduction is observed between the two first con- 
tacts whose separation is given by the width O of the T side. 
This width is obtained by the depth of the PMMA lateral 
etching and by the deposition process equipment, as ex- 
plained in Sec. III. The final result is shown in Fig. l(i). 

B. V-shape contact process 

The V-shape process uses the same bilayer resist as illus- 
trated in Fig. 1(a). The main difference with the T-shape 
process appears in Fig. 2(a). Instead of an anisotropic etching 
of the silicon nitride which is used in the T shape, we use a 
slope-transfer etching process illustrated in Fig. 2(a). This 
kind of process is sufficiently reproducible and uniform to 
guarantee a constant angle of the V slope. 

Once the V shape is obtained in the bilayer and in the 
silicon nitride layer, the first contact deposition is made on 
the wafer followed by a deposition of silicon nitride and 
tungsten as already described in the T-shape realization. The 
lift off is then performed and a V-shape multilayer is ob- 
tained as illustrated in Fig. 2(b). 

After lift off in hot trichlorethylene the wafer is dry 
etched as illustrated in Fig. 2(c). 

All the following technological processes are then similar 
to those exposed in the T-shape process. The selective lift off 
which is performed at the end of the process gives a separa- 
tion between the first and the second contact. The value of 
this separation distance is given by the formula 

J=e.cotg/a, 

where JJ, is the angle transferred in the silicon nitride layer 
and e is the total thickness of the selective lift-off layer (sec- 
ond silicon nitride layer and tungsten layer) as seen in Fig. 
2(d). 

It is easy to obtain a good precision of the deposited lay- 
ers thickness and then a good precision of the value of the 
separation length of the two contacts. In fact e can be ob- 
tained with a precision of 2% in recent deposition equip- 
ments and can also be defined with a great precision in con- 
ventional RIE reactors. 

In our experiments the results were reproducible and cor- 
rectly modeled by the earlier formula. It is also clear that 
with such a process, separation distance of less than 100 nm 
can be obtained as exposed in the next section. 

III. RESULTS 

As described earlier, the self-alignment processes are 
based on a bilayer resist technique which has to be well 
controlled and reproducible. 

Moreover, for both processes, the aspect ratio of the bi- 
layer structure is defining the size and shape of the first con- 
tact. An example of a resist bilayer is seen in Fig. 3. We 
define again in that figure the characteristic lengths D, L, and 
H of this structure. The width of the T shape, O [see Fig. 
1(d)] is determined by the trajectories of the atoms coming 
from the deposition source. Then, the width O is a function 
of the ratio D/L.4 

This width O is also the separation between the first two 
contacts as explained earlier. The geometric characteristics 
of the deposition equipment are involved. For the same pres- 
sure and e-beam or radio frequency (rf) power, the deposi- 
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FIG. 4. Overhang O distance as a function of the PMMA layer thickness. 
The depth of the overetch is about twice the PMMA layer thickness in each 
case. 

a) 

tion rate, and angular distribution are constant. O was ob- 
tained with a good reproducibility (less than 5%) in our 
study. 

The thickness [H is defined in Fig. 1(b)] of the silicon 
nitride is chosen as a constant since it also determines the 
T-shape contact height. For the tungsten layer we used a rf 
sputtering conventional equipment with a high deposition 
rate to reduce sidewall deposition. 

The variation of overhang length O versus the PMMA 
thickness L is illustrated in Fig. 4 in the case of e-beam 
evaporation. The plot is almost linear which is explained by 
the low variation (with the PMMA thickness) of the solid 
angle formed by the deposition source position and the wafer 
which is the case in our e-beam equipment. 

The overhang D of the resist bilayer has been chosen 
larger than the value of the T-shape overhang O to avoid the 
parasitic deposition on the PMMA sidewalls. 

For a given thickness L of the PMMA layer, the value of 
D is a function of the plasma etch time as seen in Fig. 5. As 
observed in this figure, the lateral etch rate of PMMA is 
slower for low PMMA thickness than for thick PMMA layer. 

b) 

FIG. 6. Shape of the overhang of the bilayer is dependent of the overetch 
time. For (a), the etch time is 3 and 5 mn for (b). 
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FIG. 5. Overhang 
plasma etch time. 

width D under the AZ resist as a function of downstream 

The shape of the overhang is also noticeable when a long 
overetch is performed on the bilayer as seen in Fig. 6. The 
lateral etch rate and the profile pattern is also dependent of 
the baking temperature of the PMMA. 

The pattern dimension is given by the opened AZ resist 
top layer of the bilayer structure. These bilayer materials are 
both etched in an oxygen plasma. Then the selectivity be- 
tween the vertical direction etching for AZ resist and the 
lateral direction for the PMMA layer has to be high. This 
selectivity is about 15. The dimension loss is then very low. 

The T-shape contact is observed in Fig. 7, the V shape in 
Fig. 8. In each case, the complete simulation of realization 
are illustrated in Figs. 9 and 10. Anisotropie etching of the 
mesa have been processed by conventional RIE using 
CH4/H2 plasma with a ratio of 10% of CH4 in flux at a 
pressure of 50 mT and power density of 0.8 W/cm2. The bias 
voltage was 450 V. For induced damage sensible mesa etch- 
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FIG. 7. T-shape contact. The T sides are constituted by Si,N4 and tungsten. FIG. 9. Simulation of a full self-aligned HBT with a T-shape emitter contact. 
Separation between emitter and base is about 100 nm. 

ing, ICP- was used in a CH4/02/H2 mixture with a bias 
voltage of 20 V. 

The second lift off to eliminate the cap layer of Si3N4 AV 
at the end of both processes was performed using diluted 
hydrofluoric acid. The lateral etch rate of Si3N4 under the 
tungsten layer is about 2 ^im/min. No chemical etching of 
the III-V is observed. The lateral etch rate is an increasing 
function of the Si3N4 layer thickness. That is also the case for 

FIG. 8. V-shape contact. 
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FIG. 10. (a) Simulation with V-shape emitter contact, (b) Magnification of 
the separation between emitter and base contact. 
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titanium. Then the layer of titanium is kept at 15 nm to 
improve the selectivity. 

The separation between the self-aligned contacts is about 
100 nm for the T-shape process and about 65 nm for the 
V-shape contact as observed in Figs. 9 and 10. 

IV. CONCLUSION 

Simple processes have been studied to simplify the real- 
ization of self-aligned devices and applied to the simulation 
of the realization of bipolar transistors on InP wafers. Selec- 
tive wet lift off and isotropic and anisotropic dry etch pro- 
cesses were used. It is shown that very short separation dis- 
tance can be obtained for the self-aligned contacts reducing 
the number of lithographic masks. These processes may al- 

low one to increase the devices performance, the reliability 
of integration process, and to reduce the fabrication cost. 
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The short-time helicon-wave excited N2-Ar plasma treatments of n-type GaAs (100) substrates 
were performed in order to investigate the effect of these treatments on the interface characteristics 
of GaAs and to explore a possibility of a robust surface passivation of GaAs. X-ray photoelectron 
spectroscopic measurements indicated formation of GaN at the insulative-layer GaAs interface. The 
current-density-voltage (J-V) characteristics of the Schottky or tunnel metal-insulator- 
semiconductor diodes were measured before and after the plasma treatment. The analysis of these 
data suggested that the "intrinsic" surface Fermi level pinning near the midgap of the GaAs 
forbidden band was partially removed and the Fermi level was newly pinned at Ec- 0.2-0.3 eV 
(Ec: the conduction band edge) after the plasma treatment. This is probably due to generation of 
high-density plasma-induced donor-like interface states having the energy level (or levels) in this 
energy region. The reverse leakage current increased with this plasma treatment. However, it 
decreased after the post-thermal annealing at moderate temperatures (200-500 °C) in N2 ambient. 
The thermal and air-exposure stability were substantially improved with the plasma treatment. The 
J-V characteristics did not show any deterioration after air exposure for three months for the 
plasma-treated samples, whereas these greatly degraded with air exposure for three weeks for the 
untreated ones.   © 1999 American Vacuum Society. [S0734-211X(99)01704-7] 

I. INTRODUCTION 

Gallium arsenide is a promising material for the high- 
speed and low-power device applications. However, the 
GaAs metal-insulator-semiconductor (MIS) devices are not 
yet in practical use because the very high density of interface 
states brings about the surface Fermi level pinning near or at 
the midgap of the forbidden band of bulk GaAs,1"7 which 
inhibits the formation of the inversion and accumulation re- 
gions under the gate electrode. As well, the prominent pas- 
sivation techniques have not been established for the GaAs- 
based devices such as the high-electron mobility transistor, 
heterobipolar transistors, and semiconductor lasers. This is 
again due to the unstable surface or interface of GaAs. The 
sulfur passivation is one of the techniques for stabilizing the 
interface or surface of compound semiconductors. However, 
the sulfur-passivated GaAs surface shows the gradual degra- 
dation when it is exposed to air. 

Recently, we investigated the helicon-wave excited 
N2-Ar plasma treatments for lasting about 4-8 h in order to 
obtain a robust surface passivation and explore the possibil- 
ity of GaAs MIS devices.8 X-ray photoelectron spectroscopic 
(XPS) data showed the formation of gallium nitride (GaN) or 
Ga-N bonds at the interface between the grown insulative 
layer and the GaAs (100) substrate. Fairly good capacitance- 
voltage (C-V) characteristics were observed for the MIS 
diodes fabricated with these insulative-layer/GaAs structures, 
which suggested a partial removal of the Fermi level pinning 
at the midgap. However, some anomalous behaviors of C-V 
characteristics were often observed, such as the decrease in C 
values and frequency dispersion effect in the "accumula- 
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tion" region. This probably suggests that the Fermi level 
pinning near the midgap is once removed and the Fermi level 
is newly pinned at the energy position near the conduction 
band edge.9 

More recently,9 we investigated the effect of the short- 
time (5-15 min) helicon wave excited N2 plasma treatments 
on the Fermi level pinning in GaAs (100) substrate by mea- 
suring the electrical characteristics of Schottky or tunnel 
MIS diodes in order to check the earlier consideration. The 
observed results indicated that the Fermi level pinning at the 
midgap was removed and the Fermi level was newly pinned 
at the energy position of about 0.3-0.4 eV below the con- 
duction band edge (£c-0.3-0.4 eV). This is probably due to 
the formation of a large amount of the plasma-induced de- 
fects whose energy level lies in these energy regions. How- 
ever, in the case of N2 plasma (without Ar mixing) treatment, 
only the oxide was formed on the GaAs surface and GaN did 
not exist at the interface with GaAs. 

In the present study, the short-time helicon-wave excited 
N2-Ar plasma treatment of GaAs was performed to investi- 
gate the effect of the coexistence of the GaN adjacent to the 
interface on the Fermi level pinning effect. GaN was formed 
at the interface with Ar mixing in N2 gas. The Fermi level 
pinning at the midgap was also once removed, however, it 
occurred at the energy position of Ec— 0.2-0.3 eV (Ec: the 
conduction band edge of the bulk GaAs) similar to the case 
of the N2-plasma treatment.9 The current-density-voltage 
(J- V) characteristics of the Schottky (or tunnel MIS diodes) 
somewhat degraded after the N2-Ar plasma treatment com- 
pared with those for nontreated Schottky diodes. However, 
those were recovered after the post-thermal annealing at 
moderate temperature in N2 ambient. The thermal stability 
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TABLE I. Processing condition. 

M.F.C. 
N2 gas in 

Ar gas in 
quartz tube (<£=5cm) 

matching 
box 

•l ->    r?\ RF p°wer 
COll 2 Ml       „;nW 260W 

13.56MHz 

quartz tube 
(<£=20cm) 

gas out 
vacumm pump 

20cm~ 

FIG. 1. Schematic diagram of the plasma processing system. 

was greatly improved by the N2-Ar plasma treatment. The 
J-V characteristics did not show any degradation after the 
air exposure for three months, while these largely deterio- 
rated for the untreated samples only after the air exposure for 
three weeks. The experimental procedures are presented in 
Sec. II. The experimental results are described and discussed 
in Sec. Ill and the summary and conclusions are given in 
Sec. IV. 

II. EXPERIMENTAL PROCEDURES 

A. Sample preparations 

The n-type GaAs (100) substrates with the free carrier 
concentration of about 7X1016 cm"3 were employed. The 
substrates were ultrasonically cleaned in dichlorethane, ac- 
etone, ethanole, and deionized water each for 5 min and then 
soaked in diluted HC1 solution (18%) to remove the native 
oxide. The Au-Ge alloy was deposited on the back surface 
of the substrate and annealed at 260 °C for 10 min in N2 

ambient to form the ohmic contact. Then, the same organic 
and HC1 treatments were performed to clean the front surface 
of the substrate. After rinsing in deionized water and blow 
drying in N2 gas, the substrates were inserted into the pro- 
cessing chamber of the remote plasma system schematically 
shown in Fig. 1. In Fig. 1, the upper portion of the systems is 
a plasma generation chamber in which N2 and Ar gases are 
imported from an inlet in the top. The mass flow controlled 
system finely controlled the flow rate of each gas. Plasma 
was created by applying the radio frequency (rf) (frequency 
of 13.56 MHz) power to a helical antenna wound around the 
chamber. Vertical magnetic fields were generated by currents 
in two coils (coil 1 and 2). The lower portion of this plasma 
system is a processing chamber in which the GaAs substrates 
are placed on a sample holder located about 1 cm lower from 

Gas flow rate 
Pressure 
Plasma exposure time 
Coil 1 current 
Coil 2 current 
Substrate temperature 
Post-anneal temperature 

N2:Ar=6.0:3.0 seem 
2.5X10"3 

5-60 min 
0.3 A 
0.0 A 
30 °C 
200-500 °C 

an outlet of the upper plasma generation chamber. The 
sample holder was earthed. The substrates were not inten- 
tionally heated and the sample temperature was estimated to 
be about 30 °C by a thermocouple attached to the substrate. 
In this plasma system, the helicon wave is excited as the 
input rf power exceeds about 250 W. All the plasma treat- 
ments here were carried out in the helicon-wave excited 
plasma (HWP) state. The helicon-wave plasma was used 
here since the plasma density (1012-1013 cm-3) was about 
one order of magnitude higher than other plasma sources 
such as the capacitively coupled and electron-cyclotron- 
resonance plasmas. The reactivity of N2 was then enhanced 
when using HWP. The processing condition is shown in 
Table I. The gas flow rates of N2 and Ar were 6.0 and 3.0 
seem, respectively. The pressure during processing was kept 
to be about 2.5X10"3 Torr by evacuating the whole system 
with combined rotary and turbomolecular pumps. The 
plasma exposure time was 5-60 min to grow very thin insu- 
lator films to make the "Schotfky" or tunnel MIS diodes. Al 
or Au was vacuum-evaporated on the plasma-treated and un- 
treated GaAs surfaces through a metal mask in a vacuum of 
about 1-2X10"6 Torr. Some of the Schottky and tunnel 
MIS diode samples were post-thermally annealed at 200- 
500 °C for 30 min in N2 ambient to investigate the thermal 
stabilities of these samples. Some of them were also exposed 
to laboratory air for three weeks-three months to study the 
air-exposure stability. 

B. Measurements 

/- V characteristics of the Schottky or tunnel MIS diodes 
were measured with the conventional digital electrometer 
controlled by a personal computer. C-V characteristics were 
also measured at a frequency of 1 MHz by an HP-4280A 
C-V meter to obtain the carrier density profile along the 
thickness of the GaAs substrate before and after the plasma 
treatment. X-ray photoelectron spectroscopic measurements 
were carried out in a combination with the in situ Ar ion 
etching to study the chemical composition and its depth pro- 
file in the grown insulator film due to the plasma treatment. 
A MgKa line was used as an x-ray source. The Ga 3d, As 
3d, N Is, and O Is core levels were investigated. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

A. XPS data 

Figures 2(b) and 2(b) show the XPS spectra of the Ga 3d 
and As 3d, respectively, for the helicon-wave excited N2-Ar 
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FIG. 2. XPS spectra of (a) the Ga 3d and 
(b) As ~id core levels for the GaAs 
sample treated in HWP N2-Ar plasma 
for 30 min. 

plasma treated GaAs sample for 30 min without the post- 
thermal annealing. The binding energies of Ga bonded in 
bulk GaAs, GaN, GaO, and Ga203 are indicated by vertical 
lines and the in situ Ar ion etching time is noted as a param- 
eter. From the top surface to the middle portion of the grown 
film, the XPS signal peak coincides with the binding energy 
of Ga bonded in GaO (suboxide of Ga), indicating that GaO . 
is the main component of the grown film. However, the XPS 
peak is at the binding energy of Ga in GaN in the spectrum 
for the in situ Ar ion etching time of 28 s, which shows that 
GaN is formed at the insulator/GaAs interface in contrast 
with the case of N2-plasma treatment [Fig. 5(d) in Ref. 9]. 
The amount of the Ga oxide (Ga203 and GaO) is much 
smaller than those in the native oxide of GaAs.11) In Fig. 
2(b), the binding energies of As bonded in GaAs,10 

As2O3,
10'n AsO," and elemental arsenic (As)12 are indicated 

by vertical lines and the in situ Ar ion etching time is also 
noted. It is clearly shown that the amount of the Ar oxides 
such as As203 and AsO, and elemental arsenic are far 
smaller than those in the native oxide of GaAs.11 These in- 
dicate that the N2-Ar plasma treatment substantially sup- 
pressed oxidation of GaAs as previously shown.8 Figures 
3(a) and 3(b) show the XPS spectra of N 1* and O Is core 
levels, respectively, for the same sample shown in Fig. 2. In 
Fig. 3(a), the XPS signal from N is observed throughout the 
whole depth of the grown film though the sensitivity is very 
small for this signal, showing that nitrogen is distributed 
along the whole thickness of the film. In Fig. 3(b), it is 
shown that oxygen is also distributed throughout the entire 
depth of the film. These are inconsistent to the XPS data 
shown in Figs. 2(a) and 2(b). 

The XPS peak signal assigned here to GaN is possively 
the superposition of the XPS signals from Ga-bonded in 

GaAs and GaO. Then, we attempted again to measure the 
XPS spectra of the Ga 3d and N 15 core levels for the GaAs 
samples plasma-treated in the same manner as the sensitivity 
of the XPS apparatus was raised higher by increasing the 
intensity of the incident x ray than in the former case (Figs. 
2 and 3). Figures 4(a) and 4(b) show the XPS spectra of, 
respectively, the Ga 3d and N Is core levels for the GaAs 
sample treated in the HWP N2-Ar plasma for 30 min, mea- 
sured with the higher sensitivity of the XPS apparatus. The 
in situ Ar ion etching time is denoted as a parameter in both 
figures. In Fig. 4(a), the XPS spectra for the in situ Ar ion 
etching time of 8 s shows a peak at the binding energy be- 
tween those corresponding to GaN and GaO. This indicates 
that both GaN and GaO are present at the interface with 
GaAs. In Fig. 4(b), the XPS peak is clearly observed at the 
binding energy (about 397.2 eV) of N bonded in GaN in the 
spectra for the in situ Ar ion etching time of 8 s. (The XPS 
spectra of the N Is core level shows a peak at the binding 
energy of about 397 eV for the high-quality GaN single 
crystal.13) From earlier findings, GaN is probably formed 
(together with a small amount of GaO) at the interface with 
GaAs. This conclusion is supported by the following discus- 
sions. The electrical characteristics of the GaO/GaAs inter- 
face is very poor because GaO is incomplete oxide (subox- 
ide) of Ga having a fair amount of the dangling bonds. The 
leakage current is very high since the electron tunneling 
through the insulative layer is greatly enhanced by the pres- 
ence of the high density of the interface states at the GaO/ 
GaAs interface. The reliability is also very inferior to those 
reported later in the present article for the plasma-treated 
GaAs samples. The electrical characteristics of the untreated 
GaAs interface showed substantial deterioration after expo- 
sure to the laboratory air as reported later.  Very large 
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FIG. 3. XPS spectra of (a) the N Is and (b) O Is core levels for 
the GaAs sample treated in HWP N2-Ar plasma for 30 min. 

amounts of the suboxides such as GaO are present on the 
surface of the untreated GaAs.11 

The conclusion here is that GaN (or Ga-N bonds) are 
generated at the insulator/GaAs interface as is opposed to the 
case of N2-only-plasma treatment, where only the oxide is 
formed.9 

B. Electrical characteristics of Schottky or tunnel MIS 
diodes 

Figure 5(a) shows the J-V characteristics for the 
Schottky or tunnel MIS samples fabricated using the N2-Ar 
plasma-treated (for 30 min) and nontreated GaAs substrates 

XPS Spectra XPS Spectra 

a 
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FIG. 4. XPS spectra of (a) the Ga 3d and (b) N 
Is core levels for the GaAs sample treated in 
HWP N2-Ar plasma for 30 min with higher 
sensitivity of the XPS apparatus. 
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FIG. 5. (a) J-V characteristics and (b) the ideality factor n and effective Schottky barrier height <j>h„ as a function of the plasma-exposure time for 
sample treated in N2-Ar plasma for 30 min and untreated one. An Al electrode was used. 

the GaAs 

with using Al as a gate metal. The ideality factor n was 
calculated from the slope of the forward J- V characteristics. 
The effective Schottky barrier height <f>bn are indicated in 
this figure. The ideality factor n is somewhat higher than that 
for the untreated sample and the effective Schottky barrier 
height 4>bn is lower than that for the untreated one. The re- 
verse leakage current is about 2-3 orders of magnitude 
larger for the plasma-treated sample than for the untreated 
one. These findings indicate a high density of the plasma- 
induced defects are produced at or near the interface with 
GaAs. These new interface states are probably donor-like 
ones, resulting in lowering of the effective Schottky barrier 
height. Figure 5(b) shows the ideality factor n and effective 
Schottky barrier height <$>bn as a function of the plasma ex- 
posure time. The ideality factor n does not show any remark- 
able increase as the plasma exposure time is increased. On 
the other hand, the effective Schottky barrier height (j>bn de- 
creases from about 0.7 eV to about 0.56 eV as the GaAs 
sample is plasma-treated and nearly constant with the plasma 
exposure time. Figures 6(a) and 6(b) show, respectively, the 
/- V characteristics and the dependences of the ideality fac- 
tor n and the effective Schottky barrier height </>h„ on the 
plasma-exposure time for the N2-Ar plasma-treated (for 30 
min) and untreated GaAs samples fabricated with Au as a 
gate metal. The quite same trends as shown in Figs. 5(a) and 
5(b) are observed, though the ideality factors are nearly the 
same for both samples. The effective Schottky barrier height 
cj)bn also decreases by the plasma treatment from about 0.8 
eV for the untreated sample to about 0.65 eV for the plasma- 
treated one. 

The Richardson plot was performed to obtain the true 
Schottky barrier height <$>bno. At first, the backward satura- 
tion current density Js was calculated as shown in Fig. 7. 

Figure 7 shows the backward J- V characteristics for various 
temperatures between 260 and 300 K. The backward satura- 
tion current Js is defined as a current-density value at an 
intersecting point of the tangential line of the J- V curve at 
V= - 0.1 V and the vertical axis. In Fig. 7, Js is plotted as a 
function of the reciprocal of temperature (1/r) for the 
plasma-treated and untreated samples. The true Schottky bar- 
rier height <f>bno is obtained from the slope of the straight line 
shown in Fig. 8 to be 0.30 and 0.70 eV for, respectively, the 
N2-Ar plasma-treated and untreated samples. The true 
Schottky barrier height thus obtained is nearly equal to the 
difference between the Fermi level EFs and the conduction 
band edge Ec at the interface, i.e., <f>bno = Ec-EFs. In Fig. 
9, Ec-EVs{ = 4>bno) is shown as a function of the plasma- 
exposure time. This clearly indicates that the surface Fermi 
level is pinned at about Ec-0J eV for the untreated GaAs 
which is consistent with the previous works. The Fermi level 
moves towards the conduction band edge as the plasma ex- 
posure time increases. Ec-EFs nearly saturates at 0.2-0.3 
eV as the plasma exposure time increases further. This ten- 
dency is very similar to the reported results in the previous 
paper,9 but the final energy position is somewhat different (in 
Ref. 9, the Fermi level saturated at Ec-0A eV). This finding 
indicates that the "intrinsic" Fermi level pinning near the 
midgap is once removed and the Fermi level is newly pinned 
at the energy position of Ec-0.2-0.3 eV with the helicon- 
wave excited N2-Ar plasma treatment. This strongly sug- 
gests that the rather high density of the interface states are 
created in this energy region probably due to the plasma- 
induced damages as discussed in the earlier paper for the 
N2-only-plasma treatment.9 

The energy distribution of the interface state density Nss 

was calculated for the N2-Ar plasma-treated and untreated 
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FIG. 6. (a) 7-V characteristics and (b) the ideality factor n and effective Schottky barrier height <j>b„ as a function of the plasma-exposure time for the GaAs 
sample treated in N2-Ar plasma for 30 min and untreated one. Au was used as a gate electrode. 

samples from J-V characteristics using the analysis pro- 
posed by Hovarth.14 The interface state density Nss is written 
as 14 

N„ = 
1 

ej(nt-l)- 
Wp 

S 0)f [sikT   Vj 

-l 

(1) 

(2) 

Here, S is the thickness of the interfacial layer, e; and es are 
the relative dielectric constant of the interfacial layer and 
semiconductor, respectively, coF and coR are the depletion 
depth for, respectively, the forward and reverse applied volt- 

age, st is the slope of the J-V curve in the reverse bias 
region, and finally, nt is given by the following equation:14 

(es/co) + )(qNs/e0) 
Hi    1+  (ei/S) + (qNJe0) ' W 

where Ns and Nm are the densities of the interface states 
which are in the equilibrium with the semiconductor and the 
metal, respectively. In the forward bias region of the J- V 
characteristics, Ns = Nss and Nm = 0,14 while Ns = Nm=014 in 
the reverse bias voltage region. From Eqs. (l)-(3), the inter- 
face state density Nss is obtained as a function of the energy. 
Figures 10 and 11 show the Nss as a function of the energy 
relative to the conduction band edge Ec of the bulk GaAs 
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FIG. 7. Current density as a function of the reverse applied voltage for 
various different temperatures (typical example). 
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FIG. 8.  Richardson plots for the GaAs sample treated in HWP N2-Ar 
plasma for 30 min and the untreated one. 

JVST B - Microelectronics and Nanometer Structures 



1522        Wada et a/.: Effect of short-time helicon-wave excited N,-Ar 1522 

-0.2 

t 
-0.6 

_| ! ! ! ! ! p 

Surface Fermi Level Position 
N2+Ar plasma, 30min 

A A- i 

0 20 40 60 

Plasma exposure time (min) 

FIG. 9. "True" Schottky barrier height deduced from Richardson plot as a 
function of the plasma-exposure time. 

E u 
7 
> 
0» 

VI 
to z 

FIG. 11. Interface-state density A^j as a function of Ec-E, for the GaAs 
samples treated in HWP N2-Ar plasma for 30 min. 

for, respectively, the two untreated samples and the samples 
treated in the N2-Ar plasma for 30 min. In Fig. 10, the 
interface state density Nss has its minimum value Nss . at 
the energy around Ec-0J eV, which is consistent with the 
reported ones.1"7 Nss is about 2-6 X 1011 eV"1 cm"2. The 
intrinsic Fermi level pinning usually occurs near the midgap. 
In Fig. 11, on the other hand, the interface state density Nss 

shows a minimum (Nss .) at the energy position of about 
Ec-0.3 eV for the N2-Ar plasma-treated GaAs samples. 
The value of N„    is about 1 -2X 1012 eV~' cm-2 which is 

■"min 

higher than those observed for the untreated samples. The 
Fermi level is then considered to be strongly pinned at about 
2}c-0.2-0.3 eV, consistent with the data for the true 
Schottky barrier height shown in Fig. 9. 

Figure 12 shows the carrier profiles obtained by C-V 
characteristics for the N2-Ar plasma-treated and untreated 
samples. The Au electrode was used in this case. It is shown 
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CO z 
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FIG. 10. Interface-state density Nss as a function of Ec-E, where Ec is the 
conduction band minimum, for the two untreated GaAs samples. 

that the carrier density decreases near the surface of the 
GaAs substrate for the plasma-treated sample while it is 
nearly constant for the untreated one. This probably indicates 
that the acceptor-like defects are introduced in the bulk of 
GaAs near the surface by the plasma treatment and these 
acceptor-like defects compensate the bulk donor leading to 
the decrease in the carrier density near the interface. In the 
J-V curves shown in Figs. 5(a) and 5(b), the effect of the 
series resistance is observed at the lower applied forward 
voltage for the plasma-treated sample than that for the un- 
treated one, indicating that the series resistance is higher for 
the former than the latter. This increase in the series resis- 
tance is due to the presence of the low-carrier density region 
in the plasma-treated sample. 

Carrier Profile 

Depth (urn) 

FIG. 12. Carrier-density profiles along the depth of the GaAs substrates 
treated in HWP N2-Ar plasma for 30 min and untreated one. 
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C. Thermal and air-exposure stability 

Thermal stability of the N2-Ar plasma-treated GaAs sur- 
face was investigated by measuring of the /- V characteris- 
tics before and after the post-thermal annealing of the 
Schottky or tunnel MIS diodes at 200-500 °C for 30 min in 
nitrogen ambient. Figure 13(a) shows the J-V characteris- 
tics for the untreated Schottky samples before and after the 
post-thermal annealing at 300 °C for 30 min in N2 gas. The 
J-V characteristics considerably degraded by the post- 
thermal annealing. The rectification effect is no more ob- 
served for the post-thermal annealed sample. Figure 13(b) 
shows the J-V characteristics for the N2-Ar plasma-treated 
samples before and after the post-thermal annealing at 
400 °C for 30 min in N2. The leakage current in the reverse 
bias region for the annealed sample is about one order of 
magnitude lower than that for the nonannealed one. Then the 
electrical characteristics are sufficiently improved by the 
post-thermal annealing in contrast with the case of the non- 
plasma treated samples. Figure 14 shows the ideality factor n 
and the effective Schottky barrier height cf>bn as a function of 
the post-thermal annealing temperature for the plasma- 
treated and untreated GaAs samples. The ideality factor n 
increases at about 250 °C for the untreated sample while it is 
constant until the annealing temperature is 400 °C for the 
plasma-treated done. The effective Schottky barrier height 
<j>bn shows an abrupt decrease at 200 °C for the untreated 
sample. For the plasma-treated sample, it is nearly constant 
even the annealing temperature is 500 °C. These findings can 
be explained by the suppression of the chemical reaction or 
interdiffusion between Au and GaAs by the intermediate 
GaN layer. The post-thermal annealing is then expected to 
recover the plasma-induced damages and to improve the 
electrical characteristics of the metal/GaAs surfaces. 

Figure 15 shows the J-V characteristics before and after 
the air exposure for the N2-Ar plasma-treated sample and 
untreated sample. The plasma-treated sample was exposed to 
laboratory air for one to three months and the untreated one 
was also left in air for three weeks. The ideality factor n and 
the effective Schottky barrier height are noted in the figure. 
For the untreated sample, the J-V characteristics shows a 
distinct deterioration after exposure to air only for three 
weeks. The reverse leakage current increased about one or- 
der of magnitude compared with that for the as-fabricated 
sample. The effective barrier height decreased somewhat by 
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FIG. 14. Effective Schottky barrier height <\>hn and the ideality factor n as a 
function of the annealing temperature for both the GaAs samples treated in 
HWP N2-Ar plasma for 30 min and untreated one. 
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FIG. 15. J-V characteristics before and after air exposure in the laboratory 

for both the GaAs sample treated in HWP N2-Ar plasma for 30 min and 

untreated one. The air-exposure times were three weeks for the untreated 

sample and one to three months for the plasma-treated one. 

air exposure. On the other hand, the J-V curves did not 
change after air exposure for three months for the plasma- 
treated sample. The ideality factor and the effective barrier 
height is almost constant after air exposure even for three 
months. These indicate a possibility of the robust surface 
passivation of GaAs with the N2-Ar plasma treatment 
though the plasma-induced damages need be removed. 

IV. SUMMARY AND CONCLUSIONS 

A short-time helicon-wave excited N2-Ar plasma treat- 
ment of the GaAs (100) substrate was performed in order to 
investigate the effect of the helicon-wave excited N2-Ar 
plasma treatment on the Fermi level pinning effect in GaAs. 
XPS measurements showed that GaN was formed at the 
insulator/GaAs interface (with a small amount of GaO). The 
analysis of the J- V characteristics indicated that the intrinsic 
Fermi level pinning near the midgap of the forbidden band of 
bulk GaAs was once removed and the Fermi level was newly 

pinned at the energy of about Ec-0.2-0.3 eV, where Ec 

was the conduction band edge by the plasma treatment. This 
is due to formation of the high-density donor-like interface 
states correlated with the plasma-induced damages. The 
acceptor-like defects were also introduced in the GaAs sub- 
strate near the interface by the plasma treatment resulting in 
the decrease in the carrier density near the GaAs surface. The 
thermal stability of the Schottky or tunnel MIS diode was 
greatly improved by the N2-Ar plasma treatment. The GaN 
layer formed at the interface probably prevents the chemical 
reaction between Au and GaAs. The J- V characteristics did 
not change after air exposure even for three months, indicat- 
ing a possibility of the robust surface passivation of GaAs. 
The problem is that the effective Schottky barrier height de- 
creases and the reverse leakage current increases with the 
plasma treatment. However, these deficiencies are considered 
to be remedied by the post-thermal annealing. The effects of 
the post-thermal annealing in nitrogen and hydrogen ambient 
are now under investigation. Hydrogen is known to terminate 
the dangling or incomplete bonds and stabilize the surface 
characteristics, especially in the case of Si. The results will 
be reported in a forthcoming article. 
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Auger electron spectroscopy (AES) and reflection high-energy electron diffraction (RHEED) have 
been used to investigate the processes taking place during the initial stages of nitridation of 
GaAs(001)-2X4 surface by active nitrogen species. The results of analysis of the spectral shapes 
and the spectral positions of the Auger electron signals from Ga, As, and N, as well as their 
dependencies on the nitrogen exposure combined with RHEED results show that the processes 
taking place during nitridation greatly differ depending on the nitridation temperature. On the one 
hand, at low temperatures (Ts^200 °C) nitridation is hindered by kinetic restrictions on the atomic 
migration, leading to island growth with formation of the disordered GaAsN phase in the subsurface 
region, which cannot be completely re-crystallized even after prolonged annealing. On the other 
hand, at high temperatures (7's^500oC) the process of nitridation takes place simultaneously with 
etching of the surface due to decomposition of the substrate, leading to growth of facets and 
resulting in a rough interface between the GaN and GaAs phases. However, for intermediate 
nitridation temperatures (300 °C=£ 7^400 °C) it was found that the disordered GaAsN phase, 
formed at the initial stage of nitridation, partly crystallizes even without annealing. Moreover, AES 
results indicate that a monolayer of N atoms may well be formed on the substrate during the initial 
stage of nitridation. The postnitridation annealing of the samples nitrided at the intermediate 
temperatures results in the formation of a crystalline GaN layer. The line shape of the AES signals 
from this layer is identical to that for a thick GaN reference sample. © 1999 American Vacuum 
Society. [S0734-211X(99)01004-5] 

I. INTRODUCTION 

GaN compound, which is a prospective material for high 
power electronics and blue light emitting devices,1"5 is very 
difficult to grow on technologically well-established sub- 
strates, i.e., Si and GaAs (001), which is mostly due to the 
significant lattice mismatch of GaN with these materials. 
One of the methods of overcoming the above difficulty is to 
grow, prior to GaN growth, a thin amorphous "low- 
temperature" GaN buffer layer on the top of GaAs. The 
amorphous layer is then crystallized upon subsequent ther- 
mal annealing at 600-650 °C, leading to confinement of de- 
fects in the interfacial region and to relaxation of the lattice 
mismatch. The subsequent molecular beam epitaxial (MBE) 
growth of the GaN compound on the top of the buffer layer 
results in a very good quality cubic phase GaN.6 

While the above results verify great promise for the ap- 
plication of MBE-grown GaN, a deeper understanding of the 
mechanisms governing initial stages of nitridation and sub- 
sequent nitride growth is vital for further improvement of 
device performance. However, direct comparison between 
reported studies of the GaN growth is difficult even for the 

"^Electronic mail: aksenov@jrcat.or.jp 

same substrate material due to differences in the methods 
used to obtain active nitrogen. While most of the previous 
results indicate that nitridation of GaAs (001) leads to a dis- 
ordered surface exhibiting a rough and relaxed morphology,6 

recently published results of Hauenstein et al? and Gwo 
et al.s show the formation of the atomically smooth and co- 
herently strained (3X3)-ordered GaN monolayer on GaAs 
(001) after a limited exposure nitridation process, the ob- 
tained smooth morphology presumably being due to the 
unique characteristics of the nitrogen sources. 

The formation of Ga-N and As-N bonds on the GaAs 
(001) surface during nitridation has been verified by infrared 
reflectance spectroscopy, where a hot tungsten filament was 
used to supply active nitrogen species,9 as well as by x-ray 
photoelectron spectroscopy (XPS), where nitrogen10 or 
ammonia11 plasmas, and photolyzing of preadsorbed 
ammonia,12'13 were used as methods to obtain the active ni- 
trogen. The published XPS results show the chemical shifts 
of the core levels of gallium, arsenic, and nitrogen caused by 
the nitridation process, with the formation of what is gener- 
ally believed to be a disordered Ga-As-N ternary compound 
right at the beginning of the nitridation process. The last 
belief, however, is questionable in view of the recent results 
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of Gwo et a/.8 and also because no detailed study of the 
growth mechanism (by quantitative surface techniques such 
as XPS or Auger electron spectroscopy) at the very first 
stages of nitridation of GaAs (001) surface has been reported 
so far. 

Moreover, all XPS experiments, to the best of our knowl- 
edge, have been carried out after nitridation by either trans- 
ferring the nitrided sample from the "nitridation" chamber 
to the "XPS" chamber or by switching between nitridation 
and measurement cycles in the same chamber. It is important 
to note the inherent limitations of this experimental protocol, 
where nitridation is interrupted for several minutes or more 
prior to recording the spectra. Indeed, it is not clear, espe- 
cially at elevated temperatures, that the surface conditions 
during measurements would be the same as those directly 
after the nitridation, which may be caused by a variety of 
processes such as atom migration, desorption, adsorption of 
impurity atoms, etc. 

In the present study we used Auger electron spectroscopy 
(AES) and reflection high-energy electron diffraction 
(RHEED) to investigate the processes taking place during 
the initial stages of interaction of active nitrogen species with 
the As-stabilized GaAs (001)-2X4 surface at various surface 
temperatures in the range from room temperature (RT) to 
600 °C. The measurements at all temperatures studied have 
been carried out simultaneously with the nitridation process, 
providing, thereby, an insight into the process of nitridation 
not hindered by the "postnitridation" relaxation effects. 

II. EXPERIMENT 

An experimental machine combining a differentially 
pumped electron beam column for primary electron beam 
generation and RHEED imaging, a hemispherical electron 
energy analyzer for AES, as well as a radio frequency (rf) 
plasma source for generation of active nitrogen species, has 
been constructed. Differential pumping of the column allows 
us to make AES and RHEED measurements while supplying 
active nitrogen to the surface, when the pressure in the cham- 
ber goes up to 10"5 Torr (base pressure in the system is 2 
X 10"10 Torr). After degassing at 300 °C and surface oxide 
layer desorption at 550 °C, GaAs homoepitaxial layers with a 
thickness of about 500 Ä were deposited on a Si-doped 
GaAs (001) substrate held at a temperature of 580 °C. The 
resultant surface exhibited As-terminated (2X4) surface re- 
construction, this reconstruction remaining for at least 10 h 
after cooling the sample down to room temperature. During 
the nitridation process, as well as during subsequent thermal 
annealing, the Ga and As cell shutters were closed, and the 
nitridation rate was controlled by using a mass flow control- 
ler, through which a steady flow of 1 ccm/s of the high- 
purity (99.9999%) N2 gas was introduced into the rf plasma 
source (SVT Associates, Inc.), the distance from the tip to 
the sample being 20 cm. The chamber pressure during nitri- 
dation was around 10~5 Torr and the input rf power of the 
plasma source was 300 W. The substrate temperature during 
nitridation (Ts) was kept constant at various levels, i.e., at 
T,=RT, 200, 300, 400, 500, and 600 °C. 

To characterize the bonding and composition of the buffer 
layer growing during the nitridation process, the Auger sig- 
nals of Ga-L3M45M45 transition at about 1070 eV, 
As-L3M45M45 transition at about 1230 eV, and N-KX23L23 
transition at about 380 eV have been used. No traces of 
impurities, such as oxygen and carbon, were detected on the 
original surface or at the beginning of the nitridation pro- 
cesses, although some oxygen (in concentrations lower than 
2%) tends to appear after prolonged exposures to nitrogen 
flow (after about 2 h of exposure). The acceleration voltage 
used for the excitation of the Auger process was 10 keV, the 
primary beam current was 40 nA with the beam diameter of 
about 20 nm, giving a current density of an order of 104 

A/cm2. Although the power density of that order may be 
expected to lead to the electron beam damage of the surface 
combined with electron irradiation stimulated desorption 
(EDS), we believe that the above effects do not play a sig- 
nificant role in the nitridation process under investigation 
since lowering of the electron beam current density by ras- 
tering down to about 5 X 102 A/cm2 or taking the spectra in a 
scanning mode over the area of 1X1 mm2 (with resulting 
mean current density of about 5 /xA/cm2) does not result in 
any noticeable changes in the spectra. We, therefore, used 
the focused electron beam with high power density in order 
to achieve a high signal-to-noise ratio during a reasonable 
time frame. 

The energy resolution of the hemispherical analyzer was 
kept constant at LEIE = 0.2% (const relative resolution 
mode). Since the spectral shape of the AES signals changes 
in the process of nitridation (discussed below), we could not 
use the peak-to-peak intensities to characterize the composi- 
tional changes on the surface and in the subsurface region, 
but used, instead, the integrated intensities of the AES sig- 
nals. 

III. RESULTS AND DISCUSSION 

A. General observations 

Figure 1 (curve a) shows a wide kinetic energy (KE) 
range differentiated Auger spectrum of the initial GaAs 
(001)-2X4 surface for the substrate temperature 
7S = 300°C. It can be seen from this figure that no signals 
originated from either oxygen ( — 510 eV) or carbon ( — 275 
eV) impurity have been detected, which means that those 
impurities amount to no more than 1% of a monolayer (ML). 
Nitridation of the initial surface at any temperature in the 
range studied results in a decrease in intensity of the As 
signal, as well as in an appearance of a N signal at around 
380 eV, which is shown in Fig. 1 for rs = '300°C (curve b). 
This should have been expected in view of an anion ex- 
change nature of the nitridation process. Indeed, considering 
the large difference in Ga-N and Ga-As bond energies, it is 
not surprising that the N atoms readily replace the As atoms 
on the surface with the formation of the Ga-N bonds.7 Fig- 
ure 1 (curve c) shows the spectrum of the sample nitrided at 
300 °C for 100 min and subsequently annealed at 630 °C for 
3 min in As-free environment, whereas Fig. 1 (curve d) ex- 
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FIG. 1. Wide energy range differentiated Auger spectra from the (a) initial 
GaAs (001)-2X4 surface, (b) from the same surface after nitridation at 
300 °C for 100 min, and (c) subsequent annealing at 630 °C for 3 min, as 
well as (d) the spectrum of a thick (about 1.5 fJ.ro) MBE-grown GaN epi- 
taxial layer used as a reference. 

hibits the spectrum of a thick (about 1.5 fim) cubic phase 
GaN epitaxial layer grown by MBE and used as a reference. 

The values of the relative atomic concentrations of the 
three elements under consideration (Ga, As, and N) have 
been calculated from the nondifferentiated spectra using the 
sensitivity factors of 0.6, 0.84, and 0.41 for N, Ga, and As, 

respectively,14 and are shown below each spectrum in Fig. 1. 
It can be seen that, whereas the initial surface is As rich 
(which should be expected for the As-terminated surface), 
nitridation leads to the substitution of As atoms by N atoms. 

It can be seen from Fig. 1 (curve c) that thermal annealing 
of the nitrided sample even for a short time (3 min for the 
spectrum shown in Fig. 1) results in a further decrease in the 
amount of arsenic in the subsurface region, which is due to 
the desorption of arsenic from the surface at elevated tem- 
peratures. Moreover, prolongation of the duration of thermal 
annealing up to 20 min (at 630 °C) leads to the complete 
disappearance of the As-originated signal (not shown), 
which means that the relative concentration of As drops be- 
low the AES detection limit of about 1%. The apparent com- 
position of the subsurface region becomes Ga/N=0.39/0.61, 
which is almost identical to that of the GaN reference (Fig. 
1). It is important to note here that annealing results in a 
complete disappearance of the As-originated signal only for 
the samples nitrided at 300 °C«r^400°C, whereas the 
samples annealed after nitridation at higher or lower tem- 
peratures still exhibit some As in the subsurface region 
(~2%-5%) even after prolonged annealing (up to 30 min). 

B. Spectral shape of the Auger signals 

The detailed nondifferentiated spectra of nitrogen, gal- 
lium, and arsenic Auger transitions for various nitrogen ex- 
posures are shown in Figs. 2 and 3 for TS = RT and 300 °C, 
respectively, together with the spectra for N and Ga taken 
after subsequent annealing at 630 °C for 3 min in the As-free 
environment (dotted curves) and those for the thick (—1.5 
fj.m) MBE-grown GaN reference sample (dashed curves). It 
can be seen that both Ga and As signals exhibit, in addition 
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FIG. 2. Detailed nondifferentiated Auger spectra of N-KLL, Ga-LMM and As-LMM transitions for various nitrogen exposures for the nitridation temperature 
Ts = RT, together with that of N and Ga taken after subsequent annealing at 630 ° C for 5 min (dotted curves) and those for the GaN reference sample (dashed 
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FIG. 3. Detailed nondifferentiated Auger spectra of N-KLL, Ga-LMM and As-LMM transitions for various nitrogen exposures for the nitridation temperature 
7, = 300 °C, together with that of N and Ga taken after subsequent annealing at 630 °C for 5 min (dotted curves) and those for the GaN reference sample 
(dashed curves). Notice that both the energy positions and the spectral shapes of the N- and Ga-originated signals after annealing are identical to those of the 
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to the dominant LMM peak, a shoulder on the high-KE side 
of the spectra, the similar shoulders also having been ob- 
served for the Ga and N signals of the GaN reference sample, 
the spectra of which are shown by the topmost dashed curves 
in Figs. 2 and 3. 

The experimental spectra of the Ga and As signals from 
the initial GaAs surface, as well as that of the N signal from 
the GaN reference sample, can be deconvoluted (after the 
removal of a cosine background) into Voigt (Lorentzian- 
Gaussian) doublets as shown in Fig. 4. The energy separation 
between the Voigt peaks constituting each doublet is esti- 
mated to be 3.6, 4.3, and 5.0 eV for Ga, As, and N-originated 
signals, respectively. These values are in good agree- 
ment with the energy separations between final state 
multiplet terms of the Auger electronic transitions for 
Ga-L3M45M45, 

15 As-L3M45M45,
16 and N-AJL23L23

17
 Au- 

ger multiplets. The splitting of the above multiplets occurs 
due to the difference in the total (intra-atomic plus extra- 
atomic) relaxation energy of two core holes created during 
the Auger process; and the total relaxation energy, in its turn, 
can be viewed as an amount by which the KE of the Auger 
electron is increased due to rearrangement of the intra-atomic 
and ligand charge distributions in order to shield the two 
core holes created by the Auger process. 

However, the above shoulders on the Ga- and As- 
originated spectra become less pronounced in the spectral 
shapes as the nitridation proceeds (see Figs. 2 and 3), and 
they are not discernible at all in the N-originated spectra 
during nitridation at any temperature studied. Moreover, both 
Ga- and As-originated spectra also exhibit about 30% broad- 
ening after 100 min of nitrogen exposure as compared to that 

for the initial surface, and the gradual increase in this addi- 
tional broadening is especially apparent after the first several 
minutes of nitridation. The broadening of the spectra is be- 
lieved to be responsible for the disappearance (in the case of 
Ga and N signals) or less pronounced character (in the case 
of As signal) of the shoulders on the high-energy side of the 
spectra during nitridation. It can also be seen that the broad- 
ening of the N-originated spectra greatly exceeds that for the 
Ga and As signals, which is because the line shape of the N 
signal is determined largely by a self-fold of the valence 
band density of states and is therefore strongly affected by 
the chemical surrounding (which will be discussed later). 

In addition to the above discussed shoulder on the 
high-KE side of the spectra, the As-originated signal during 
nitridation also exhibits a shoulder at the low-KE side of the 
spectra (shown by filled dots in Figs. 2 and 3), this shoulder 
becomes more pronounced with increase in the nitridation 
time or decrease in the nitridation temperature. The results of 
a deconvolution of the As signal into three Voigt peaks (the 
Voigt doublet identical to that for the As signal from the 
initial GaAs surface shown in Fig. 4 plus an additional Voigt 
peak at the low-KE side of the spectra) are shown in Fig. 5 
for two nitridation temperatures, i.e., TS = RT and 500 °C. It 
can be seen from this figure that the energy separation of the 
peak at the low-KE side of the spectra from the dominant 
As-originated peak is about 4 eV. The intensity of that peak 
diminishes drastically with an increase in the nitridation tem- 
perature, the peak becoming indiscernible in the spectra 
taken at rs = 600°C. On the basis of the previous XPS re- 
sults the peak at the low-KE side of the As spectra has been 
attributed to the surface AsN species, and the disappearance 
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of this peak at 7,
;t>500°C is caused by desorption of the 

AsN species from the surface.11"13 It should be noted that 
our results show that the As signal originated from AsN is 
discernible in the spectra up to the nitridation temperature of 
500 °C, which is in contradiction with the previous XPS re- 
sults showing a complete.disappearance of that peak for Ts 

s= 300 °C. This discrepancy, however, can be explained by a 
difference in the experimental protocols used. Indeed, the 
XPS measurements have been carried out after the nitrida- 
tion was interrupted for some finite period of time, the period 
of time long enough for the desorption of AsN from the 
nitrided surface for 7^5=300 °C. On the other hand, our mea- 
surements have been carried out simultaneously with the ni- 
tridation process and, therefore, the magnitude of the AsN- 
originated As peak in our case shows the amount of AsN on 
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FIG. 5. Detailed nondifferentiated As-LMM Auger spectra taken from the 
GaAs surface after nitridation for 100 min at RT (lower curve) and 500 °C 
(upper curve) deconvoluted into three Voigt peaks, i.e., the Voigt doublet 
identical to that for the As-originated signal from the initial GaAs surface 
shown in Fig. 4 plus an additional Voigt peak at the low-KE side of the 
spectra, the last peak being attributed to the surface AsN species. The cosine 
background has been numerically removed. 

the surface resulting from a dynamic equilibrium between 
the two processes, i.e., the process of desorption of AsN 
species from the surface and the process of formation of new 
AsN molecules from As and N atoms in the subsurface re- 
gion. Since the AsN species are formed on the surface during 
the process of nitridation we were able to observe the AsN- 
originated As signal at higher nitridation temperatures than 
those at which the signal was detectable in the previous XPS 
studies. 

The N spectra during nitridation also exhibit a shoulder at 
the low-energy side of the spectra separated by —2.0 eV 
from the main N-KLL peak (filled squares in Figs. 2 and 3), 
which disappears at higher temperatures 7S>500 °C just like 
the low-KE side shoulder in the As spectra. This shoulder 
has been assigned to the N signal from As-N bonds in the 
AsN species, which is in accordance with XPS results of Zhu 
etal}1 

C. Core levels shifts 

It can also be seen from Figs. 2 and 3 that the spectral 
positions of the peaks of Auger spectra under consideration 
exhibit shifts to lower kinetic energies as the nitridation pro- 
ceeds. The magnitude of these shifts, however, depends not 
only on the element, the electronic transitions from which 
these shifts are observed, but also on the surface (nitridation) 
temperature Ts. Dependencies of the apparent energy shifts 
of the peaks of Ga-LMM and As-KLL transitions on nitrogen 
exposure for various nitridation temperatures are shown in 
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FIG. 6. Dependencies of the apparent energy shift of the peak of Ga-LMM 
transition on nitrogen exposure time for various substrate temperatures to- 
gether with that after subsequent annealing at 630 °C for 5 min. The data for 
Ts = 400 °C are similar to that for Ts = 300 °C and are not shown. 

Figs. 6 and 7, respectively. It can be seen from Fig. 6 that the 
magnitude of the low-KE shift for Ga-LMM transition in- 
creases as the nitridation proceeds. The magnitude of the 
shift also increases with increase in the nitridation tempera- 
ture in the range RT«rs^300°C, levels off for 300 °C 
s£ 7^400 °C, and starts to decrease for 7^5=500 °C. There- 
fore, the dependence of the magnitude of the shift on the 
nitridation temperature is not monotonic, but exhibits a 
maximum for the nitridation temperature in the range 300- 
400 °C. 

The situation is similar for the shift observed for As-LMM 
transition (Fig. 7). Indeed, while the shift is negligible for 
low surface temperatures (RT and 200 °C), it shows a drastic 
increase up to about -1.5 eV for 300°C=£ 7^400 °C. A 
further increase in the temperature, however, results in a 
small (but discernible) shift to high energies, the magnitude 
of this high-KE shift increasing with an increase in the nitri- 
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FIG. 7. Dependencies of the apparent energy shift of the peak of As-LMM 
transition on nitrogen exposure time for various substrate temperatures. No- 
tice the positive offset of the curves for 7, = 500 and 600 °C. 

dation temperature. For the N-KLL signal, the most pro- 
nounced low-KE shift (—1.5 eV) has also been observed for 
Ts in the range 300-400 °C, whereas nitridation at the lower 
or higher temperatures results in the low-KE shifts in the 
range of 0.4-0.8 eV. 

Annealing at 600-650 °C of the samples, nitrided at Ts in 
the range 300-400 °C, results in the additional low-KE shifts 
for all signals, i.e., -0.3 eV for Ga (Fig. 6) and As (not 
shown) and -1.5 eV for N (not shown). It is important to 
note that after annealing both the spectral position and the 
spectral shape of the Ga- and N signals for the samples ni- 
trided at a surface temperature 300 °C=£ 7^400 °C (and only 
for Ts in that range) becomes identical to that of the GaN 
reference sample. Let us compare, for example, the dotted 
and dashed curves for the N- and Ga-originated signals 
shown in Figs. 2 and 3. It can be seen by examining Fig. 2 
that, while both N- and Ga-originated spectra exhibit the 
low-KE shift discussed earlier, the last spectra taken after the 
longest nitridation time of 100 min and subsequent annealing 
are not yet completely shifted to their spectral positions in 
the GaN reference sample. This is due to the fact that even 
after the annealing the subsurface GaAsN layer does not 
transform completely into GaN. Moreover, as has been men- 
tioned previously, annealing results in a complete disappear- 
ance of the As-originated signal only for the samples nitrided 
at the surface temperature in the range 300 °C=£ 7^400 °C, 
whereas the samples annealed after nitridation at higher or 
lower temperatures still exhibit some As in the subsurface 
region (~2%-5%) even after prolonged annealing. 

In general there may be two factors determining the shift 
of the Auger spectra taken from the surface of a semicon- 
ductor. The first one is a chemical shift reflecting change in a 
geometrical or chemical environment and the second is a 
shift of the Fermi level due to band bending. The first factor 
depends on the element under consideration and is directly 
related to the charge transfer (or difference in ionicities) be- 
tween the atoms forming chemical bonds. The second factor, 
i.e., the shift of the spectra caused by the band bending, may 
be expected to be nearly independent on the element experi- 
encing Auger transitions in the absence of effects caused by 
strain. However, due to the large lattice mismatch (~20%) 
between GaAs and GaN we can expect a great deal of strain 
at the GaAs/GaN interface. Since the core levels taking part 
in the Auger transitions do not track the top of the valence 
band in the presence of strain effects,18 the second factor is 
also expected to depend on the element emitting Auger elec- 
trons. Now let us consider the above two factors. 

It has been verified by XPS studies10-13,19 that nitridation 
of the GaAs (001) surface results in the formation of the 
disordered Ga-As-N compound as incoming N atoms sub- 
stitute for As atoms. The formation of the Ga-As-N phase 
leads to a broadening of the Auger signals and is partly re- 
sponsible for the observed shifts in the spectra. Since the 
ionicity of the Ga-N bonds is higher than that of the Ga-As 
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bonds due to an increased charge transfer from Ga to anion 
as arsenic is substituted by nitrogen,20 we can expect a shift 
of the core levels of Ga to higher binding energies (BE) and, 
therefore, a low-KE shift of the Ga-LMM Auger transition, 
which is in accordance with the experimental results. Since 
the low-KE shift of the spectra is mostly pronounced during 
the first 2-5 min of nitridation, we believe that the nitrida- 
tion of the surface takes place mostly during this short time 
interval, after which it is much slowed down due to kinetic 
restrictions as N atoms begin to substitute As atoms in the 
backbonds and deeper in the bulk. 

Comparing N-As bonds with the Ga-As ones we can see 
that the direction of charge transfer is reversed, i.e., while the 
electron charge was partly transferred in the direction to the 
As atom in the case of GaAs, it is transferred from the As 
atom in the N-As bonds. Therefore, the formation of the 
N-As bonds should result in a low-KE shift of the As- 
originated signal, which is observed experimentally, but only 
for the nitridation temperatures 7^400 °C. At higher tem- 
peratures the As-originated signal, while slightly shifting to- 
wards low-KE during the first 2 min of nitridation, exhibits a 
small (but discernible) shift towards high-KE as the nitrida- 
tion proceeds. Therefore, we believe that the shift of the As 
signal is determined by an interplay of two (or several) ef- 
fects. Since the binding energy of 3p core levels of As is 
fairly deep (—140 eV), one of the effects may be a positive 
(causing upward shift of the core levels) Madelung potential 
caused by the surrounding charges on the sites of As 
atoms,21 which increases as the ionicity of the surrounding 
bonds increases due to the substitution of more and more 
arsenic atoms by nitrogen. 

The charge transfer to N atoms is greater in the Ga-N 
bonds as compared to the As-N bonds. Therefore, the N 
signal from the AsN compound, residing on the surface, 
should be observed at lower KE than that from GaN, which 
is in accordance with our results (see filled squares in Figs. 2 
and 3). However, the small (but discernible) low-KE shift of 
the N signal during nitridation cannot be interpreted in terms 
of the chemical shift. Indeed, as we proceed with nitridation, 
the amount of As in the subsurface region decreases and, 
therefore, more and more N atoms form chemical bonds with 
Ga (not As). Since the charge transfer to N atoms in the 
Ga-N bonds is greater than that in the As-N bonds, the 
N-originated spectra should exhibit a high-KE shift if that 
shift is caused by changing chemical surrounding. This is 
contrary to our experimental results, and, therefore, some 
other effect, in addition to the change in the chemical sur- 
rounding, may be responsible for the observed low-KE shift 
of the N signal. 

As was previously discussed, the most pronounced 
low-KE shift for all elements under consideration, i.e., -2.5 
eV for Ga and -1.5 eV for As and N, has been observed for 
the nitridation temperature in the range 300-400 °C, whereas 
nitridation at the lower or higher temperatures results in 
smaller shifts. We can estimate the magnitude of this addi- 
tional shift by subtracting the apparent shift for the nitrida- 
tion temperature Ts = RT (when the smallest shifts were ob- 

served) from the values of that for every other nitridation 
temperature studied. The resulting additional low-KE shift 
was found to be nearly independent of the element and 
amounts, after 100 min of nitridation, to about -0.2 eV for 
rs=200°C and about -1.2 eV for Ts in the range 300- 
400 °C. On the other hand, the additional energy shift ob- 
served for 7^=500 and 600 °C depends on the element and 
amounts to about -0.6 eV, -0.4, and 0.3 for the Ga, N, and 
As signals, respectively. 

On the basis of the above results we believe that, whereas 
nitridation at low temperatures 7^000 °C results only in the 
chemical shift of the Auger signals under consideration, that 
for the temperatures 7^3=300 °C leads to both the chemical 
shift and a shift caused by the band bending effect. It remains 
unclear why the band bending effect is the most pronounced 
at the temperatures in the range 300-400 °C. One possible 
explanation may be that a uniform layer of GaN (possibly 
creating a heterojunction with GaAs) is formed on the sur- 
face at these nitridation temperatures, which, however, is not 
formed upon nitridation at lower or higher temperatures due 
to kinetic restrictions on atomic migration (with the resulting 
island-like structures on the surface) or roughening of the 
surface due to etching effects6 for lower and higher tempera- 
tures, respectively (to be discussed later). 

Thermal annealing results in a further low-KE shift of the 
Auger signals, the magnitude of the shift being -0.3 eV for 
the Ga and As signals and -1.5 eV for the N signal. This 
annealing-induced shift is believed to be caused by both the 
change in the chemical surrounding (due to the desorption of 
arsenic from the surface) and the band bending effect, al- 
though it is impossible at the present stage to separate the 
contributions of those two effects into the observed apparent 
shift. It is not surprising that the band bending causes the 
largest low-KE shift for the N-KLL transitions. Indeed, 
whereas Ga- and As-LMM Auger transitions take place "be- 
tween" 3p and 3d core levels, which are deep enough to be 
truly "core" levels, the N-KLL transitions involve 2p levels 
of nitrogen, which actually form the valence band of GaN. 
Therefore, the line shape of the N signal is determined 
largely by a self-fold of the valence band density of states 
and is strongly affected by the band bending effects. 

Masuda et al.,11 while proposing the formation of the Ga- 
As-N compound from their XPS results, stressed that this 
compound could not be a GaAs^Nj JX mixed crystal due to 
the very low solubility of nitrogen in the bulk GaAs 
(~1014 cm-3). However, recent experimental22 and 
theoretical23 results suggest that the solubility of nitrogen 
may be greatly (up to ~» 1021 cm"3) enhanced in the vicinity 
of the GaAs (001) surface due to two reasons, i.e., (1) be- 
cause of the fact that strain can be more easily relieved near 
the surface than in the bulk due to an increased movability of 
the near-surface atoms, and (2) due to the fact that surface 
reconstructions can effectively relieve subsurface mismatch 
strain. Therefore, we believe that the GaAsN compound, 
formed in the process of nitridation, may be the GaAs^N] -x 

surface phase. 
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FIG. 8. Dependencies of the integrated Ga-LMM Auger signal intensities on 
the nitrogen exposure for various nitridation temperatures. Notice the posi- 
tive offset of the curves, increasing with an increase in the nitridation tem- 
perature. 

D. Dependencies of the Auger intensities on nitrogen 
exposure 

Figures 8-10 show the dependencies of the integrated in- 
tensities /(?) for the Ga, As, and N-originated Auger signals 
on the nitrogen exposure time t during nitridation. Since, as 
was discussed above, the spectra of all three elements exhibit 

20   40   60   80  100 

Nitrogen Exposure (min) 

FIG. 9. Dependencies of the integrated As-LMM Auger signal intensities on 
the nitrogen exposure for various nitridation temperatures. Notice an initial 
(prior to nitridation, data for x = 0) decrease in the intensity of the As- 
originated signal with an increase in the nitridation temperature, which is 
due to the desorption of As from the initial surface before nitridation. Notice 
also the change in the temporal scale of the x axis after 10 min of nitridation. 

1       2       3       4       5        20   40    60   80   100 

Nitrogen Exposure (min) 

FIG. 10. Dependencies of the integrated N-KLL Auger signal intensities on 
the nitrogen exposure for various nitridation temperatures. Notice the 
change in the temporal scale of the x axis after 5 min of nitridation. 

a change in their spectral shape as the nitridation proceeds, 
we could not use the peak-to-peak values of the differenti- 
ated Auger signals to determine intensities of the signals. 
Instead, the areas of nondifferentiated signals have been used 
for quantitative evaluation of the nitridation process, the ar- 
eas having been determined by a trapezoidal integration with 
the cosine background correction. The data for the intensities 
of the As and N signals has been normalized to that of the Ga 
signal prior to the nitrogen exposure, the intensity of which 
at any nitridation temperature was taken as 1.0. 

It can be seen from Fig. 8 that, as the nitridation proceeds, 
the intensity /Ga(0 of the Ga signal increases slightly for the 
nitridation temperatures in the range RT=£ 7^400 °C, the 
increase being the most pronounced during the first several 
minutes of nitridation. The rate of increase in the intensity of 
the Ga signal, however, rises sharply with an increase in the 
nitridation temperature up to 500 °C and then up to 600 °C, 
when the intensity of the Ga signal after several minutes of 
nitridation amounts to two times its value for the initial 
GaAs surface. Therefore, we can conclude that with an in- 
crease in the nitrogen exposure time and in the nitridation 
temperature the nitrided surface becomes enriched with gal- 
lium. 

Figures 9 and 10 show that, as we proceed with nitrida- 
tion, the intensity IAs(t) of the As signal decreases, whereas 
that of the N signal [/N(0] increases. The solid curves be- 
tween the experimental points have been obtained as a result 
of double-exponential fitting to the experimental results. It 
can also be seen that the intensities of the As and N signals 
exhibit the most drastic changes during the first several min- 
utes (or even seconds, depending on the temperature) of ni- 
tridation, after which the signals level off at levels strongly 
dependent upon the nitridation temperature. The magnitude 
of the changes in the intensities of the N and As signals 
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FIG. 11. Integrated intensities of the N-KLL (adsorbate) Auger signal as a 
function of that for the As-LMM (substrate) signal for various nitridation 
temperatures. Ellipse shows the position of the breaks on the curves which 
probably arise due to the completion of the first monolayer. Notice the 
offsets of the curves. 

greatly exceeds that for the Ga signal, which is consistent 
with the substitutional (anion exchange) nature of the nitri- 
dation process, when N atoms substitute for those of As, 
whereas Ga atoms mostly retain their positions in the sub- 
surface region. 

An increase in the nitridation temperature results (for the 
same duration of nitrogen exposure) in a drastic decrease in 
the intensity of the As signal due to the increase in the de- 
sorption rate of arsenic and in a drastic increase in the inten- 
sity of the N signal. However, it should be noted (Fig. 10) 
that, although the rate of increase in the intensity of the N 
signal (related to the sticking coefficient) for the highest ni- 
tridation temperature studied (TS=600°C) during the initial 
40 s of nitridation exceeds that for 7^=500 °C, further nitri- 
dation results in the leveling off the signal for 7^=600 °C at 
a level lower than that for rs=500 °C. The last phenomenon 
can be explained by taking into account an increased desorp- 
tion rate of the nitrogen species from the nitrided surface at 
7^=600 °C, which is in accordance with the results of 
Makimoto et al.u 

It can also be seen from Figs. 9 and 10 that the N signal 
saturates after shorter duration of nitridation as compared to 
the As-originated signal. This difference in the signals be- 
havior can be explained taking into account the difference in 
the mean escape depth X of Auger electrons for N (XN 

= 13 Ä)25 and As (\Ag=20.5 Ä).26 Since XN is much 
smaller than XAs, the changes in the intensity of the N signal 
will become less detectable than those for the As signal. 

The dependencies of intensities of both As and N signals 
shown in Figs. 9 and 10 are exponential-like smooth curves 
exhibiting no apparent breaks. However, plots of intensity 7N 

of the N signal (adsorbate) against that 7As of the As signal 

(substrate) shown in Fig. 11, exhibit pronounced breaks, but 
only for the data taken for the nitridation temperatures Ts 

= 300 and 400 °C (see ellipse in Fig. 11). The apparent 
breaks on the 7N vs 7As dependencies occur at the points 
where the normalized signals from N and As equal 0.70 
(both N and As) for Ts=300 °C, and 0.74 (N) and 0.69 (As) 
for Ts= 400 °C. The break in an adsorbate signal vs substrate 
signal dependence usually occurs at the completion of a 
monolayer (ML) provided that the escape depth of Auger 
electron for the adsorbate atoms is different from that for the 
substrate atoms.27,28 The values of the escape depth for N 
and As differ and, therefore, the breaks on the curves shown 
in Fig. 11 are believed to correspond to the completion of the 
first ML. The position of the breakpoints in Fig. 11 corre- 
sponds to the nitridation time of about 1.5 min and is shown 
as a vertical line on the IN(t) dependencies in Fig. 10. It can 
be seen from examination of this figure that no apparent 
breaks are discernible in the 7N(f) dependencies after 1.5 min 
of nitridation, which seems to contradict the results shown in 
Fig. 11. The above discrepancy, however, can be explained 
by taking into account possible (and very likely to occur in 
the submonolayer stages)27 changes of sticking probability 
SN of the active nitrogen species. Indeed, whereas gradual 
changes in the value of SN result in smoothing of the 7As(?) 
and IN(t) dependencies, it will not affect the plot of 7N vs 7As 

since the time variable is eliminated in this plot. 
Next, we can estimate the nitrogen coverage 0N at 

the breakpoint in the 7N vs 7As plot from the relative 
attenuation of the As (substrate) signal intensity after 1.5 
min of nitridation as29 7As(N)/7As(clean) = l-@N[l-exp 
(~hAs_N/\Ascos 4>)\ where 7As(N) is the intensity of the As 
signal after nitridation, 7As( clean) is that for the initial GaAs 
surface, hAs_N is the distance between the layer of N atoms 
being adsorbed on the surface and that of As atoms in the 
second layer (bonded to backbonds of the Ga atoms in the 
topmost Ga layer), and <f> is the angle between the sample 
surface normal and the direction of electron detection. Tak- 
ing the value of hAs^N as äAS_N=(/!AS_AS+/JN_N)/2=2.54 Ä 
(where /JAS_AS=2.83 Ä and hN_N=2.25 Ä are the interlayer 
distances of the As-As and N-N layers in GaAs and GaN, 
respectively), and <£=45 deg, we obtain the value of nitro- 
gen coverage ©N=0.81 and 0.73 ML for the nitridation tem- 
perature 7^=300 and 400 °C, respectively. The estimated 
nitrogen coverage at the breakpoint in the 7N vs 7As plots is, 
therefore, less than 1 ML. 

The last discrepancy, however, may be expected consid- 
ering the diffusion of the As atoms from the substrate into 
the growing nitride layer. Indeed, as the nitridation proceeds, 
some of the N atoms do not accumulate on the surface, but 
form bonds with Ga atoms as they substitute for As atoms in 
the second (or deeper) layers. Although we believe that dur- 
ing the first 1.5 min of nitridation nitrogen mostly substitutes 
for the arsenic on the surface, some of it goes deeper into the 
subsurface region. In other words, the formation of the dis- 
ordered GaAsN compound begins from the first moments of 
nitrogen exposure. Moreover, as the substituted As atoms 
move up to the surface, they do not desorb immediately at 
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FIG. 12. Dependencies of the (a) initial sticking coefficient Sno (determined 
under an assumption that S„o(600 °C) = 1.0), as well as (b) relative atomic 
concentrations of gallium, arsenic, and nitrogen in the subsurface region 
after 100 min of nitridation, on the nitridation (surface) temperature. 

the nitridation temperature used in this study, but, instead, 
may form bonds with other As atoms. In addition, the for- 
mation of the As-N species is also expected. Therefore, we 
may expect that, on the one hand, from the first moments of 
nitrogen exposure some nitrogen atoms penetrate into the 
second or deeper layers of the GaAs substrate and, on the 
other hand, some arsenic atoms originated from the subsur- 
face region diffuse to the surface and add up to those whose 
initial position was on the surface. Due to the above admix- 
ture of the substrate atoms into the growing nitride layer the 
breaks in the 7As(0 and /N(0 dependencies will occur earlier 
than in the case of pure nitride growth,30 i.e., the contamina- 
tion of the nitride layer with arsenic will reduce the apparent 
value of the intensity for the N-originated signal and increase 
that for the As-originated one. The apparent break in the /N 

vs /As dependence, therefore, will correspond to the nitrogen 
coverage less than 1 ML, which is in accordance with our 
results. 

It can also be seen from Fig. 10 that an increase in the 
nitridation temperature results in a noticeable rise of the ini- 
tial slopes of the uptake /N(f) curves. The slope of those 
curves is the ratio of the adsorption rate to the impingement 
rate, i.e., the initial (or zero-coverage) sticking coefficient 
Sno. Assuming that the value of Sno for r^öOCC equals 
1.0 we can build the dependence of the initial sticking coef- 
ficient on the nitridation temperature shown in Fig. 12(a). It 
can be seen that the sticking coefficient increases with an 
increase in the surface temperature, and, therefore, adsorp- 

tion of nitrogen is a temperature-activated process, where the 
impinging nitrogen species must overcome the potential bar- 
rier to chemisorption in order to be adsorbed on the surface. 

The values of the relative atomic concentrations of Ga, 
As, and N in the subsurface region after 100 min of nitrida- 
tion have been calculated for various nitridation temperatures 
using the sensitivity factors of 0.6, 0.84, and 0.41 for N, Ga, 
and As, respectively,14 and are shown in Fig. 12(b). It can be 
seen that as the nitridation temperature increases, the amount 
of As in the subsurface region decreases (due to an increase 
in the desorption rate of As), the amount of Ga increases 
(with the surface becoming Ga rich), and that of N saturates 
at the level of about 0.4 for higher temperatures Ts>400 °C, 
the nitrogen concentration reaching its value for the surface 
of the GaN reference sample. 

It is important to repeat here that (1) the plots of intensity 
7N of the N-originated signal against the 7As of the As- 
originated signal, shown in Fig. 11, exhibit pronounced 
breaks only for the data taken for the nitridation temperatures 
T, = 300 and 400 °C (see ellipse in Fig. 11), whereas no 
meaningful breaks are discernible in the /N vs 7As dependen- 
cies for higher or lower nitridation temperature. At the same 
time, as was discussed above, (2) the most pronounced 
low-KE shifts of the Auger spectra for all elements under 
consideration, i.e., -2.5 eV for Ga and -1.5 eV for As and 
N, have been observed for the nitridation temperature in the 
range 300-400 °C, whereas nitridation at the lower or higher 
temperatures results in smaller shifts (Figs. 6 and 7). In ad- 
dition, it is also important to consider that (3) after annealing 
of the samples at 600-650 °C both the spectral position and 
the spectral shape of the Ga and N signals, for the samples 
nitrided at the surface temperature 300°«7,

V«400°C (and 
only for Ts in that range), becomes identical to that of the 
GaN reference sample (Fig. 3). Moreover, (4) the thermal 
annealing results in a complete disappearance of the As sig- 
nal from the surface only for the samples nitrided at 300 °C 
=s Tj=£400 °C, whereas the samples annealed after nitridation 
at higher or lower temperatures still exhibit some As in the 
subsurface region even after prolonged annealing. 

The above four important points (l)-(4) could not arise 
from a pure coincidence. Instead, they are closely related to 
the temperature-dependent mechanism of nitridation of the 
surface, the last conclusion being supported by the RHEED 
results discussed in the following section. 

E. RHEED results 

RHEED pattern for the As-terminated (2X4) surface re- 
construction of the initial GaAs (001) surface prior to nitri- 
dation, observed along the incidence azimuth of [110], is 
shown in Fig. 13. Nitridation results in drastic changes of the 
initial RHEED pattern, these changes depending on the nitri- 
dation temperature Ts, which is shown in Figs. 14(a)-14(c) 
for 7S = RT, 300, and 600 °C, respectively. It should be 
noted that the changes in the RHEED patterns observed for 
the nitridation temperatures 7, = 200, 400, and 500 °C (not 
shown) are essentially the same as for the temperatures Ts 

= RT, 300, and 600 °C, respectively (shown in Fig. 14). 
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FIG. 13. RHEED pattern of the initial GaAs (001)-2X4 surface observed 
along [110] azimuth. 

It can be seen from Fig. 14(a)(l)-(3) that at low tempera- 
ture 7,^200 °C, once the nitrogen plasma is struck the GaAs 
reconstruction features fade out, the intensity of the dif- 
fracted beam being transferred to the background. The origi- 
nal (2X4) reconstruction of the initial GaAs surface is com- 
pletely destroyed after 1.5 min of nitridation with an 
appearance of (1X1) pattern from the unreconstructed sur- 
face, which, in its turn, disappears after 3 min of nitridation, 
giving rise to no pattern except for a smooth background 
[Fig. 14(a)(1)], indicating that a highly disordered amor- 
phous and/or polycrystalline GaAsN layer is formed in the 
subsurface region. 

Thermal annealing of the samples, nitrided at 7^200 °C, 
at 630 °C results in an appearance of an arc pattern, the 
shape of the arcs becoming more spot-like with an increase 
in the annealing duration [see Fig. 14(a)(4),(5)]. The forma- 
tion of the arc pattern indicates an appearance of preferred 
orientations in the disordered layer formed during nitrida- 
tion, and the partial transformation of the arc-like features 
into the spot-like ones indicates the partial crystallization of 
that layer. The crystallization, however, is not complete for 
this nitridation temperature since the diffraction features, 
while exhibiting some spot-like character, mostly retain their 
arc-like appearance even after prolonged annealing [Fig. 
14(a)(5)]. 

The situation is different for the nitridation temperature in 
the range 300-400 °C. Just as in the above case of lower Ts, 
nitridation during the first several minutes results in the de- 
struction of the (2X4) reconstruction with the formation of 
the highly disordered layer in the subsurface region [Fig. 
14(b)(1),(2)]. However, after approximately 10 min of nitri- 
dation the disordered layer begins to recrystallize, which is 
evidenced by an appearance of diffuse (but discernible) spots 
in the RHEED pattern corresponding to the lattice spacing of 
GaN (4.5 Ä), which is shown in Fig. 14(b)(3). 

The thermal annealing, even at the fairly low temperature 
of 500 °C [Fig. 14(b)(4)], then results in an appearance of the 
RHEED pattern characteristic of a mixture of cubic and hex- 
agonal GaN phases, the cubic phase being dominant.6'31 An 
increase in the annealing temperature up to 630 °C leads to 
the sharpening of the diffraction spots, the intensity of the 
pattern being gradually transferred from the background to 
the GaN-originated spots, which is shown in Fig. 14(b)(5). 

The above results indicate the crystallization (simultaneously 
with a loss of arsenic from the surface at these annealing 
temperatures) of the GaN phase from the GaAsN phase on 
the surface. The spotty character of the final RHEED pattern 
is due to some roughening of the surface, whereas diagonal 
crossing lines between the diffraction spots, which can be 
seen in the patterns during the annealing, indicate the forma- 
tion of (111) facets due to the desorption of arsenic, bringing 
about the growth of stacking faults.6'32'33 

An increase in the nitridation temperature up to rs = 500 
and 600 °C results in a different progression as shown in Fig. 
14(c). Upon striking the nitrogen plasma the (2X4) recon- 
struction (after about 20 s of nitridation) changes to a sharp 
streaked (3X3) pattern, which is shown in Fig. 14(c)(1) and 
is consistent with previous reports on nitridation at this 
temperature.7'19'34 However, the surface retains the (3X3) re- 
construction for only 10 s, after which the (3X3) features 
fade giving rise to the (1X1) pattern from the unrecon- 
structed surface shown in Fig. 14(c)(2). The (1X1) pattern, 
in its turn, also fades as the nitridation proceeds, but after a 
further 2 min of nitridation the GaN-originated spots, super- 
posed on the blurred (1X1) streaked pattern from GaAs, be- 
come discernible in the pattern [Fig. 14(c)(2)]. As we pro- 
ceed with nitridation, the intensity of the GaN-originated 
spots increases, whereas that of the GaAs-originated streaks 
decreases, the streaks becoming indiscernible after about 5 
min from the beginning of nitridation [Fig. 14 (c)(4)]. 

At the same time, however, a blurred spot appears above 
the (004)-diffractioh spot of the GaN phase, the intensity of 
this spot increasing as we proceed with nitridation, which is 
shown in Fig. 14(c)(5). The spot is marked as "GaAs" in the 
figure since its position in the pattern corresponds to that for 
the (004)-diffraction beam from the GaAs phase. It can also 
be seen that the (115)-diffraction spots on the left and right 
of the GaAs spot are elongated in the vertical direction on 
the RHEED patterns shown in Figs. 14(c)(4),(5), indicating 
that those (115) spots consist of unresolved overlapping 
spots corresponding to the GaN and GaAs phases. Therefore, 
whereas the positions of the GaAs-originated diffraction 
spots in the vertical direction of the RHEED patterns corre- 
spond, in real space, to the lattice spacing of GaAs, in the 
horizontal direction they correspond to that of GaN. Since a 
vertical direction of the RHEED pattern corresponds to the 
real space direction perpendicular to the surface, and a hori- 
zontal direction reflects the lateral spacing, the positions of 
the GaAs-originated spots indicate that the GaAs phase is 
strained (with the lattice constant of GaN) in the lateral di- 
rection and relaxed (with the lattice constant of GaAs) in the 
direction perpendicular to the surface. 

Annealing the samples, nitrided at Ts = 500 and 600 °C, at 
650-750 °C results in a disappearance of the GaAs spot in 
the pattern, as well as in a more circular shape of the (115) 
spots, the intensity of these spots being transferred to their 
lower parts corresponding to diffraction from GaN (not 
shown). Therefore, we believe that at high nitridation tem- 
peratures the GaAs islands are formed on the top of the ni- 
trided GaN layer due to out-diffusion of arsenic, substituted 
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FIG. 14. RHEED patterns observed along [110] azimuth during nitridation of the GaAs (001)-2X4 surface at (a) RT, (b) 300 °C, and (c) 600 °C. (a) (From 
the top to the bottom) the patterns taken after (1) 20 s, (2) 3 min, and (3) 5 min of nitridation at RT, together with those taken after 100 min of nitridation 
and subsequent annealing at 630 °C for (4) 3 min and (5) 20 min. (b) Patterns taken after (1) 20, (2) 5 min, and (3) 10 min of nitridation at 300 °C, together 
with those taken after 100 min of nitridation and subsequent annealing at (4) 500 °C for 1 min and (5) 630 °C for 3 min. (c) Patterns taken after (1) 20 s, (2) 
40 s, (3) 3 min, (4) 5 min, and (5) 30 min of nitridation at 600 °C. The results for the nitridation temperatures Ts = 200, 400, and 500 °C (not shown) are 
similar to those for Ts = RT, 300 and 600 °C, respectively. 
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Fro. 15. Tentative model proposed for the nitridation process of GaAs (001) surface at various temperatures derived from our AES and RHEED data. 

by nitrogen, from the GaAs substrate. The islands are 
strained in the lateral direction due to the influence of an 
underlying GaN layer and relaxed in the direction perpen- 
dicular to the surface, and they desorb from the surface at the 
temperatures higher than 650 °C due to the increased rate of 
desorption of arsenic. It can also be seen from Figs. 
14(c)(4),(5) that the diagonal lines between the diffraction 
spots are more pronounced in this case as compared to that 
for the lower nitridation temperature [Figs. 14(b)(4),(5)], 
and, therefore, the formation of the (111) facets takes place 
more intensely for higher nitridation temperatures. 

It should be noted that the above RHEED results, i.e., the 
growth of the mixture of cubic and hexagonal GaN phases, 
do not agree with the latest results of Okumura et a/.35 show- 
ing that the presence of As on the surface prevents the for- 
mation of wurtzite stacking on (111) facets and promotes the 
growth of the cubic phase. This discrepancy may be ex- 
plained by the use of different methods to obtain active ni- 
trogen since a flux of the nitrogen species from the rf plasma 
source used by us is expected to be more intense compared 
to that generated by an electron cyclotron resonance plasma 
source used by Okumura et al. In addition, the amount of As 
on the surface in our case is limited by the diffusion of As 
atoms, released in the subsurface region, to the surface, 
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whereas the results of Okumura et al. were obtained with the 
incoming As ambient flux.35 

F. Model of the nitridation process 

The tentative model of the nitridation process of the GaAs 
(001) surface derived from our AES and RHEED data is 
schematically shown in Fig. 15, where the nitridation process 
is presented as occurring through two main stages with the 
subsequent annealing stage, the nitridation process being dif- 
ferent for three distinct temperature ranges, i e RT-200 °C 
300-400 °C, and 500-600 °C. 

The process of nitridation at the temperature in the range 
RT«r^200 °C is believed to take place as follows: 

(1) At the first stage the impinging active nitrogen species 
destroy As dimers [forming the (2X4) surface reconstruc- 
tion] on the surface and substitute for the As atoms in the 
surface layer. Due to the low surface diffusivity of atoms at 
this low temperature,36 the lateral migration of atoms is ki- 
netically hindered; and we believe that nitridation occurs 
through the formation of islands or "simultaneous multilay- 
ers" which do not cover the underlying surface entirely. 

(2) At the second stage, as the nitridation proceeds, more 
and more impinging N atoms penetrate deeper into the sub- 



1538 Aksenov et al.: Nitridation of GaAs(001) surface AES 

surface region, substituting the As atoms deeper in the bulk 
and disrupting the crystal lattice in the subsurface region 
with the formation of a disordered GaAsN phase. Since the 
desorption rate of the As atoms from the surface is low at 
this temperature, most of the substituted As atoms remain on 
the surface forming the AsN species. The accumulation of 
the AsN species on the surface (Fig. 5, lower curve) leads to 
much sharper slopes for the uptake /N(r) curves comparing 
to that for the downward 7As(f) curves (Figs. 8 and 9). The 
nitridation rate, however, saturates after several minutes of 
nitridation, presumably due to the requirement of transport- 
ing the incoming nitrogen through the surface layer. 

(3) Thermal annealing of the samples, nitrided at 
rs=£200 °C, at 630 °C leads to the desorption of AsN species 
from the surface and to partial recrystallization of the disor- 
dered GaAsN phase. However, the crystallization is not com- 
plete, which is evidenced by the RHEED results shown in 
Fig. 14(a). The GaN islands presumably are formed on the 
partly crystalline GaAsN layer, whereas the portions of the 
surface which were not nitrided initially remain exposed. 
Moreover, the GaN islands may coexist with those of GaAs 
on the surface due to phase separation in the GaAsN phase. 
The last considerations are supported by the detection (by 
AES) of arsenic on the surface even after the prolonged an- 

nealing. 
The progression changes for the nitridation temperature in 

the range 300 °C=£ 7^400 °C, i.e.: 
(1) At the first stage, just like in the above case for a 

lower nitridation temperature, nitrogen substitutes for arsenic 
on the surface with the destruction of the (2X4) reconstruc- 
tion, the substituted arsenic atoms desorbing from the sur- 
face. Whereas most of the N atoms accumulate on the sur- 
face, some of them penetrate deeper into the subsurface 
region, substituting As atoms deeper in the bulk. The first 
stage continues until a complete ML of N atoms (with some 
admixture of arsenic  still remaining on the  surface)  is 
formed, which is evidenced by the breaks on the 7N vs 7As 

plots shown in Fig. 11. The formation of the complete ML of 
GaN results in the band bending, which leads to the most 
pronounced low kinetic energy shifts of the Auger signals for 
the nitridation temperatures in this range (Figs. 6 and 7). The 
shifts of the Auger signals to low kinetic energies may well 
be caused by the formation of a GaN/GaAs heterojunction 
since the band gap offset in this heterojunction has been 
found to be concentrated predominantly in the valence band, 
the valence band of GaN being about 1.8 eV lower than that 

of GaAs.37 

(2) At the second stage the sticking coefficient of N atoms 
significantly decreases because of a complete coverage of the 
surface by N atoms forming bonds with Ga atoms, and in- 
coming nitrogen penetrate into the subsurface region. An in- 
creased diffusivity of atoms at this temperature results in a 
deeper penetration depth of N atoms, as well as in a lower 
arsenic content in the disordered GaAsN phase, which, in its 
turn, leads to a partial crystallization of the disordered layer 
as we proceed with nitridation [Fig. 14(b)(3)]. 

(3) Annealing of the partially crystallized GaAsN phase 

1538 

results in desorption of arsenic from the surface and a com- 
plete crystallization of the phase with the formation of cubic/ 
hexagonal GaN [Fig. 14(b)(4),(5)]. Although some faceting 
takes place during annealing, it is much less pronounced in 
comparison with that for the higher nitridation temperature 
discussed below. The complete transformation of the GaAsN 
phase into the GaN phase is also supported by the fact that 
the line shapes of the Ga- and N-originated AES signals for 
the samples annealed after nitridation in this temperature 
range, are identical to that for the GaN reference sample 

(Fig. 3). 
Since (1) no arsenic has been detected from the samples, 

nitrided at these temperatures, after annealing, and (2) the 
sensitivity of AES is about 0.01 =exp(-4.5),38 the thickness 
h of the GaN layer can be estimated from the attenuation 
factor [exp(-/i/\As)] of the As-originated AES signal by 
using the mean escape depth XAs=20.5 Ä of LMM-Auger 
electrons for arsenic as being /i~4.5X\As«*100 A. 

An increase in the nitridation temperature up to 500 °C 
and then to 600 °C results in the following processes: 

(1) Soon after the beginning of nitridation the (2X4) sur- 
face reconstruction transforms into the (3X3) reconstruction 
structure, which may be due to the formation of nitrogen 
dimers on the surface.8 This reconstruction, however, does 
not live long and is quickly replaced by the bulk GaAs (1X1) 
structure, on the top of which the growth of the GaN phase 
begins [Fig. 14(c)(3)]. The growth, however, does not pro- 
ceed smoothly, which is believed to be caused by two fac- 
tors, i.e., (i) an exposure to the nitrogen plasma causes deg- 
radation of the surface with the loss of As, probably due to 
an impact of energetic species from the plasma source; and 
(ii) the As atoms released in the subsurface region diffuse to 
the surface. Since it is unlikely that As, a relatively large 
atom, can migrate to the surface at the same rate as N atoms 
migrate into the bulk, it is highly possible that the release of 
arsenic at the GaN/GaAs interface results in the disruption of 
the surface region. 

In other words, the processes of nitridation and etching of 
the surface takes place simultaneously at different portions of 
the surface. It seems that the N atoms agglomerate to the 
nitrided portions of the surface to form GaN islands, whereas 
the surface portions which are not nitrided initially are 
etched by exposing the (111) facets. 

(2) As the nitridation proceeds, the GaN islands extend 
laterally on the surface and into the bulk of the substrate, 
with the resulting GaN layer covering all the initially etched 
and rough GaN/GaAs interface. Therefore, the (111) facets 
of GaAs, which were exposed during the first stage of nitri- 
dation, transform into the (111) facets of GaN, the surface 
morphology following that of the interface region. The de- 
sorption rate for both Ga and N at these temperatures dras- 
tically increases, which results (1) in a decrease or a com- 
plete elimination of the AsN species on the surface (Fig. 5, 
upper curve) and (2) in a drastic increase in the nitridation 
rate together with the rate of arsenic loss (Figs. 9, 10, and 
12), as well as (3) in an increase of the relative amount of Ga 
on the surface (Figs. 8 and 12). Moreover, some of the As 
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atoms diffused to the surface do not desorb immediately, but 
form the GaAs islands on top of the GaN layer, which is 
evidenced by the RHEED results shown in Fig. 14(c)(5). 
These GaAs islands, however, desorb from the surface at 
even higher temperatures. 

IV. SUMMARY 

In conclusion, we have used AES and RHEED to study 
the processes taking place during nitridation of the GaAs 
(001)-2X4 surface by active nitrogen species generated by a 
rf plasma source. The results of analysis of the spectral 
shapes and the spectral positions of the Auger electron sig- 
nals from Ga, As, and N, as well as their dependencies on the 
nitridation duration combined with RHEED results show that 
the processes taking place during nitridation greatly differ 
depending on the nitridation (surface) temperature. On the 
one hand, at low temperatures (7^200 °C) nitridation is 
hindered by kinetic restrictions on the atomic migration, 
leading to island growth with the formation of disordered 
GaAsN phase in the subsurface region, which cannot be 
completely recrystallized even after prolonged annealing. On 
the other hand, at high temperatures (7^500 °C) the pro- 
cess of nitridation takes place simultaneously with the etch- 
ing of the surface due to decomposition of the substrate, 
leading to the growth of facets and resulting in the rough 
interface between the GaN and GaAs phases. However, for 
intermediate nitridation temperatures (300 °C^ 7^=5400 °C) 
it was found that the disordered GaAsN phase, formed at the 
initial stage of nitridation, partly crystallizes even without 
annealing. Moreover, AES results indicate that one mono- 
layer of N atoms (partly mixed with arsenic) may well be 
formed on the substrate during the initial stage of nitridation. 
The postnitridation annealing of the samples nitrided at the 
intermediate temperatures results in the formation of a crys- 
talline GaN layer, the line shape of the AES signals from 
which is identical to that for a thick GaN reference sample. 
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The effects of H2 or N2 plasma exposure on the current-voltage characteristics of GaN Schottky 
diodes were examined as a function of source power and if chuck power. Under all conditions there 
was a strong reduction in diode reverse breakdown voltage and an increase in forward and reverse 
currents. The results are consistent with creation of a thin («600 Ä) n-type conducting surface 
region after ion bombardment of the GaN surface. Much of the degradation in diode quality can be 
recovered by annealing in N2 at 750 °C. © 1999 American Vacuum Society. 
[S0734-211X(99)06804-3] 

I. INTRODUCTION 

With the commercialization of GaN-based laser diodes,1 

most of the development efforts in this material system have 
turned to fabrication of the electronic devices for high 
power/high temperature applications. These include power 
microwave for radar and high voltage switches and rectifiers 
for utility power management.2^7 Dry etching has proven an 
effective technique for the formation of mesas in GaN laser 
structures.8""12 However while the etch depth is relatively 
large (2-3 ,um) in these structures, the demands on electrical 
quality of the etched surface are not stringent. Indeed, in the 
conventional laser structure, the etching terminates on an n + 

contact layer, to which ohmic metallization is applied. Pref- 
erential loss of N2 from the near-surface region during the 
etch step is actually beneficial in this case because it leads to 
increased n-type doping levels and hence lower contact 
resistances. 13~15 

The etching requirements for electronic devices are more 
demanding that those for photonic devices, at least from the 
electrical quality viewpoint. One of the most sensitive tests 
of near-surface electrical properties is the quality of rectify- 
ing contacts deposited on the etched surface. There has been 
relatively little work in this area to date. Ren et al.16'11 found 
that rectifying contacts on electron cyclotron resonance 
plasma etched GaN and InAIN surfaces were very leaky, 
though some improvement could be obtained by postetch 
annealing at 400 °C. Ping et al.9 found that reactively ion 

etched n-GaN surfaces had poor Schottky contact properties, 
but that plasma chemistries with a chemical component (e.g., 
Cl2-based mixtures) produced less degradation than purely 
physical etching. 

Inductively Coupled Plasma (ICP) etching has many at- 
tractive attributes for pattern transfer in GaN, including a 
wide range of control of both ion energy and ion flux, as well 
as reactive neutral flux.1819 To this point there have been no 
reports of electrical damage effects in ICP etched GaN. In 
this work we have examined current-voltage (I-V) charac- 
teristics of GaN Schottky diodes formed on surface exposed 
to ICP H2 or N2 discharges. The effects of both ion energy 
and ion flux were examined, as well as subsequent annealing 
or wet etching on the diode properties. 

Ti/Au Pt/Au Ti/Au 

3 um undoped (n~1017 cm'3) GaN 

0.5 iimn* (10" cnv3) GaN 

A1203 substrate 

"'Electronic mail: spear@mse.ufl.edu FIG. 1. Schematic of GaN Schottky diode structure. 
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FIG. 2. I-V characteristics from GaN diodes before and after H2 (top) or N2 

(bottom) plasma exposure (150 W rf chuck power, 5 mTorr) at different ICP 
source powers. 

II. EXPERIMENT 
The layer structure and contact metals are shown sche- 

matically in Fig. 1. The GaN was grown by rf plasma- 
assisted molecular beam epitaxy on c-plane A1203 

substrates.20 The Ti/Au ohmic contacts were patterned by 
lift-off and annealed at 750 °C, producing contact resistances 
in the 1(T5 Ü, cm-2 range. Samples were exposed to either 
pure N2 or H2 discharges in a Plasma Therm 790 ICP system 
at a fixed pressure of 5 mTorr. The gases were injected into 
the ICP source at a.flow rate of 15 standard cubic centimeters 
per minute (seem). The experimentally varied parameters 
were source power (300-1000 W) and rf chuck power (40- 
250 W), which control ion flux and ion energy, respectively. 
In some cases the samples were either annealed in N2 for 30 
s at 300-850 °C, or photoelectrochemically etched in 0.2 M 
KOH solutions at 25 °C after plasma exposure. The Pt/Au 
Schottky metallization was then deposited through a stencil 
mass by e-beam evaporation. Current-voltage characteristics 
were recorded on a HP4145A parameter analyzer, and we 
defined the reverse breakdown voltage (VB) as the voltage at 
which the leakage current was 10~3 A. We found in all cases 
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FIG. 3. Variation of VB in GaN diodes (top) and dc chuck self-bias (bottom) 
as a function of ICP source power in H2 or N2 plasmas (150 W rf chuck 
power, 5 mTorr). 

that plasma exposure caused significant increases in forward 
and reverse currents, with ideality factors increasing from 
typical values of 1.4-1.7 on control samples to >2. For this 
reason we were unable to extract meaningful values of either 
ideality factor or barrier height. 

III. RESULTS AND DISCUSSION 

Figure 2 shows a series of I-V characteristics from the 
GaN diodes fabricated on samples exposed to either H2 or N2 

discharges at different source powers. It is clear that N2 

plasma exposure creates more degradation of the diode char- 
acteristics than does H2 exposure. This implicates the ion 
mass (

28
NT ,2H^ for the main positive ion species) as being 

more important in influencing the electrical properties of the 
GaN surface than a chemical effect, since H2 would be likely 
to preferentially remove nitrogen from the GaN as NH3. 

The variations of VB of the diodes with the source power 
during plasma exposure are shown in Fig. 3. For any expo- 
sure to the N2 discharges, VB is severely reduced. By con- 
trast there is less degradation with the H2 plasma exposures 
at higher source powers. This is likely related to the lower 
average ion energy at those conditions, as shown at the bot- 
tom of Fig. 3. The average ion energy is approximately equal 
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to the sum of dc self-bias and plasma potential, with the 
latter being in the range -22 to -28 V as determined by 
Langmuir probe measurements. Ion induced damage in GaN 
displays n-type conductivity,21'22 and in addition the heavy 
N^ ions are also more effective in preferential sputtering of 
the N relative to Ga, compared to the H^ ions. The net result 
is that N^ ions will lead to more degradation of the surface 
electrical properties of GaN than do H^ ions of similar en- 
ergy. 

Similar conclusions can be drawn from the data on the 
effect of increasing rf chuck power. Figure 4 shows the diode 
I-V characteristics from H2 or N2 plasma exposed samples at 
fixed source power (500 W) but varying rf chuck power. 
There are once again very severe decreases in breakdown 
voltage and increase in leakage current. The dependence of 
VB on rf chuck power during the plasma exposures is shown 
in Fig. 5, along with the dc self-basis. The VB values fall by 
more than a factor of two even for very low self-biases, and 
emphasize how sensitive the GaN surface is to degradation 
by energetic ion bombardment. The degradation saturates be- 
yond ~100 W chuck power, corresponding to ion energies 
of —175 eV. We assume that once the immediate surface 
becomes sufficiently damaged, the contact properties basi- 

cally cannot be made any worse and the issue is then whether 
the damage depth increases with the different plasma param- 
eters. Since ion energy appears to be a critical factor in cre- 
ating the near-surface damage, we would expect damage 
depth to increase with ion energy in a nonetching process. In 
the case of simultaneous etching and damage creation (e.g., 
in Cl2/Ar etch processing), higher etch rates would lead to 
lower amounts of residual damage because the disordered 
region would be partially removed. 

The damage depth was established by photoelectrochemi- 
cally wet etching different amounts of the plasma-exposed 
GaN surfaces, and then depositing the Pt/Au metal. Figure 6 
(top) show the effect on the I-V characteristics of this re- 
moval of different depth of GaN. There is a gradual restora- 
tion of the reverse breakdown voltage, as shown at the bot- 
tom of the figure. Note that the forward part of the 
characteristics worsens for removal of 260 Ä of GaN, and 
shows signs of high series resistance. This would be consis- 
tent with the presence of a highly resistive region underneath 
the conducting near-surface layer, created by point defect 
diffusion from the surface. A similar model applies to ion- 
damaged InP, i.e., a nonstoichiometric near-surface region 
(deficient in P in that case),23 followed by a transition to a 
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stoichiometric but point defect-compensated region, and fi- 
nally to unperturbed InP. 

The fact that plasma exposure severely degraded the sur- 
face is clear from the atomic force microscopy (AFM) data 
of Fig. 7. Exposure to the 500 W source power, 150 W rf 
chuck power (dc self-bias -221 V), 5 mTorr N2 discharge 
increased the root-mean-square (rms) surface roughness from 
0.8 to 4.2 nm. Subsequent photoelectrochemical etching re- 
stored the initial morphology. However, we observed the on- 
set of increasingly rough surface for deeper etch depths,24 

producing a relatively inaccurate measure of how much of 
the surface had to be removed in order to restore the diode 
breakdown voltage to its original value. We were able to 
estimate this depth as ~600± 150 Ä for the N2 plasma con- 
ditions mentioned above. 

Another method for trying to restore the electrical prop- 
erties of the plasma-exposed surface is annealing. Figure 7 
also show AFM scans from samples after annealing at 550 or 
750 °C, with no significant change in rms values.. I-V data 
from annealed samples are shown in Fig. 8. At the top are 
characteristics from samples which were plasma exposed 
(N2, 500 W source power, 150 W rf chuck power, 5 mTorr), 
then annealed and the contact deposited. These samples 

urn 
(a) control sample 
RMS: 0.802 nm 

um 

(b) N2 plasma exposed 
RMS: 4.216 nm 

(c) 550 °C annealed 
RMS: 0.800 nm 

(d) 750 °C annealed 
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(f) PEC etch 260 A 
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FIG. 7. AFM scans before and after N2 plasma exposure (500 W source 
power, 150 W rf chuck power, 5 mTorr) and subsequent annealing or pho- 
tochemical etching. 

show that increasing annealing temperature up to 750 °C 
brings a substantial improvement in VB (Fig. 8, bottom). 
However for annealing at 850 °C the diode began to degrade 
and this is consistent with the temperature at which N2 be- 
gins to be lost from the surface.22 In the case where the 
samples were exposed to the N2 plasma, and then the Pt/Au 
contact was deposited prior to annealing, the I-V character- 
istics show continued worsening upon annealing (Fig. 8, cen- 
ter). In this case, the Pt/Au contact is stable to 700 °C on 
unetched samples. The poorer stability in etched samples 
could be related to the surface damage enhancing interfacial 
reaction between the Pt and GaN. 

IV. SUMMARY AND CONCLUSIONS 

The main findings of this study can be summarized as 
follows: 

(1) There is a severe degradation in the electrical quality of 
GaN surfaces after ICP H2 or N2 discharge exposure. 
Under all conditions there is a strong reduction of VB in 
diode structures to the point at which the Schottky con- 
tacts show almost ohmic-like behavior. These observa- 
tions are consistent with the creation of a conducting 
«-type surface layer resulting from energetic ion bom- 
bardment. Heavier ions (Nj) create more damage than 
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lighter ions (Hj) in this situation, where damage is ac- 
cumulating without any concurrent etching of the sur- 
face. 

(2) The depth of the damage is approximately 600 Ä, as 
judged by the return of the diode characteristics to their 
control values. 

(3) Annealing at 750 °C is also effective in helping remove 
the effects of plasma exposure. Higher temperatures lead 
to degradation in GaN diode properties for uncapped an- 
neals. 
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The structural and optical properties of rf magnetron-sputtered GaN thin films on p + S\ substrates 
have been accessed as a function of rapid thermal annealing (RTA) temperatures from 800 to 
1000 °C. The evidence has revealed that higher RTA temperatures not only assist the GaN films in 
recrystallizing into stable hexagonal form but also enhance the near-band-edge emission of GaN 
films in the photoluminescence spectrum. Moreover, a deep electron trap (Et) with activation 
energy Ec — Et=039 eV detected at the surface of higher-RTA-temperature-treated GaN films was 
asserted to be a nitrogen-vacancy-related defect that takes a defect-assisted-tunneling role in the 
forward conduction process of Au/GaN Schottky diode. The greater reverse leakage current and 
lower breakdown voltage are suggested to be due to the effects of a lower barrier height and higher 
ideality factor that occurred in the higher-RTA-temperature-treated samples. © 7999 American 
Vacuum Society. [S0734-211X(99)02504-4] 

I. INTRODUCTION 

As suggested by a growing number of authors, gallium 
nitride (GaN) is becoming an important material with regard 
to the development of optoelectronic devices operating in 
either the blue region of the visible spectrum or the near- 
ultraviolet (UV) regime due to its appropriate band-gap mag- 
nitude. In most cases, GaN films are fabricated by metalor- 
ganic chemical vapor deposition (MOCVD),1'2 and 
molecular beam epitaxy (MBE)3"5 methods and have with a 
GaN or A1N buffer on various substrates. Recently, Nono- 
mura et al.6 have demonstrated for the first time that by the 
radio-frequency (rf) reactive sputtering method amorphous 
GaN thin films can be deposited onto quartz substrates. 
However, such an amorphous GaN film cannot be employed 
in the utilization of high-quality optoelectronic devices. 
Therefore, if GaN is to be used in these devices, an effective 
thermal treatment to improve the film quality of GaN needs 
to be developed. Unfortunately, to our knowledge, a detailed 
systematic investigation of GaN film improvement by ther- 
mal treatment has not been presented until recently.7 

On the other hand, it is widely accepted that defects in the 
band gap of GaN can affect both the electrical and optical 
properties of the material and they are known to be detrimen- 
tal to its device applications. For instance, the multiphononT 
hopping-conduction phenomenon, which is due to the deep 
defect centers, has been observed in MBE-grown GaN.8 Ad- 
ditionally, a combination of deep interface states and deep 
bulk levels within a certain tunneling distance of the 
Schottky barrier has been suspected as being responsible for 
the degradation mechanism in GaN ultraviolet photo- 
detectors.9 Thus, the investigation of the origins of deep lev- 

a)Electronic mail: cwwang@csa500.isu.edu.tw 

els and their influence on GaN-made devices is an important 
issue. 

The purpose of this work, then, is to report the rapid ther- 
mal annealing (RTA) effects on the structural and optical 
characteristics of GaN thin films and Au/GaN Schottky di- 
odes grown on p+-Si(lll) substrates using a rf magnetron 
sputtering technique. A nitrogen-vacancy-related deep defect 
level, Et, near the surface of RTA-treated GaN thin films, 
measured by deep level transient spectroscopy (DLTS)10 and 
secondary ion mass spectrometry (SIMS), was demonstrated 
to play a defect-assisted-tunneling11-14 role in the conduction 
process of Au/GaN Schottky diodes. This result is shown in 
Sec. III. In Sec. II, the experimental details are described 
while the conclusions are presented in Sec. IV. 

II. EXPERIMENT 

GaN thin films were prepared by a two-stage-growth15 rf 
magnetron sputtering method. The source material, made by 
Superconductive Components, Inc. (USA), was a GaN target 
(3 in. diam) with 99.999% purity. Prior to loading the 
p + -Si(lll) substrates into the sputter chamber, the wafers 
were rinsed in 10:1 HF acid to remove the native oxide layer 
and blown dry. During the growth process, the rf power was 
controlled at 50 W and a mixed sputtering gas of N2 and Ar 
was utilized to keep the sputtered pressure at 5 
Xl0_3Torr. For the first stage, a thin GaN buffer layer 
(-500 Ä) was deposited onto the Si substrate at 400 °C. 
Then the substrate temperature was elevated to 500 °C to 
anneal the GaN buffer under a purified N2 atmosphere for 30 
min. Next, a 3000 Ä thick GaN epilayer was grown on top of 
the GaN buffer at 700 °C. After growth, various RTA treat- 
ment temperatures (800-1000 °C) on the sputtered GaN thin 
films were carried out in 0.5 Torr purified N2 ambient for 1 
min. For the DLTS measurement, Schottky diodes were 
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FIG. 1. Typical x-ray diffraction patterns of sputtered GaN thin films treated 
by different RTA temperatures, where curves (A), (B), (C), and (D) repre- 
sent RTA temperatures of, respectively, 1000, 950, 900, and 800 °C for 1 
min. 

made by evaporating gold (Au) and aluminum (Al) on top of 
GaN thin film which provide, respectively, a Schottky con- 
tact at Au/GaN and an ohmic contact at Al/GaN junctions. 

III. RESULTS AND DISCUSSION 

The as-grown samples exhibited n-type conductivity and 
amorphous film quality. Furthermore, typical x-ray diffrac- 
tion (XRD) patterns showed that a RTA treatment can effec- 
tively improve the crystallinity of the GaN film property, 
which is illustrated in Fig. 1. As is evident from Fig. 1, the 
peak intensity associated with the (0002) hexagonal GaN 
reflection at 20=34.6° clearly increases with increasing RTA 
temperatures. No peak attributable to cubic GaN (commonly 
corresponding to the 20=39.6°) is found. This implies that 
high temperature RTA treatment promotes the sputtered GaN 
to form a stable wurtzite (a) structure other than the meta- 
stable zinc-blende (ß) phase.16 

Figure 2 shows the photoluminescence (PL) spectra of the 
RTA-treated samples excited by a 325 nm He-Cd laser at 
room temperature (RT). The blue emission of 3.30 eV cor- 
responding to the near-band-edge transition was observed as 
becoming stronger as the RTA temperature increased. This 
band emission has been assigned to excitons bound to neutral 
donors17 and is considered a PL fingerprint of TV-type GaN. 

To examine the deep defects existing within these RTA- 
treated GaN materials, DLTS measurements were performed 
on the different RTA-temperature-treated Au/GaN Schottky 
diodes. The DLTS results are shown in Fig. 3. As can be 
seen, a deep electron trap (designated as Et) was consistently 
detected in all the samples. Moreover, the Arrhenius plot 
yielding the activation energy of E, below the conduction 

< 

2.0 2.6        2.8        3.0 

Photo Energy (eV) 

FIG. 2. Room temperature PL spectra of sputtered GaN thin films. The RTA 
temperatures for curves (A), (B), (C), and (D) are, respectively, 1000, 950, 
900, and 800 °C for 1 min. 

band-edge minimum is Ec-E,= 0.39eW (±0.02 eV). Inter- 
estingly, the DLTS signal intensity of E, was clearly ob- 
served to increase by raising the RTA temperature. We sus- 
pect that E, is a nitrogen-vacancy-related deep trap and most 
likely exists at the surface of higher-temperature-RTA- 
treated GaN film. This inference is based on the SIMS ob- 
servation that the higher the temperature of RTA-treated 
samples the more nitrogen deficiency detected at the film 
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FIG. 3. DLTS signals of different RTA-treated Au/GaN Schottky diodes. 
Curves (A), (B), (C), and (D) correspond to RTA temperatures of, respec- 
tively, 1000, 950, 900, and 800 °C for 1 min. 
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surface, as illustrated in Fig. 4. How this observed E, trap 
affects the electrical behavior of GaN Schottky diodes will 
be discussed below. 

In recent years, a great amount of effort has focused on 
the investigation of electrical characteristics [current-voltage 
(I-V)] of Schottky contacts of Au on MOCVD and MBE- 
made n-GaN.18"21 Here, we report for the first time that the 
RTA temperature has a significant effect on Au/sputtered 
GaN Schottky diodes. In Fig. 5, it is clearly seen that for 

0.06 

Bias Voltage(V) 

FIG. 5. Current-voltage characteristics of Au/GaN Schottky diodes. Curves 
(A), (B), (C), and (D) represent the samples treated by RTA temperatures of, 
respectively, 1000, 950, 900, and 800 °C for 1 min. Curve (E) represents the 
as-deposited sample. 

samples treated with higher RTA temperatures superior for- 
ward conducting characteristics resulted, i.e., a smaller 
turn-on voltage and a bigger forward conduction current de- 
spite the fact that the reverse leakage current is a little bit 
larger. It is our assertion that the near-surface deep electron 
trap, E,, caused by the nitrogen vacancy plays a major role 
in affecting the conduction process of Au/sputtered GaN 
Schottky diodes. Accordingly, the I-V characteristics of 
most Schottky contacts may be expressed by interfacial 
layer-fhermonic emission theory  '    as 

J=A* X 7* exp|-^ exp1 qV_ 

nKT (1) 

where J is the current density, A * is the effective Richardson 
constant, including the transmission probability across the 
interfacial layer, T is the temperature, q is the electron 
charge, cf>b is the barrier height, n is the ideality factor, K is 
the Boltzmann constant, and V is the applied voltage. In the 
forward-biased situation, if there were many defects near the 
surface region, electrons would go through the barrier from 
n-type GaN to metal by defect-assisted tunneling,11"14 thus 
greatly enhancing the tunneling probability. In this work, 
higher-RTA-temperature treated samples possessing a higher 
density of deep electron traps (Et) near the surface of «-type 
sputtered GaN fit with the prediction of defect-assisted- 
tunneling, producing smaller forward turn-on voltage and 
larger conduction current. Moreover, such a defect-assisted- 
tunneling phenomenon has also been identified as occurring 
at Ni-GaN Schottky diodes,11 at PtSi/GaN Schottky 
contacts,12 and at ITO/P-InP structures,13 respectively. Nev- 
ertheless, in the reverse-biased condition, the large leakage 
current and the smaller breakdown voltage were deduced by 
the presence of Ga-Au compounds at the metal- 
semiconductor interface. This formation of Ga-Au com- 
pounds has been identified by Sheu et al.24 in their x-ray 
diffraction measurements and has been demonstrated to re- 
duce the Schottky barrier height, yielding the larger reverse 
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TABLE I. Summarizing the results for I-V characteristics of 1000 °C RTA-treated Au/sputtered GaN Schottky 
diodes obtained in this work and comparisons to other work. 

Barrier height, 
Schottky Fabrication Ideality factor, <f>„ 

diode technique Substrate n (eV) Source 

Au/GaN Sputtering Si(lll) 1.56 0.77 This work 
Au/GaN MOCVD Sapphire 

(0001) 
1.04 0.87 Ref. 20 

Au/GaN MBE Sapphire 1.4 0.98 Ref. 21 

leakage and smaller breakdown voltage. The ideality factor 
(n) and barrier height (<f>b) obtained from /- V measurements 
for a 1000 °C RTA-treated Au/sputtered GaN Schottky diode 
and a comparison with results of other authors are presented 
in Table I. In reviewing Table I, our results show a 1000 °C 
RTA-treated Au/GaN Schottky diode possessing a lower bar- 
rier height and higher ideality factor in comparism with 
MOCVD and MBE-made samples. Strictly speaking, it is a 
well-known fact that the quality of easily made sputtered 
GaN thin films can hardly compete with that of MBE or 
MOCVD-grown thin films. The lower barrier height mea- 
sured in our sputtered sample is attributed to the formation of 
Ga-Au compounds at the Au-GaN interface. However, the 
higher ideality factor is suggested to be due to the recombi- 
nation and trapping of carriers in the depletion region. These 
two factors all contribute to a lower breakdown voltage and 
a higher leakage current in the devices tested. 

IV. CONCLUSIONS 

We have investigated the RTA effects on the structural 
and optical characteristics of rf magnetron-sputtered GaN 
thin films. The evidence shows that the higher temperature 
RTA treatment not only promotes recrystalization of the 
GaN films into a stable hexagonal structure but also signifi- 
cantly enhances the near-band-edge emission of sputtered 
GaN films in the PL spectrum. The deep electron trap, E,, 
attributed to the nitrogen-vacancy-related defect occurring at 
the GaN film surface through the higher temperature of the 
RTA treatment, was demonstrated as playing the role of 
defect-assisted tunneling in the forward conduction process 
of Au/GaN Schottky diodes. The greater reverse leakage cur- 
rent and lower breakdown voltage are believed to be due to 
the effects of the lower barrier height and higher ideality 
factor that occurred in the higher-RTA-temperature treated 
samples. Further work in this direction is necessary. 
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Preparation of low resistivity, ZnSe films using a plasma assisted two stage selenization process is 
reported. The presence of N2 plasma enhances the crystallinity of the films. The films are optically 
transparent and have a band gap of 2.65 eV which remains unchanged by the plasma enhancement 
process. Plasma grown ZnSe films exhibit lower resistivities possibly due to doping by the 
incorporation of N2 ions. ZnSe films formed at low reactor pressures (<1.5 mbar) in the presence 
of N2 plasma showed a significant lowering of the resistivity to 10 ft cm. XPS analysis shows a 
chemical shift of 1.6 eV for the Se 3d line of the plasma selenized sample instead of 0.9 eV for the 
nonplasma sample.   © 7999 American Vacuum Society. [S0734-211X(99)01604-2] 

I. INTRODUCTION 

In polycrystalline thin film solar cells, CdS is convention- 
ally used as the window layer even though there have been 
some recent research efforts to identify alternatives.1 ZnSe, a 
wide gap II-VI semiconductor, widely studied for applica- 
tion in photonic devices, is a promising candidate. ZnSe has 
a higher band gap (2.7 eV) than CdS (2.4 eV). Its use would 
enhance the blue response and open circuit voltage of the 
solar cell. In addition, it would eliminate the environmental 
concerns regarding large scale use of Cd. Polycrystalline 
ZnSe films have been grown by various vacuum evaporation 
procedures,2'3 sputtering in hydrogen selenide,4 metalorganic 
chemical vapor deposition (MOCVD),5 and the two stage 
process.6 Difficulties in the control of film stoichiometry and 
defects lead to carrier compensation and the consequent high 
resistivity of the ZnSe films has restricted their application. 
Numerous investigations are directed towards forming films 
with higher conductivities. Incorporation of nitrogen dopant 
using a plasma source has been extensively employed for 
epitaxial ZnSe layers grown by molecular beam epitaxy 
(MBE).7 N2 in ionic form has been incorporated during 
growth by microwave, electron cyclotron resonance (ECR), 
and rf plasma excitation. Compensating capabilities of the 
dopant are not critically dependent on the plasma character- 
istics. 

In this article, we report preparation of polycrystalline 
ZnSe films by a plasma enhanced two stage selenization of 
metallic Zn precursor films. Selenization at reduced pres- 
sures permits easy ionization of the reactant species and the 
N2 atoms. This modifies the reaction kinetics and facilitates 
incorporation of nitrogen dopant. X-ray diffraction (XRD) 
investigation of the structure, scanning electron microscopy 
(SEM) analysis of the microstructure, optical band gap mea- 

a)Electronic mail: stlkumar@csnpl.ren.nic.in 

surements, and electrical properties of ZnSe films grown by 
plasma enhanced selenization are reported here. X-ray pho- 
toelectron spectroscopy (XPS) measurements have been em- 
ployed to indirectly support nitrogen incorporation in the 
films. 

II. EXPERIMENT 

Zn precursor films used in this study were deposited on 
cleaned glass substrates by the modified thermal evaporation 
process in which initially a thin «*80 Ä layer of In is depos- 
ited which enhances the adhesion of Zn atoms and provides 
a compact microstructure for the precursor.8 The thickness of 
the precursor films is monitored by a quartz crystal thickness 
monitor (Maxtek TM200). These measurements are corre- 
lated with the thicknesses of the selenized films determined 
by Tally step (Rank Taylor Hobson Model 2223). Excellent 
correlation between the two measurements was observed. 
Substrates were maintained at room temperature during the 
deposition. The substrates are then transferred into the sele- 
nization reactor details of which were published earlier.9 The 
Se flux is generated by heating Se to 240-260 °C and carried 
by a flow of N2 to the Zn precursor film held at the prese- 
lected reaction temperature of 400 °C in a separate zone for 
selenization. In the present work, Se vapor and N2 gas are 
ionized by creating a plasma in the region of the Se source 
and substrate. For this, a metal electrode was provided in the 
reactor assembly to couple the output of a 10 MHz spark coil 
oscillator. The pressure in the reactor was varied between 0.5 
and 5 mbar for these studies. At these pressures, confinement 
of the plasma to the reaction zone and the maintenance of 
reasonably high Se flux even with modest temperatures of 
the Se source can be ensured. 

III. RESULTS AND DISCUSSION 

The results of x-ray diffraction studies (performed using a 
Siemens D-500 x-ray powder diffractometer) of the yellow 
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FIG. 1. XRD of ZnSe samples formed by selenization (a) at 400 °C for 15 
min with plasma and (b) at 400 °C for 15 min without plasma assistance. 

transparent polycrystalline ZnSe films formed by seleniza- 
tion with and without plasma, under identical substrate tem- 
perature of 400 °C and reaction time of 10 min are shown in 
Figs. 1(a) and 1(b), respectively. For films of this overall 
thickness, typically less than 1000 Ä, only the major reflec- 
tion from (111) planes of the cubic phase have been identi- 
fied for the samples selenized without plasma. Plasma sele- 
nized films have a highly crystalline structure as seen from 
the increase in the intensity of the reflections. The integrated 
intensity of the (111) reflection, determined by integrating 
the spectrum increases by a factor of 20 as compared to the 
film selenized without plasma. The three main diffraction 
peaks corresponding to the (111), (220), and (311) planes 
have been identified in Fig. 1(a). The relative intensities of 
these reflections do not indicate any texture in the films. The 
absence of any of the strong hexagonal reflection, from 
among (100), (101), (102), and (103) planes confirms the 
formation of single phase ZnSe films. When much thicker 
ZnSe films (>5000 Ä) are formed, selenization reaction pro- 
ceeds to completion in more than 30 min. In the thick films, 
intensity of the XRD peaks increases and the important dif- 
fraction peaks are identified.6 The influence of the plasma 
enhancement is perceptible for the thinner films (<1000 Ä) 
and short reaction times of 10 min or lower. Traces of the 
reflections from the unreacted precursor are observed when 
the reaction time is not sufficient. This provides an indirect 
means of assessing the reaction kinetics. In the case of 
plasma enhanced selenization smaller reaction times are suf- 
ficient, indicating an enhancement of the kinetics. The in- 
crease in the intensity of the XRD reflections, which indi- 
cates enhanced crystallinity of the films is also more easily 
detected for thinner films (<1000 Ä). 

SEM micrographs of ZnSe films formed by selenization 
with and without plasma in Fig. 2 show significant differ- 

FIG. 2. SEM micrographs of ZnSe films formed by selenization at 400 °C 
for 10 min (a) with and (b) without plasma assistance. 

ences in the microstructure. Plasma assists the growth of 
increased concentration of large ZnSe crystallites [Fig. 2(a)] 
whereas those formed without plasma [Fig. 2(b)] show a few 
nonuniform crystallites in a microstructure dominated by 
crystallites of average size <0.1 fim. A similar microstruc- 
ture prevailed in thicker films. The basic microstructural fea- 
tures also do not change when the reactor pressure is 
changed from 0.5 to 5 mbar which alters the reactant avail- 
ability. 

Optical absorption of the ZnSe films was measured in the 
spectral range 200-2500 nm. The optical band gap was de- 
termined by plotting the relevant portion of the data as 
(ahv)2 vs (hv), where a is the absorption coefficient. The 
band gap values for ZnSe films formed with and without 
plasma assistance are the same. The direct band gap of 2.65 
±0.08 eV (Fig. 3) determined from this study is in agree- 
ment with the published value for cubic ZnSe. The optical 
studies were also performed on ZnSe films formed at differ- 
ent reactor pressures between 0.5 and 5 mbar but identical 
results were obtained. 

Electrical resistivities of as-formed samples were mea- 
sured by four probe technique using gold contacts and film 
thickness measured by optical and stylus techniques. The 
resistivity of ZnSe films is considerably effected when 
formed by plasma assisted selenization. Figure 4 shows the 
changes in the ZnSe resistivity as a function of the reactor 
pressure used during selenization with and without plasma 
assistance. Resistivities of the as-formed ZnSe films, grown 
without plasma are typically 105 Q, cm which is comparable 
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FIG. 3. Variation of (ah)2 with the photon energy for ZnSe film grown by 
selenization with and without plasma assistance. The extrapolation of the 
data gives an optical band gap of 2.6±0.05 eV in both cases. 

to polycrystalline ZnSe films deposited by MOCVD and 
thermal deposition techniques.2'3'5 An important result is that 
the resistivities of all samples selenized with plasma assis- 
tance are lower than the corresponding samples made with- 
out plasma. The reduction in the resistivity follows the low- 
ering of reactor pressure used in the selenizing in the 
presence of N2 plasma. At high reactor pressure, «*5 mbar, 
decrease in resistivity is 5% but it decreases by a factor of 
2.6 at a lower pressure of 2.5 mbar (Fig. 4). A remarkable 
and abrupt lowering of resistivity is observed at «1 mbar, 
the lowest reactor pressure studied. Here, a decrease of more 
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FIG. 4. Variation of the ZnSe film resistivity with the reactor pressure 
formed with and without plasma assistance. 

than four orders of magnitude is recorded. The ZnSe film 
formed under these conditions have a resistivity of 10 flcm. 

XPS analysis of the low resistivity film was performed 
using a 1257 PHI Perkin Elmer multitechnique system and 
the spectrum compared with ZnSe film formed similarly but 
without plasma.6 Mg Ka radiation with a photon energy of 
1253.6 eV was used. The energy resolution was ~0.2 eV 
during the high resolution analysis. Surface cleaning was 
performed using a 1 keV Ar+ ion gun for 15-30 s. In several 
samples, it was confirmed by sputter profiling that the sur- 
face and bulk compositions are identical. The peak intensi- 
ties indicate a stoichiometry of Zn(0 48_0.52)Se(0.52_o.55) indi- 
cating a marginal Se excess. General features of both the 
spectra are similar. The selenium 3d XPS line is located at 
53.7 eV for the sample selenized with plasma assistance and 
54.4 eV for the sample selenized without plasma in compari- 
son to 55.3 eV for pure Se showing a chemical of 1.6 and 0.9 
eV, respectively.10 The Zn2pV2 line is located at 1021.8 eV 
for the nonplasma sample and at 1021.5 eV for the plasma 
sample in comparison to 1021.5 eV for pure Zn. Since the 
XPS line of Zn is very close to the photon energy, the Auger 
parameter has been calculated. The Auger parameter for Zn, 
calculated from the experimental binding energies of the 
Zn(2p3/2) XPS line and the LMM Auger line is 2009.65 in 
comparison to the 2011.1 eV for the nonplasma sample and 
2014 for pure Zn. Standard value reported for ZnSe are 
2010.2-2011.5.n These results indicate that electronic 
charge transfer of the plasma selenized and nonplasma sele- 
nized sample are different. However, no physical, mechanism 
that could justify such changes due to doping or long range 
order are known. The line widths (full width at half maxi- 
mum) of the Zn and Se XPS lines are 3.3 and 2.5 eV for 
plasma grown ZnSe films, while these values are 2.0 and 2.3 
eV for the nonplasma sample which are comparable with the 
values of 1.5 and 1.8 eV for pure elements.10 Peak shape 
analysis of the high resolution scans indicated single peaks 
suggesting that neither Zn nor Se atoms exist in multiple 
valance states. This further supports the XRD evidence re- 
garding absence of minor phases. 

At the selenization temperatures employed in this study, 
the longer molecular fractions, Se5,Se6,Se7 are abundant in 
the gas phase. It has been experimentally observed that in- 
teraction of the Se5_7 molecular segments with the rf radia- 
tion induces ionization and dissociation of these longer mo- 
lecular fragments into smaller molecular fragments which 
are more reactive.12 Thus, it is expected that the consequent 
modification of the selenization kinetics is responsible for 
the increased crystallinity of the films which has been ob- 
served in the XRD and SEM analysis. It is known that ex- 
cited nitrogen species act as dopants during epitaxial growth 
of ZnSe.7 Presence of ionized nitrogen during plasma sele- 
nization would provide similar opportunities for incorpora- 
tion of nitrogen ions in the growing ZnSe film. Incorporation 
of ionized nitrogen as a dopant in the ZnSe film could ac- 
count for the observed lowering of resistivity. It seems that at 
higher reactor pressures, a larger availability of Se flux en- 
ables the reaction to proceed at a much faster rate and reduce 
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the probability of nitrogen incorporation. Detailed gas dy- 
namics calculations of the reactor13 shows that the reactor 
pressure determines the availability of Se reacting species at 
the precursor. The net availability of 101314/cm/s at 1 mbar, 
which translates to a deposition rate of «0.1 Ä/s in a corre- 
sponding deposition system. This would be the minimum 
reactant requirement for a reaction front to advance into the 
precursor material at a reasonable rate. The lowering of 
availability of the Se to impractical levels at lower reactor 
pressures suggests that there is a narrow window of oppor- 
tunity for the lowering of resistivities of ZnSe films by this 
method. Further optimization of the polycrystalline film 
deposition process would be required to lower the ultimate 
resistivities for actual device application. 

IV. CONCLUSIONS 

A novel plasma enhanced selenization process for the 
preparation of polycrystalline ZnSe films of low resistivity 
and high crystallinity has been demonstrated. Plasma as- 
sisted growth at low reactor pressure of «1 mbar causes 
significant (>3 orders of magnitude) reduction of the resis- 
tivity to 10 (1cm. XPS analysis shows a chemical shift of 1.6 
eV for the Se 3d line for the plasma selenized samples is 1.6 
eV rather than 0.9 eV for the nonplasma sample. ZnSe films 
exhibit an optical band gap of 2.65 ±0.08 eV which is invari- 
ant with selenization pressure and plasma condition. The two 
stage selenization process for ZnSe films described here is 
quite compatible with the growth process for CulnSe2 (CIS) 
absorber layer. This represents considerable process simpli- 

fication as the growth of low resistivity ZnSe by the present 
technique lends itself to a single step processing of window 
(ZnSe) and absorber (CIS) layers for the fabrication of poly- 
crystalline thin film CIS solar cells in a superstrate configu- 
ration. 
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Dry and wet etching methods are used to fabricate arrays of ungated GaAs field emitters. 
Comparisons were made among tips, wedges, pillars and walls. Effects of the etching technique and 
subsequent deoxidation procedure on the GaAs surface are evaluated in terms of emitter geometry, 
uniformity, heating and integration. Moreover, the current emission capability of field emitter arrays 
is investigated. In particular, the influence of a thin surface oxide layer on the emission stability is 
observed. An extraction of geometrical parameters is attempted on the basis of a statistical 
examination of the emission characteristics and the validity of this approach is discussed. © 1999 
American Vacuum Society. [S0734-211X(99)09604-3] 

I. INTRODUCTION 

GaAs field emitter arrays (FEAs) are among the emerging 
candidates for the next generation of high power field emis- 
sion sources for microwave applications.1 Indeed, emission 
capabilities of GaAs are expected to be slightly better than Si 
(Ref. 2) with the additional advantage of favorable thermal 
dissipation.3 In order to satisfy typical rf amplifier require- 
ments (high total array current, large current density per tip, 
high transconductance and low array capacitance), various 
shapes of emitters have been proposed (cone, pyramidal,4 

tip-on-post,5...). Wedge structures have also been considered 
for high power emitters, since Joule heating is expected to be 
an order of magnitude lower than for tips, making higher 
packing densities possible.3 

This article describes some aspects of the fabrication of 
GaAs FEAs. Both chemical etching and reactive ionic etch- 
ing (RIE) processes have been developed. Numerous studies 
have been reported in the literature describing the etching of 
GaAs;6'7 a wide variety of techniques have been used, result- 
ing in various profiles, etching rates, morphologies and uni- 
formities. The techniques we have studied were selected 
based on criteria such as high isotropy, moderate etching 
rate, sharp profile and high aspect ratio. Their evaluation is 
based not only on the resulting geometry of the structures but 
also on the nature of the surface after etching and its evolu- 
tion after a further treatment. Indeed, the surface properties 
before emission are found to greatly influence the emission 
capabilities. The potentialities in terms of microemitter inte- 
gration are discussed for both wet and dry etching processes. 
Finally, emission characteristics of various arrays of GaAs 
emitters are presented. 

II. FABRICATION 

A. Wet etching process 

In a first approach, the emitter arrays were fabricated us- 
ing a simple technology of wet etching. This method is ex- 
pected to provide sharp structures. It is based on a one-step 

^Electronic mail: ducroquet@insa-lyon.fr 

process of chemical underetching beneath circular (4 /mm in 
diameter), square (2X2 fim2) or rectangular (2X 100yu.m2) 
masks patterned on a highly doped (10 0) GaAs substrate. 
Silicon nitride masks are commonly used except for HF 
based mixtures for which resist is employed. The edges of 
the masks are in most cases aligned along the (1 1 0) and 

(T 1 0) cleavage planes. The etching is gradually controlled 
by optical microscopy and precisely stopped when the con- 
tact limit between the mask and GaAs is reached, in order to 
achieve the sharpest shape. Various shapes of emitters have 
thus been obtained (Fig. 1). The features of the different 
investigated etching solutions are summarized in Table I. 
The geometry of the structures are evaluated from several 
parameters: the aspect ratio, the curvature radius and the ver- 
ticality angle at the apex. The ratio of mask size to emitter 
height is given as an estimation of the integration potentiali- 
ties. 

At first, considering the system HF:HN03 :H20, roundish 
profiles for both natural cleavage planes on GaAs could be 
expected from a 1HF.THN03:1H20 mixture.7 However, the 
etching speed is too fast to allow an accurate control in the 
fabrication of 1 jj,m height structures, and was slowed down 
by increasing the H20 concentration. In this way, a 
1HF:1HN03:2H20 solution was found to provide pyramidal 
tips with good geometry features8 [Fig. 1(a)], showing also 
good uniformity over the array and interesting emission 
characteristics. For further dilutions, the etching rate de- 
creases down to rapidly become zero. The oxidation of GaAs 
by HN03 appears then as a limitation for this system because 
the resulting formation of As203 produces a very rough sur- 
face after etching, and can even block the reaction when the 
HF concentration is too low to immediately remove the 
formed oxide.9 

The next investigated system is the previous HF based 
system where the oxidizing agent HN03 is replaced by the 
hydrogen peroxide for which the oxidation of GaAs is 
known to form a thin and stable oxide of GaAs.10 A compo- 
sition of (1:10:21.2) is chosen for the HF:H202:H20 solution 
by reference to profile studies already reported for this sys- 
tem on GaAs.11 This etching appears highly nonisotropic for 
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FIG.  1.  Various profiles of emitters shaped by wet chemically etch:  (a)  lHF:lHNO,:2H20;  (b)  lHF:10H2O2:21.2H2O;  (c) 
(d) 1NH40H:1H202:8H20; (e) and (f) 40HCl:4H,O2:lH2O. 

lHF:20H,O,:100H2O; 

both directions of cleavage. Microwedges with a sharp ' 'py- 
ramidal" profile were obtained from an underetch of square 
masks [Fig. 1(b)]. The solution was cooled down to reduce 
the etching rate and to improve the aspect ratio and sharp- 
ness of the structures. The relatively high aspect ratio of the 
structures, the good verticality at the apex and especially the 
very small radius of curvature (5-6 nm) are the main advan- 
tages in using this mixture. On the other hand, the moderate 
emitter height compared to the initial mask size limits the 
possibility of integration. No further improvements were 
achieved, neither by increasing the water concentration 
which leads to a degradation of the aspect ratio, nor by in- 
creasing the hydrogen peroxide concentration which leads to 
the formation of a bottleneck at low etch temperatures (al- 
though a gain on the aspect ratio was noted). Taking into 

account the etch anisotropy, tip shaped structures were 
formed by orienting the mask edges at 45° to the natural 
cleavage planes [Fig. 1 (c)]. In this case, the best results were 
obtained with the solution: lHF:20H2O2:100H2O. The tip 
height and aspect ratio remain nevertheless modest despite a 
very good radius of curvature. 

A similar pattern orientation at 45° was used to demon- 
strate the capacity to chemically etch GaAs to nearly vertical 
sidewalls with a 1NH40H:1H202:8H20 solution.12 Using 
this highly anisotropic etching through rectangular masks, 
wall shaped structures combining an excellent verticality 
with a very high aspect ratio have been obtained [Fig. 1(d)]. 
Due to a relatively high etch rate, the emitter uniformity over 

TABLE I. Summary of the geometrical emitter parameters for different etchings (h: emitter height, r. radius of curvature, y. aspect ratio, a: verticality angle 
at the apex, a: size of mask edge). 

Etching Mixture Mask Emitter Etch time 
solution composition shape shape [h (ixm)] r (nm) V ah a/h Fig. 

HF:HNOvH20 1:1:2 square pyramidal tip 1' [0.93] 30-40 1.07 43° 2.15 Ka) 
HF:H202:H20 1:10:21.2C square micro-wedge 30" [0.77] 6-8 1.8 29° 2.6 Kb) 
HF:H20,:H20 1:20:100 45° square11 pyramidal tip 35" [0.47] 5-7 1 45° 4.25 1(c) 
NH4OH:H202:H20 1:1:2 45° rectangular*1 wall 2' [4.6] - 12-15 —2° 2.1 1(d) 
HC1:H202:H20 40:4:1 square, circular sharp tip 2'-3'[ir 10-30 1 weakf 2.1 Ke) 
HC1:H202:H20 40:4:1 rectangular sharp wedge 3'-4' [l.l]c 10-30 1.1 weak1 1.8 1(0 
SiCl4(RlE) circular dot pillar 1/, [1] -20s weak 0.05 2(a) 

SiCl4(RlE) rectangular line wall 1/'[1] ~20f 12 4° 0.05 2(b) 

ay=height/(base/2). 
ba = arctan[(base width-apex width)/2 X height)]. 
TS0,= 11.6°C. 
dMask edges oriented at 45° to the natural cleavage planes. 
cFor a solution stabilized at room temperature and next heated at 40 °C (with and without stirring). 
•Difficult to evaluate because of the strong verticality of the rounded forms at the apex. 
Corresponds to an equivalent radius equal to the width at the apex/2. 
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\\\\\\X\\f\ 
FIG. 2: Reactive ionic etching of GaAs emitters: (a) array of pillars 1 /mi apart, (b) array of walls 1 /an apart, (c) high density array (wall to wall spacing: 
150 nm). 

the array is yet difficult to ensure. Moreover, the reduced 
bases of these structures may very well limit the heat dissi- 
pation at high emission levels, as was noticed during emis- 
sions testing. In any case, at moderate emission, such wall 
structures form an interesting geometry which could, for ex- 
ample, be integrated in a "knife on post" process. 

Contrary to both previous systems, the 40HCl:4H2O2: 
1H20 mixture presents very highly isotropic features for the 
etching of GaAs (Ref. 13) and provides roundish profiles in 
both cleavage directions. Wedge and tip emitters with a very 
sharp profile, an aspect ratio slightly higher to unity and a 
radius of curvature in the range of 10-20 nm have been 
typically fabricated using this etching mixture14 [Figs. 1(e) 
and 1(f)]. However, the HCl-based solution is exothermic 
and subject to bubbling. In particular, when the etch is car- 
ried out a short while after initially mixing the constituents 
(under these conditions, the etch rate is —2 /ttm/min and the 
solution temperature —60 °C), etch pits are observed at large 
scale on the surface of the sample. These etch pits can be 
greatly reduced by letting the chemical solution settle at 
room temperature. But the significant reduction of the etch- 
ing speed in this case is also found to favor the growth of an 
oxide layer on the surface leading to a detrimental effect on 
the emission. An optimized procedure limiting both etch pits 
and surface oxide is obtained by heating the solution and 
regulating it around 40 °C. These different operating condi- 
tions do not affect the profiles of the emitter structures and 
provide a good uniformity over the array. 

We conclude that these wet chemical etching methods are 
able to shape a large variety of emitter geometries. Never- 
theless, as shown in Table I, the required space for the mask 
patterns inevitably constitutes a severe limitation for the fab- 
rication of very high density emitter arrays. 

.100Y_ 

B. Dry etching process 

In contrast to wet underetching, the RIE process is able to 
provide both a high resolution transfer of deep submicron 
masks and highly vertical profiles in view of enlarging mi- 
crostructure integration. Electronic beam lithography and a 
lift-off processes were used to pattern 40nmX 10/u,m metal 
lines and 40-nm-diam circular dots. For the lift-off, a high 
sensitivity bilayer resist system, composed of a bottom layer 
of 4% copolymer (80 nm) and a top layer of 3% 950 K 
polymethyl(mefhacrylate) (50 nm) has been applied, fol- 
lowed by a deposition of 30-35 nm thick metal (Ti-Au). 
The etching of GaAs was performed at 5 mTorr with a SiCl4 

plasma under an Ar flow to produce smooth surfaces and 
high vertical sidewalk. 1 /nm high pillars [Fig. 2(a)] and 
walls [Fig. 2(b)] with less than 4° sidewall angle, high aspect 
ratio and 35-40 nm width at the apex were fabricated. An 
additional sharpening process can be performed on these 
structures using gentle wet chemical etching. A digital etch- 
ing procedure10 (based on cycles of successive steps of oxi- 
dation and formed oxide etching) was found to be well 
adapted when a highly accurate control is required (—1.5 nm 
per cycle). Interesting profile improvement was also ob- 
served using a SI^PO^lHjOjiSOI^O mixture. In this case, 
an etch speed of 35 nm/min is obtained at 3.2 °C on a be- 
forehand HF deoxidized structure. 

FIG. 3. 2D simulation of equipotential lines: (a) single emitter, (b) infinite 
number of emitters. 

0 12 3 4        5        6. 
Emitter to emitter spacing (um) 

FIG. 4. 2D simulation of the electric field at the apex as a function of the 
emitter to emitter spacing. Case of 1 /an "height wall structure (cf. Fig. 3) for 
two anode-cathode distances: (1) 2 /im; (2) 6 /im. Equivalent elements for 
an array of 1 cm2 area: (3) 40 nm diam pillars, (4) walls of 40 nm width at 
the apex. 
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FIG. 5. Effect of a deoxidation procedure on the roughness of the GaAs 
surface preliminary etched by a 40HCl:4H2O2:lH2O solution at room tem- 
perature: (a) as etched (reference), (b) +BOE, (c) +HF, (d) 
+ 1NH40H:1H20. In order to intentionally amplify effects in order to allow 
observation by SEM, the samples were dipped 30 min in the deoxidation 
solution (instead of 30 s to few minutes for the FEAs) and then annealed at 
300 °C for 1 h. 

100 150 200 
Anode voltage (Volt) 

250 

FIG. 7. Evidence of the "oxide breakdown" phenomenon: (1): first voltage 
sweep, (2): further voltage sweeps. 

were set to have the conductor anode at voltage V and the 
emitter grounded. Simulation results (Fig. 4) show that the 
decrease of the electric field still remains relatively moderate 
(~50%-60% when the wall to wall spacing is reduced from 
1 fim to 150 nm) compared to the potential gain on the 
emission current. Indeed, considering a constant electric 
field, this gain is expected to increase in the same proportion 
as the emitter number. 

The RIE process yields uniform and reproducible results 
with high packing densities. A reduction of the line to line 
spacing down to 150 nm was experimentally achieved [Fig. 
2(c)], leading to a potential integration of 6X 107 walls (or 
6 X 109 pillars) per cm2. However, as a consequence of high 
integration, the resulting proximity effects are expected to 
induce a lowering of the electric field at the apex, as illus- 
trated in Fig. 3. These effects were assessed by simulating 
the evolution of the electric field as a function of the emitter 
to emitter distance. Simulations were made with a commer- 
cial software15 using a finite element method applied to any 
geometrical structure. The electrostatic potential and electric 
field were computed at each node between the emitters and 
an anode by solving the Laplace equation (only the case of 
metal emitters was considered). The boundary conditions 

FIG. 6. Influence of the deoxidation treatment on the surface roughness after 
etching GaAs using a 40HCl:4H2O2:lH2O mixture in two operating condi- 
tions: (a) etch without letting the solution settle beforehand, (b) etch at room 
temperature after the solution was settled. Histograms correspond to the rms 
value of the roughness measured by atomic force microscopy full line 
curves to the Z range value. The dark (light) color refers to a sample area of 
1 fim2 (25 fim2). 

III. EXPERIMENT 

The emission characteristics of FEAs are carried out in a 
vacuum chamber at a pressure of 3 X 10"8 Torr. The ungated 
devices are tested in a diode configuration in which the con- 
ducting anode is kept at a 6 /zm distance above the cathode 
by an insulating film. In order to enhance the electrical emis- 
sion, the samples are deoxidized just before being introduced 
into the vacuum chamber. As previously reported,8 for struc- 
tures etched using a HF:HN03 :H20 mixture, As203 surface 
oxide is partially removed and smoothness and crystallinity 
improved by dipping the sample in a buffered oxide etchant 
(BOE) solution for a few seconds, followed by an annealing 
at 300 °C for 1 h. In contrast, a similar process applied to 
structures etched with a HC1:H202:H20 solution leads to a 
marked increase of the surface roughness [Fig. 5(b)]. This 
effect is noted whatever the etching operating conditions 
used and increases with the initial oxide thickness (Fig. 6). 
Therefore, in this case, a deoxidation procedure using a pure 
or dilute HF solution or a 1NH40H: 1H20 mixture, which are 
both found to improve the surface conditions, is preferred 
[Figs. 5(c) and 5(d)]. In particular, an enhancement of the 
emission is observed even on samples with a thick initial 
oxide layer after being submersed in 1NH40H:1H20 for a 
few minutes. However, this process needs to be performed 
with some care, since it can create areas of instability where 
the surface is no longer passivated by a thin oxide layer 
during electron emission. 

The current-voltage (7-V) characteristics are recorded 
by computer. The anode voltage is typically incremented in 
steps of 0.2 V. At each step, the emission current is measured 
with a frequency of 0.5 Hz for 1 min using an electrometer 
(Keithley 617) and the results numerically averaged. In order 
to stabilize the emission, the bias voltage is progressively 
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increased until the current reaches a specific limit. The volt- 
age sweep is then repeated several times prior to going to the 
next current limit. During these cycles of measurement, a 
shift of the curves with the voltage is observed. The direction 
and amplitude of the shift appear strongly dependent on the 
surface conditions of the sample. In particular, when the ox- 
ide layer is expected to be greatly reduced or quasicom- 
pletely eliminated, it seems that the curves preferentially 
shift to the lower voltages, in agreement with previously re- 
ported observations.4 This is, for example, the case for 
samples etched using HC1:H202:H20 (without stabilization), 
NH4OH:H202:H20 or using a RIE process. 

In contrast, a slighter shift to the high voltages is gener- 
ally noticed on samples etched by HF:HN03:H20 or 
HC1;H202:H20 (process with stabilization and heating of the 
solution at 40 °C), for which the surface oxide layer is as- 
sumed to be thicker. Moreover, in these cases, during the 
first voltage sweep, instead of a progressive increase of the 
current as observed on the former samples, the emission 
turn-on occurs very suddenly (Fig. 7). This effect is not re- 
versible and could be related to an "oxide breakdown" at 
the apex of the emitter. The further voltage sweeps show 
correct emission and the stabilization of the characteristics is 
generally rapidly achieved. The temporal evolution of the 
current at a fixed voltage is found to be very stable with 
fluctuations reduced to a few percent over several hours. 

IV. FIELD EMISSION CHARACTERISTICS 

A. Single emitter 

The parameter extraction from the experimental I-V 
curves was carried out using the planar Fowler-Nordheim 
(FN) formalism16 

/(V)=AXSX(/3V)2Xexp(--^ (1) 

with. 

1.4X10"6 

■ X exp 
9.81 

7* 
B = 6.49XlOyX0J/2, S is the total emitting surface ([S] 
— m2 mz), ß is the field enhancement factor (E = ßXV, [ß] 
= m~1) and (j> is the emitter work function (</> is set to 4.07 
eV). The main limitation of this formulation lies in the fact 
that a constant electric field along the emitter surface is as- 
sumed. For example, we can show that a linear regression 
performed on simulated data taking into account the varia- 
tion of the electric field along a conical structure is found to 
lead to an emission area underestimate by around 300% and 
to an extracted average field enhancement factor ß below its 
maximum value at the apex by 5%-7%. An improved pa- 
rameter extraction procedure17 was to consider the integra- 
tion of the current density over the emitter surface using the 
ideal metal emitter floating sphere model for which the field 
distribution on the surface of the sphere varies as a function 
of the polar angle f?:18 

10 20 50 100 
Radius of curvature r (nm) 

FIG. 8. Evaluation of the electric field reduction factor p as a function of the 
radius of curvature for several emitter geometry, the dashed lines are guides 
for eyes: (1) rounded whisker, (2) tip-on-post, (3) pyramid. At r = 30nm, 
the arrow indicates the evolution of p with the angle of a conical structure 
(from a = 0 (rounded whisker) to a=50° by step of 10°). 

V 
E{9)=-X —+ 3Xcos(f?) (2) 

where r is the radius of curvature at the apex, d is the dis- 
tance anode-cathode, h is the emitter height and hr=h~r. 
However, the resulting expression does not systematically 
lead to a linear FN I(V) plot and then nonlinear minimiza- 
tion techniques are needed to extract parameters. Indeed, a 
linear FN I{V) plot is only obtained when E is taken equal to 
its maximal value. Moreover, it was shown that in any case, 
an accurate knowledge of the electric field at the apex of the 
emitter is required beforehand in order to achieve to a physi- 
cal explanation. In particular, a reduction factor p needs to be 
introduced in the expression of the maximum electric field 
enhancement factor ß deduced from the floating sphere 
model 

ßmax = PX 
hy 

dXr' (3) 

An evaluation of the reduction factor p was obtained from 
electric field simulations for various emitter geometries (Fig. 
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FIG. 9. Emission characteristics of a single GaAs tip. (Inset) The corre- 
sponding FN plot. 
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FIG. 10. Typical emission characteristics of GaAs field emitter arrays: (a) 
wedge array, (b) tip array, (c) wall array. 

8). Close to unity for blunted or very high aspect ratio struc- 
tures, p is reduced down to 0.35-0.4 for wide angle struc- 
tures. A similar investigation was conducted for two dimen- 
sional (2D) emitters using an approximate floating cylinder 
model. In this case, the field distribution on the surface can 
be expressed by 

E{8)=V-X 

rXln - 
llxh, 

+ 2Xcos(0) (4) 

and the maximum electric field enhancement factor by 

ßn = ?XdX- 

hr 

rXln - 
l2Xh, 

(5) 

The variations of p as a function of the structure angle and 
radius of curvature follow a similar tendency to those ob- 
served for 3D structures, but with a reduced amplitude. 

Experimental emission characteristics of a single GaAs 
tip are shown in Fig. 9. A radius of curvature of 8 nm is 
extracted from the FN I(V) plot (inset of Fig. 9) using a 
linear regression. This value is quite in agreement with scan- 
ning electron microscope (SEM) measurements. Even if cor- 
rected, the emission surface (around 2XlO"20m2) remains 
much smaller than expected if the whole upper part of the tip 
is assumed to participate in emission. It could be suggested 
that a greatly reduced emission area may be generated by the 
oxide breakdown phenomenon, often observed on these tips. 
Moreover, this effect should lead to an electron accumulation 
at the apex and an increase of the local Joule heating, 
which could explain the premature extinction of the emission 
which is noticed on these samples. On some damaged 
samples, SEM observations show that a tip melting occurs at 
the apex. 

B. Field emitter arrays 

On the investigated GaAs field emitter arrays, a curvature 
effect on the stabilized emission current FN plot at low volt- 
ages is generally observed (Fig. 10). This effect is attributed 
to the electric field distribution among the elements of the 
array   and   is   well   predicted   using   various   statistical 
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FIG. 11. Simulated data of the derivative of ln(//V2)=l/V considering a 
Gaussian distribution of the radius of curvature for several standard devia- 
tion values cr. (a) 0, (b) 2 nm, (c) 4 nm, (d) 6 nm, (e) 8 nm, (f) 18 nm. The 
maximum of the distribution is set at r0 = 20nm, the lower limit of the 
integration is rmin=0.1 nm. 

models. 19~22 In particular, it has been shown that considering 
a normal distribution of the emitter sharpness, an analytical 
expression of the FN plot can be derived20: 

„2 Bo 

2XVZ (6) 

with B0 = B/ß and A0=\n(AXSXß2). Compared to the lin- 
ear FN expression, it is clearly seen from Eq. (6) that the 
curvature is caused by the addition of a third term, propor- 
tional to the square of the standard deviation a of the emitter 
geometry, which represents the excess current introduced by 
the sharper emission sites. If a good agreement between this 
model and the experimental data is obtained for low values 
of the standard deviation (for example, for characteristics 
obtained during the first steps of the formation procedure), 
no correct fit could be achieved for most of the "well stabi- 
lized' ' characteristics. The limitation of the model is relative 
to the inevitable truncature effect of the Gaussian distribu- 

TABLE II. Error estimation on the determination of curvature radii compared 
to nominal value r0 for different parameter extraction procedures as a func- 
tion of the degree of truncature of the Gaussian distribution: Argoly/r0 and 
Arjjc7r0 are the relative errors on the average curvature radii determined 
respectively from a polynomial regression of ln(//V2)=/(l/V) plot [Eq. (6)] 
and from a linear regression of the derivative [Eq. (7)]. Arf^b/r0 and 
Arfw^/ro me me relative errors on the minimal and average values of the 
curvature radii determined from the linear regression of//V4=/(l/V) plot 
[Eq. (9)].a 

b 

A^ly Arf" 
C 

A rpa'ab 
L*r mjn Arg""* 

'min ro r0 r0 

r0-10Xo- -1% -1% 

r0 - 5 X a -10% -2% 
r0-3Xo- -30% -3% 
r0-2.5Xo- -50% -10% <-70% +45% 

r0-2Xcr -60% -20% -20% +20% 
r0-1.5X<r -70% -30% -15% + 10% 

r0-o- <-80% -40% -10% + 10% 

"Minus sign(plus sign) is arbitrary used in case of an underestimation (over- 
estimation) with respect to the nominal value. 

bSee Fig. 11 for data simulation conditions. 
cSee Fig. 12 for data simulation conditions. 
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FIG. 12. Comparison of simulated FN plots using a truncated Gaussian 
distribution (full lines) and a parabolic distribution (dashed lines) model of 
the radius of curvature for different values of truncature rmin: (a) 1 nm, (b) 
5 nm, (c) 10 nm. The distribution maximum is set at r0 = 20nm. For the 
Gaussian distribution, the standard deviation is fixed to 8 nm. For the para- 
bolic distribution, the integration limits are r, = rmin and r2 = 2r(j-rl. 

tion as the standard deviation increases due to the fact that 
the emitter radii cannot be physically smaller than some 
threshold value rmin. The effect is best illustrated using the 
linear formulation of the derivative of Eq. (6): 

<?[ln(//V2)] 

d(VV) 
■-B.+ - 

a 
(7) 

Increasing discrepancies to the expected linear behavior are 
observed as high values of a are considered (Fig. 11), and 
therefore as the Gaussian is truncated in a significantly con- 
tributive region of the distribution. Despite the restriction of 
excess noise introduced by derivative techniques on experi- 
mental data, this method would be able to improve the va- 
lidity of extracted parameters, in particular when high stan- 
dard deviation values are involved. From simulated data, it 
can be shown that the determination of the mean curvature 
radius r0 using a full Gaussian model can be highly errone- 
ous as soon as rmin>r0-3X.o- (Table II). 

Another approach was to consider a parabolic 
distribution.21 As the contribution of the emitters in the upper 
tail of the Gaussian distribution" does not significantly con- 
tribute to the emission current, the truncated Gaussian distri- 
bution can successfully be replaced by a parabolic distribu- 
tion (Fig. 12). It was demonstrated that using the floating 
sphere model and a symmetrical parabolic distribution func- 
tion (with a maximal at r0 and lower and upper integration 
limits at, respectively, r1 = rmin and r2 = 2Xr0-r1), the fol- 
lowing approximate FN expression can be derived:21 

6Xr? / 
~2=AXSXß2X- -3 X 

X 
B      (r2-ri) 

ß{rx)V      rx 

ß{rx)V 

B 

2   Xexp 
B 

(8) ß(ry)VJ- 

Taking into account the typical parameter values of the in- 
vestigated FEA and for sufficiently broad distributions (and 
low emission turn-on voltages), Eq. (8) can be simplified as 

-4=AX5X/32X XI —-— I  X exp 
(7-2-r,)2 B 

B 

ß(n)v 
(9) 

providing an expression from which the parameters rmin and 
r0 can be evaluated from simple linear regression. Extrapo- 
lations of rmin and r0 from simulated data using Eq. (9) ef- 
fectively show that coherent results are obtained as soon as a 
broad and highly truncated Gaussian distribution (rmin>r0 

-2Xo) is considered (Table II). 
From experiments, on most of the investigated FEAs a 

consistent evaluation of the parameters is obtained using a 
comparison of both statistical models. The average r0 and 
minimal rmin radii of curvature are typically found ranging 
from 1 to 10 nm and from 0.7 to 2 nm, respectively, in 
agreement with SEM observations. The geometry scattering 
(ratio of standard deviation to mean emitter sharpness) is 
evaluated between 15% and 30% for wet chemical etched 
arrays and between 15% and 20% for RIE ones. It is worth 
noting that this analysis only considers the geometric fea- 
tures of the emitters, although other factors can be sources of 
uncertainty in the parameter estimates, such as an inaccurate 
determination of the work function or the presence of inter- 
face states or surface oxide which can greatly modify the 
emission properties.22 For a few characteristics of RIE 
etched wall arrays, this extraction procedure gives values of 
curvature radius (r0 from 0.05 nm to 0.1) far lower than 
expected from SEM observations. This observation appears 
to be consistent with relatively low turn-on voltages and 
higher emission currents. As this effect does not systemati- 
cally occur on all these structures, an enhancement of the 
factor ß due to the angular geometry of the wall edges seems 
to be an insufficient assumption to satisfactorily explain this 
behavior. In contrast to wet chemical etching, RIE process- 
ing is supposed to limit the formation of oxide and therefore 
more readily expose the surface to perturbations. In particu- 
lar, it can be suggested that a high density of positive surface 
states introduced during the latter steps of the fabrication 
process can contribute to enhance the emission, first by low- 
ering the potential barrier, and second by reducing the deple- 
tion region at the emitter apex. The last condition also has 
the additional advantage of delaying Joule heating.23 

V. CONCLUSION 

Various ungated GaAs FEAs have been fabricated using 
wet and dry etching methods, and their emission capabilities 
were demonstrated. In most cases, a formation procedure 
was found necessary to stabilize the I-V characteristics. 
This procedure leads to a blunting of the sharpest emitters 
and also to an increase of the standard deviation of the struc- 
ture geometry, which leads us to suggest that after formation, 
the geometry distribution is well represented by a truncated 
Gaussian model. It was also shown that in the case of a 
highly truncated Gaussian distribution, a more coherent pa- 
rameter extraction procedure is obtained using a parabolic 
distribution model. Nevertheless, a comparison between the 
full Gaussian and parabolic distribution is needed to get a 
correct idea of the geometry distribution. It appears that in 
some cases, the geometric features themselves are insuffi- 
cient to explain the experimental results, and highly modified 
electrical surface properties need to be reviewed. Indeed, 
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several experimental evidences, such as current instabilities, 
oxide breakdown phenomena, or inconsistent parameter ex- 
traction all emphasize the influence of the surface properties 
at the emitter apex on the emission characteristics. 
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Novel lateral field emission device fabricated on silicon-on-insulator 
material 
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A field emission device which shows very low turn-on voltage with large electrode spacing has been 
fabricated by applying KOH orientation-dependent etching to single crystal silicon. Aqueous KOH 
solutions create sharp angular structures bounded by (111) planes at an angle 54.74° from the (100) 
surface. Using this technique, "self-sharpening" tips were formed on silicon-on-insulator wafers. 
This process can be used to form lateral sharp edges that can act as both the cathode and the anode 
in a field emission device. The shapes of the tips were determined using transmission electron 
microscopy and the smallest emitter tip radius in this study was estimated to be 3 nm. These sharp 
emitters enable significant electron emission at low turn-on voltage even for large spacing between 
the emitter and the collector. The lowest turn-on voltage was found to be 27 V with emission 
currents of 10 fiA at 1 fim spacing. Electron emission was observed even at an electrode spacing 
larger than 2 fim. The field enhancement factor (0) and field emission area (a) have been calculated 
using the Fowler-Nordheim equation. As expected, the field enhancement factor decreases with 
increasing electrode spacing. Failure mechanisms for the devices associated with high electric field 
are also discussed in this article.   © 7999 American Vacuum Society. [S0734-211X(99)00904-X] 

I. INTRODUCTION 

Since the first microelectronic field emission devices were 
fabricated by Shoulders in 1961,1 significant developments 
have been achieved by others such as Spindt et al.2 and Gray 
and Greene.3 Since then, field emission devices have found 
many applications in free electron systems such as electron 
microscopes, flat panel displays, and high power 
amplifiers.4"6 Their operation is based on high electric field 
induced transfer of electrons through a vacuum from a cath- 
ode to an anode. 

Busta7 reported a lateral field emission structure called a 
"nonself-aligned device" in 1989. This device employed a 
triangular shaped NiCr emitter of 800 Ä thickness. It was 
fabricated on glass substrates over which a 1 fim thick Al 
gate was fabricated using a 0.3 fim silicon nitride film as a 
sacrificial layer. A major advancement came in 1991 when 
groups from Honeywell and the Naval Research Labs re- 
ported a thin film edge emitting vacuum microelectronic 
diode.8 They obtained a high electric field on the emitter 
surface by applying up to 80 V across electrodes between the 
thin emitter (200 Ä) and the anode. The device is essentially 
an emitter wedge with a curvature of less than 200 Ä. Gray 
and co-workers proposed a vacuum microelectronic triode.9 

Oro and Ball10 fabricated lateral tantalum multitip diodes 
with emitter to anode spacing ranging from 0.03 to 0.50 fim 
using high resolution electron beam lithography. Mason and 
co-workers11 studied an improved monolithic diode struc- 
ture. This device employs simple fabrication steps and is 
called a "table-top" emitter because of its shape. The pro- 
cess makes use of the conformal deposition of layers, fol- 
lowed by patterning and etching. This is a semiconductor 
industry-wide standard approach to fabrication. However, 

''Electronic mail: r.roedel@asu.edu 

the fabrication of these devices is relatively difficult. The 
most recent work has been done by Park et al.,12 who inves- 
tigated lateral field emission diodes fabricated on separation 
by implantation of oxygen (SIMOX) wafers. The electrode 
spacing ranges from 0.3 to 0.8 /urn and has a turn-on voltage 
of 22-25 V and emission current of 7 fiA. However, the 
emitter was constructed by allowing a bridge between the 
anode and the cathode to separate by fracturing. The spacing 
was not well controlled. 

Fabrication of these lateral field emission devices typi- 
cally uses photo- or electron-beam lithography to define the 
distance between the emitter and the collector. This dimen- 
sion determines the lowest operating voltage as it defines the 
electric fields at the emission tips. However, it is not easy to 
fabricate an electrode spacing of less than 1 /mi using the 
typical lithography technique and wet etching. On the other 
hand, the electric field at the emission tip at a given voltage 
can be increased by choosing appropriate materials and by 
increasing the sharpness of the emission tip. Recently, vari- 
ous researchers have reported the development of suitable 
materials for electron emitters. These materials include 
Mo,13 Au,14 TiW/W/Al,15 and chemically vapor deposited 
(CVD) diamond.16 The advantages of metal and diamond 
emitters are a low work function, very small electron affinity, 
physical stability of the material, and high thermal conduc- 
tivity. However, the fabrication of these emitters requires 
complicated processing and higher cost compared to single 
crystal silicon emitters. 

In this study, we used silicon-on-insulator (SOI) to fabri- 
cate the electron emitters and focused our work on increasing 
the sharpness of the emitter. Etching of the top Si with aque- 
ous KOH solution was used to form the emitters since this 
exposes facets at an angle 54.74° from Si(100) surface be- 
cause of the different etch rates between (100) and (111) 
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2^tmoftopn+Si 

(a) 

FIG. 1. SEM picture of emitter sharpness based on KOH etching conditions 
of (a) 30% KOH at 70 °C reaction temperature and (b) 30% KOH at 90 °C 
reaction temperature. 

planes on Si(100) wafers. Although rectangular masks were 
used to define the cathodes, due to edge effects the KOH 
etches more rapidly at the corners and, consequently, ex- 
tremely sharp tips were produced. Figure 1 shows a scanning 
electron microscopy (SEM) top view of the emitter tips on 
the SOI material under different etching conditions. These 
tips are formed with a 30% KOH solution at 70 and 90 °C 
etching reaction temperatures. Transmission electron micros- 
copy (TEM) was used to observe the etched shape and sharp- 
ness of the tip and revealed that a tip diameter of 1 -5 nm 
was possible. Many different types of tips can be formed by 
controlling the concentration of the KOH solution and other 
etching conditions.17 The etching condition for tip sharpness 
was optimized by the "design of experiment approach." 

Our results indicate that lower temperatures produce de- 
creased tip sharpness because of the formation large H2 

bubbles which impede the etch process. Interestingly, the 
sharpness of the silicon tip shows a similar trend as the etch 
rate in that both the sharpness and etch rate increased to a 
critical point and then decreased at very high temperature 
and KOH concentration. The sharpest tips fabricated in this 
study were made at 30% KOH and 70 °C reaction tempera- 
ture and have radius =£ 3 nm. Although different types of tips 
can be formed by controlling the concentration of the KOH 
solution and other etching conditions, only the optimum tip 
formed by KOH etching will be described in this study. 

 450AofSi3N4  

1 (imofSiOj 

450 nm of bottom Si 

(a) SijN, film on the SOI wafer 

%*«««#*st',Ä I.> «.<•«„«.= ■ 

.' ■ ..   ..-. -.-• 'T-- ...JAAT-.fcli 

(b) Etched Si jN, by RIE 

Emitter     \   /      Collector 

(c) KOH orientation-dependent etching 

(d) HF isotroplc etching 

(e) Removing Si 3N4 and Al lift-off 

^N^^^^       ^300nAofA^^ 

(0 Removing Si ,N, and SI collector 
covered with Al 

FIG. 2. Schematic diagram of the process sequence for the fabrication of 
field emission devices. 

Using these fabricated field emission devices, the relation- 
ship between the field enhancement factor and electrode 
spacing will be described, and the electron field emission 
area will be reviewed using transmission electron micro- 
graphs of the device. Finally, possible device failure mecha- 
nisms due to the high electric field will be briefly discussed. 

II. FABRICATION OF SOI FIELD EMISSION 
DEVICES 

The process sequence of the fabrication of SOI field emis- 
sion devices is shown in Fig. 2. The wafers used in this 
research were thermally bonded SOI wafers with (100) ori- 
entation. The thicknesses of the top Si and buried Si02 layer 
were 2 and 1 yttm, respectively, with ±10% variation. Pro- 
cessing begins with standard RCA cleaning of the SOI wa- 
fers. The top Si layer was then highly doped using a phos- 
phorus solid source at 970 °C to convert the p-type top Si 
layer to an n+ layer. A 450 Ä layer of Si3N4 [Fig. 2(a)], 
which will act as a KOH etching mask, was deposited on the 
wafer using low-pressure chemical vapor deposition 
(LPCVD). Silicon oxide can be used as an etch mask for 
short periods in the KOH solution but, for long periods, sili- 
con nitride is a better etch mask because it etches more 
slowly. The SOI wafer was then cut into lOXlOmmsq 
pieces for use for discrete field emission devices. Positive 
photoresist was used to pattern the silicon nitride for the 
KOH etching mask. The nitride was etched with a CF4 

plasma [Fig. 2(b)] and the top Si on the SOI wafer was then 
etched with 30% KOH solution at 70 °C for 3 min [Fig. 
2(c)]. Isotropie etching with HF was used to remove 440 nm 
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(b) 

FIG. 3. (a) Cross-sectional TEM image of the field emitter tip and (b) top 
view of the field emission devices. 

of Si02 around the field emission tip after the anisotropic 
etching [Fig. 2(d)]. This was done to allow the Si tip to 
overhang the isolation. Figure 3(a) shows a TEM cross- 
sectional view of the emitter after HF isotropic etching. Fi- 
nally, electrical contacts to the n+ Si layer were formed by 
electron beam evaporation of 1500 Ä of aluminum which 
was subsequently patterned by lift off [Fig. 2(e)] or etching 
[Fig. 2(f)]. To decrease the electrode spacing and increase 
the physical stability of the anode, 3000 Ä of Al was depos- 
ited on the Si anode by e-beam evaporation [Fig. 2(f)]. Fig- 
ure 3(b) shows top-view sketches of the completed field 
emission devices on the SOI wafers. The spacing between 
the cathode and anode can be controlled from less than 1 to 
5 /xm by the KOH etch process condition and by moving the 
anode metal mask relative to the emitter. A select metal 
etchant, a mixture of HN03, HP03, CH3COOH, and H20 
(1:4:4:1), was used to etch the Al in this research. Note that 
only two lithography steps are necessary for the fabrication 
of SOI field emission devices in this research. 

Very sharp emitters can easily achieve the high electric 
fields necessary for field emission of about 4X107V/cm. 
The tip diameter is one of the most significant factors deter- 
mining the emission current because it affects the electric 
field at the emitter tip. In order to obtain high fields for 
electron emission, field emission devices must have a high 
curvature, resulting in a very high applied field at the emit- 
ting surface. Etching with KOH solutions is a process that 
can produce extremely sharp emitters. 

FIG. 4. TEM image of the emitter tip with native oxide around the tip. 

A high vacuum system with a contact stage was built for 
testing of the field emission devices in this research. The 
fabricated devices were tested under a vacuum of approxi- 
mately 10~7 Torr. The contact stage inside the high vacuum 
system was connected via coaxial feedthroughs to a Hewlett 
Packard model HP 4145B or Tektronix 372 semiconductor 
parameter analyzer for electrical characterization. The testing 
was performed by applying a positive voltage at the anode 
while holding the cathode at the measurement unit ground. A 
scanning electron microscope (ISI-DS 130) and a field emis- 
sion gun source TEM (Philips CM2000) were used to deter- 
mine the tip sharpness and diameter. 

III. DISCUSSION 

The tip diameter and sharpness are the most significant 
factors determining the electric field at the emitter tip and 
thus the emission current. This research indicated that single 
crystal silicon field emission tips formed using a KOH solu- 
tion have a much better capability of electron emission com- 
pared to other previous methods.7"12 TEM was used to ob- 
serve the etched shape and sharpness of the tip and revealed . 
that a tip diameter of 1-5 nm was possible. Such sharp emit- 
ters enable significant electron emission at low turn-on volt- 
age even for relatively large spacing between the emitter and 
the collector. 

Figure 4 shows the shape of the tip that was determined 
using TEM. The emitter diameter was estimated to be 3 nm. 
The thickness of the oxide layer around the emitter tip was 
found to be 2.3 nm. This layer formed around the emission 
tip as a result of exposing the silicon to air. Yang et a/.18 

have reported the reduction of emission current density from 
an emitter covered with an oxide layer a few monolayers 
thick. In order to increase the efficiency of emission tip and 
electron emission, the native oxide should be minimized. 

Figure 5 shows the /- V characteristics of SOI field emis- 
sion devices for two prototype diodes with turn-on voltages 
of 27 and 60 V. The device with the 27 V turn on (B3381) 
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Operating vottage(V) 
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FIG. 5. I-V characteristics of field emission showing the dependence on 
electrode spacing. 

had a metal anode [Fig. 2(f)] and 1 fim spacing between 
electrodes. The emission current was 10 fiA at 30 V of op- 
erating voltage in this device. 

The silicon anode devices [Fig. 2(e)] generally showed 
higher turn-on voltages than the metal anode devices because 
of their larger spacing. For example, device B3362 had a 
spacing between electrodes of about 2 /*m with a turn-on 
voltage of 60 V and an emission current of 27 fiA at 80 V of 
operating voltage. The above devices were fabricated with 
the same etching condition (30% KOH concentration, 70 °C 
reaction temperature) but different electrode spacing. Differ- 
ent emission currents are expected because of different tip 
geometries and emission areas caused by processing condi- 
tions. However, it is clear that the turn-on voltage is also 
strongly dependent on electrode spacing. In this research, 
most of the devices had turn-on voltages of 100 V or less, 
but some were as high as 180 V when the spacing exceeded 
3 fim. 

Different geometrical shapes of emitter tips have been 
studied by many researchers.2,19-22 For adequate emission at 
a reasonable voltage, the radius of a field emitter tip may 
vary from 10 to 200 nm but it is typically less than 100 nm. 
Measurement of current from such points can confirm the 
relevance of the Fowler-Nordheim plot. Typically, large ra- 
dius tips show steeper lines than small radius tips. 

We believe that our emission tip fulfills these conditions 
very well. Figure 4 shows the geometry and shape of the 
field emitter tip used in this research. It is assumed that elec- 
trons are emitted with uniform radial distribution because the 
tips have point geometries and the anodes were destroyed in 
a radial pattern, as shown in Fig. 7. 

The Fowler-Nordheim equation expresses the field emis- 
sion current density as a function of electric field at the sur- 
face. This equation with evaluated constants can be written 
as follows: 

7=1.4X10"6 —exp 
<P 

6.87X10WÄ:) 
(1) 

where J and E are the current density and the electric field, <f> 
is the work function of the emitter material (4.5 eV), and 

1.00E-07 

1.00E-08 

1.00E-09 

FIG. 6. Fowler-Nordheim plots showing the dependence on electrode spac- 
ing. 

v(k) is a function dependent on the wave number (k) whose 
value can be found in the literature.23 For a comparison of 
theory and experiment, the Fowler-Nordheim (FN) equation 
can be expressed in terms of the field enhancement factor (ß) 
and field emission area (a): J=Ila, E = Vß. The constants 
ß and a can be determined from the plot of l/V vs I/V2 

(which is called the FN plot) as 

6.526 X1074>3/2 

ß= slope 
(cm"1), (2) 

9.868 
(j) exp intercept ^- 

1.4X10"6/?2 (cm2). (3) 

A FN plot was used to calculate the field enhancement 
factor (/?) and field emission area (a) of the tips in our struc- 
tures. These field enhancement factors and field emission 
areas can also be determined by the tip geometry. Smaller 
electrode spacing and sharper emitter tips result in a high 
enhancement factor and lower operating voltage. Figure 6 
shows Fowler-Nordheim plots dependent on electrode spac- 
ing of the devices in Fig. 5. Table I shows the field enhance- 
ment factor and field emission area calculated from Fig. 6 
and Eqs. (2) and (3), and includes results from other devices 
as well. As expected, the field enhancement factor decreases 
with increased electrode spacing. We assume that there will 
be no change in the field enhancement factor at a certain 
large distance. We conclude that our field enhancement fac- 
tor is larger than that of other researchers because of the 
combination of small spacing and the sharpness of the emis- 

7-12 sion tip. 
From the data listed in Table I, the highest field emission 

enhancement factor of 3.29X 106 cm"1 and the smallest field 

TABLE I. Field enhancement factors and field emission areas. 

ß a Spacing Anode 

Device (cm'') (cm2) (fim) type 

D829U3 2.88X 106 3.70X10"9 <1 Metal 

SOI 19 3.29 X106 2.84X10"9 <§1 Metal 

B3381 8.53X105 4.23X1CT8 s=l Metal 

B3362 8.30X 105 4.50X 10"8 >2 Silicon 
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TABLE II. Comparison between the tip diameter and the field enhancement 
factor. 

Reference 
Tip diameter 

(nm) 

Field enhancement 
factor 

(cm"1) 

19 18 000 1.28X104 

20 50 2.17X105 

2 25 2.10X105 

This work 3 3.29X 106 

21 0 (very sharp) 2X107 

emission area of 2.84X 10"9 cm2 have been achieved with 
device SOI 19. It is clear that only a few atoms at the end of 
the tip contribute to electron emission, which is consistent 
with our TEM studies. However, the calculated emission ar- 
eas do not exactly match our TEM pictures. We assumed that 
the calculated emission area might be different due to the 
atomically sharp or nonplanar emitter. Cutler et al.24 have 
proposed that the use of the conventional FN equation can 
lead to erroneous values for the emitting area and fields be- 
cause the equation was derived using the planar model. In 
addition, the emission might be reduced because of the na- 
tive oxide layer. 

Table II summarizes a comparison of tip diameters inves- 
tigated by other researchers.2'19"21 Pang and co-workers21 re- 
ported results of emitter tip simulations, and they calculated 
that the field enhancement factor of the sharpest tip would be 
2X 107 cm-1. Our result shows that a 3 nm diam tip has the 
highest experimental field enhancement factor, 3.29 
X 106 cm"1. The emitter tip fabricated in this research shows 
the smallest emission area (2.84X 10"9 cm2), leading to low 
turn-on voltage (25 V) and high emission current. 

Reliability is one of the most important factors in field 
emission device operation. It is frequently found that ul- 
trasharp tips become severely degraded and even melt when 
high current densities are produced. To prevent tips from 
melting, it is necessary to minimize the current density un- 
less good heat sinking to the substrate is employed.25 

In this research, device testing frequently destroyed tips. 
The emitters have a short lifetime because of the high current 
density, greater than 5 X 103 A/cm2, at the end of the tip. 
Figure 7 shows a SEM picture of a melted silicon emitter tip 
and electrode. The anode is melted in an arc pattern, clearly 
showing the effect of electron emission and bombardment. 
The exact cause of the destruction is currently under analy- 
sis. However, when this type of tip is operated at less than 2 
nA, it does not suffer from failure by melting or ablation. 

IV. CONCLUSION 

Using KOH etching, silicon, emitter tips were fabricated 
to a high degree of sharpness. Our research indicated that 
single crystal silicon field emission tips formed using KOH 
solution show a much better capability of electron emission 
compared to previous attempts.7"10 Transmission electron 
microscopy was used to observe the etched shape and sharp- 
ness of the tips in this study and revealed that a tip diameter 

FIG. 7. SEM picture of fhermomechanical stress on the emission tip which 
has been destroyed at 200 V operating voltage. 

of 3 nm was possible. The lowest attainable turn-on voltage 
was 27 V, and 10 fiA emission current at 32 V operating 
voltage from 1 /im electrode spacing device was possible. 
Due to the sharpness of the tip, field emission could be 
achieved with electrode spacing larger than 2 /urn. A high 
field emission enhancement factor of 3.29X106cm_1 has 
been determined using Fowler-Nordheim plots. It is believed 
that further increases in the efficiency of the emitter tip can 
be obtained by minimizing the native oxide layer around the 
tip. The devices may possibly fail catastrophically because of 
fhermomechanical stress. Methods to avoid fhermomechani- 
cal stress are under investigation. 
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The ion beam sputtering technique was employed to prepare diamondlike carbon (DLC) films at 
nearly room temperature. Simultaneous ion beam bombardment during film growth was also 
conducted in order to study the bombardment effects. Raman spectroscopy was used to evaluate the 
structure property. The sp3 fraction was found to strongly depend on the bombarding ion energy, 
giving a highly sp3 bonded DLC at ion beam bombarding energies around 800 eV. The emission 
characteristics of these amorphous DLC films were compared. Field emission from DLC deposited 
with higher bombarding energies exhibit enhanced emission properties. High electron emission 
current, about 370 fih over a 1 cm2 cathode area, was obtained with an electric field of 18.5 V/fim. 
The mechanism for electron emission from DLC films is also discussed. © 1999 American 
Vacuum Society. [S0734-211X(99)09504-9] 

I. INTRODUCTION 

Field emission displays (FEDs) have the potential to be a 
low cost, high performance alternative to the currently domi- 
nant cathode ray tube and liquid crystal display technologies 
for flat panel displays. One of the key issues in FEDs is to 
develop a reliable and efficient cold cathode material for 
electron emission. Earlier field emitters were typically metals 
(such as Mo or W) or semiconductors (such as Si) with 
nanometer-sized sharp tips.1'2 These emitters typically re- 
quire complicated fabrication steps and need high control 
voltages for emission because of the high work functions 
associated with these materials. In addition, the fabrication 
of uniform sharp tips over a large area has been proven to be 
a difficult and expensive process. 

One of the methods to solve this problem is to employ 
low work function materials, such as diamond, as the cold 
cathode material. Diamond films possessing negative elec- 
tron affinity (NEA) characteristics are viewed as a possible 
cold cathode emitter. Excellent field emission characteristics 
with low turn-on field and high current density have been 
observed in chemical vapor deposition (CVD) diamond.3"6 

However, the CVD technique usually requires high growth 
temperatures, which are not compatible with the semicon- 
ductor technology. 

Field emission has also been measured on several other 
carbon containing materials. It has been reported in recent 
years that diamondlike carbon (DLC) films possess excellent 
field emission properties.7-12 Furthermore, compared to dia- 
mond, DLC films can be easily prepared using low substrate 
temperature (<200 °C) and over large substrate areas at low 
cost. The mechanism for electron emission from DLC films 
is still unclear and needs to be studied further. 

Several techniques such as mass selected ion beam,13'14 

laser ablation of graphite,15"18 and filtered catholic vacuum 

a'Author to whom correspondence should be addressed; electronic mail: zjz- 
dms@mail.tsinghua.edu.cn 

arc19-25 have been used to deposit DLC. In the present work, 
an ion beam assisted deposition (IBAD) system was used to 
synthesize DLC films. IBAD is a combination of ion implan- 
tation and physical vapor deposition. In IBAD, most experi- 
mental parameters are independent of each other and are eas- 
ily controlled. The deposition temperature can be as low as 
the ambient temperature. This greatly enlarges the choice of 
films and substrate materials. Film structure and property can 
also be easily tailored by adjusting the bombarding energy 
and species of the bombarding ion beam. In this article, the 
Raman spectroscopy and field emission properties of the 
DLC films deposited with a bombarding energy of 100, 200, 
and 800 eV are reported. 

II. EXPERIMENT 

DLC films were prepared using an innovative multifunc- 
tion IBAD system26'27 equipped with water-cooled rotatable 
target holders, a water-cooled rotatable sample holder, and 
Kaufman ion sources. Gas was introduced into the ion source 
chamber, and ionized due to impact of electrons emitting 
from the cathode filament. The ions were extracted by an 
electric field and used to sputter the target or bombard the 
growing films with varying energies. The base vacuum of the 
equipment was 1X 10~3 Pa and the working pressure was 
about (1.0-1.2)X10-2 Pa. Highly doped p-Si (0.01-0.001 
flcm) was used as a substrate for the films. The Si was 
cleaned with acetone and methanol, and then etched in a 
20% HF solution prior to loading inside the chamber. Prior 
to deposition, the substrates were cleaned by Ar+ bombard- 
ment with an ion energy of 3 keV and beam density of 127 
/uA cm"2 for 10 min. During deposition, an argon ion beam 
with an energy of 3 keV was employed to sputter a graphite 
target. The growing films were simultaneously bombarded 
by a 5 mA CH"+ beam with energies of 100, 200, and 800 
eV. 

The field emission property was measured with a simple 
field emission device. Prior to insertion, the samples were 
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FIG. 1. Schematics of the apparatus used for measuring I-V characteristics 
of the DLC films. 

rinsed in acetone, followed by ethanol, and finally dried un- 
der a N2 stream. The DLC film was mounted as the cathode. 
A schematic diagram of the FED and the circuit used in the 
present work are shown in Fig. 1. 

III. RESULTS AND DISCUSSION 

Raman spectroscopy was performed to determine the dia- 
mondlike bonding character in the films. The Raman spectra 
of the DLC films deposited on Si substrates are shown in 
Fig. 2. In this figure, the Raman bands of the DLC films 
bombarded with different bombarding energy are shown. 
The spectra consist of a broad peak at about 1550 cm" , 
indicating a significant fraction of the carbon films is 
DLC.28'29 In order to analyze the Raman spectra quantita- 
tively, they are fitted with a Breit-Wigner-Fano (BWF) line 
shape30 and a linear background using a least-squares com- 
puter program. The BWF line shape is described by 

/(") = 
I0[l+2(w-co0)/QT]2 

l+[2(w-w0)/r]
2 0) 

where I((o) is the intensity as a function of frequency, /0 is 
the maximum peak intensity, w0 and T are the peak position 
and full width at half maximum, respectively, and Q is the 
BWF coupling coefficient. In the limit as 1/Q approaches 

n 
O 

(a) 

(b) 

Bombarding Energy (eV) 
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FIG. 3. (a) G peak position and (b) the coupling coefficient Q as a function 
of the bombarding energy. 

zero, the Lorentzian line shape is recovered. For these films, 
a reasonable fit cannot be obtained by using a single BWF 
line shape, and it is necessary to include in the fit a second 
Lorentzian centered at about 1350 cm"1 (i.e., the D peak). 
This indicates the presence of small graphitic crystallites in 
these films.31 

In Fig. 3, the BWF line position and the coupling coeffi- 
cient Q are shown as a function of the bombarding energy. It 
can be seen that the BWF line position and the coupling 
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FIG. 2. Raman spectra of DLC films bombarded by different energy. 
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FIG. 4. I-V plot of the DLC films. 
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FIG. 5. FN plot of the DLC films. 

coefficient Q decrease with bombarding energy. According 
to Prawer's theory, as the sp2 fraction decreases, the BWF 
line position moves down in energy and the coupling param- 
eter decreases. Thus, for the DLC films bombarded by a 
CH"+ beam with an energy of 100, 200, and 800 eV, the sp2 

fraction reached a minimum at an ion energy of 800 eV. 
The current-voltage (I-V) plots are shown in Fig. 4. It 

can be seen that the emission current increases with bom- 
barding energy. Figure 5 shows the Fowler-Nordheim (FN) 
plot for the DLC films. The field threshold for emission de- 
creases from 12.5 V/fim for the film grown with 100 eV ions 
to 11.56 V/yum for the film grown with 200 eV ions to 11.25 
V/fim for the film grown with 800 eV ions. Control experi- 
ments were carried out using an uncoated Si substrate and 
reversing the polarity of the anode-cathode terminals. No 
current could be detected in the range of experimental field 
strength. 

From the above experimental observations, we conclude 
that the emission current from our DLC films was enhanced 
when the sp3 fraction was increased by the higher bombard- 
ing energy. To understand the origins of the emission pro- 
cess from DLC films, we consider that the DLC films con- 
sisting of sp2 and sp3 bonded carbons have no long-range 
ordering, but may possess medium- or short-range 
ordering.32'33 According to the theory of energy banding of 
semiconductors, the energy band does not depend on the 
long-range ordering, but on the short-range ordering of the 
materials. The structure of energy band in the sp3 banding 
area is similar to that of the diamond. Since diamond pos- 
sesses NEA characteristics, the DLC film with higher sp3 

fraction should have better field emission characteristics. 

IV. CONCLUSIONS 

In summary, we have investigated the field emission be- 
havior of IBAD synthesized DLC films containing different 
amounts of sp3 bonded carbon. Increasing the ion beam 
bombarding energy caused the sp3 fraction in the films to 
increase and the emission current to increase. It is noted that 
the enhanced field emission is linked to the larger sp3 frac- 
tion in the higher bombarding energy film. 
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Conductive (boron doped) all diamond tips are best suited for use as electrical probes for scanning 
probe experiments due to their hardness, chemical inertness, and resistivity against wear. In order to 
overcome the problems of image distortion induced by the tip shape the aspect ratio of the diamond 
tips was increased to about 7:1 by focused ion beam milling, maintaining a tip radius of typically 
30 nm at the apex. The application of these sharpened tips to conducting atomic force microscopy 
for local electrical characterization of thin metal-oxide-semiconductor dielectrics is demonstrated. 
Excess current flow was detected at the transition region between the gate oxide and the bordering 
field oxide due to oxide thinning introduced by the local oxidation of silicon process. © 1999 
American Vacuum Society. [S0734-211X(99)06504-X] 

I. INTRODUCTION 

Since its invention in 1985 atomic force microscopy 
(AFM) has become an important tool for three-dimensional 
imaging of surfaces.1 The development of further AFM- 
based techniques like conducting-AFM (C-AFM), scanning 
capacitance microscopy (SCM), electric force microscopy 
(EFM), and surface potential microscopy (SPM) allows the 
electrical characterization of samples on a nanometer length 
scale in addition to its topography by detecting local conduc- 
tivity, capacitance, and surface potential.2"7 The continu- 
ously increasing integration density of integrated circuits 
(ICs) of very large scale integration (VLSI) and ultra-large 
scale integration (ULSI) areas on the one hand and the lack 
of adequate conventional analysis tools for nanoscale semi- 
conductor characterization on the other have opened up a 
wide field of applications in the semiconductor industry for 
these new scanning probe techniques, especially in failure 
analysis, research, and development.8 One of the most prom- 
ising tools seems to be C-AFM, because of its inexpensive 
setup and versatility for various extremely important device 
problems, like the local electrical characterization of thin di- 
electrics of metal-oxide-semiconductor (MOS) structures 
and the delineation of doping profiles.9'10 

All the AFM-based techniques above require conductive 
tips and thus must have tips with sufficient conductivity and 
long term resistance against wear which are essential for re- 
liable, reproducible, and quantitative topographical and elec- 
tical measurements. 

Usually conductive tips are made by coating a Si or Si3N4 

tip with a metallic (Pt, Ptlr, CoCr, Au, etc.) or other well- 
conducting film (e.g., boron doped diamond) with thick- 
nesses ranging from 25 to 100 nm. The problems encoun- 

"'Electronic mail: Alexander.01brich@siemens-scg.com 

tered with metallic films are usually the fast mechanical wear 
during scanning and hence the loss of conductivity at the tip 
apex.9" This problem is especially severe for C-AFM and 
SCM, because both techniques are based on contact mode 
AFM, where higher lateral forces act on the tips in contrast 
to tapping or noncontact mode as used for EFM and SPM. 
Also, the surface structure plays a crucial role—rough sur- 
faces with steep features lead to faster degradation of the tip 
and coating than flat surfaces. Often the coating is worn off 
the apex and the sidewalls of the tip in the scan direction 
after a short period of imaging. Additionally, tip sample cur- 
rents in the nA range and higher can lead to melting and 
evaporation of the metallic coating.12 All hard metallic coat- 
ings (Ptlr, Ti, CoCr, a-C, TiN) we tested showed these prob- 
lems. Due to surface oxides they usually show a metal- 
isolator-metal (MIM) like I-V curve on Au samples. The 
only coating which exhibits good conductivity (linear I-V) 
and resistance against wear was a 100 nm thick film of boron 
doped diamond (0.1-0.2 Cl cm).9"14 These tips have been 
successfully used in C-AFM for microscopic investigation of 
thin oxides and for nano-scanning resistance profiling (nano- 
SRP). Unfortunately, the tip radius at the apex is on the order 
of 100 nm, making the tip less useful to resolve rough to- 
pographies. A way to overcome the problem of diminishing 
conductivity during wear is to use tips made entirely of con- 
ductive material. Doped Si tips are not suitable because of 
the native oxide, which forms under ambient conditions and 
the possible growth of anodic oxide underneath the tip.'' All 
metal tips also show a surface oxide (except Au and Pt tips) 
and usually the tip apex gets blunt very fast making these 
tips not useful for high resolution imaging. 

AFM measurements of semiconductor structures, either 
deprocessed from fully processed wafers to expose the sur- 
face of certain parts or layers of the IC or pulled directly 
after the processing steps of interest, often show structured 
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FIG. 1. Image distortion encountered in scanning probe microscopy, (a) 
Effect of a pyramidal shaped tip: The region of interest (bottom: solid line) 
is traced only partially (dashed line), (b) A high aspect ratio tip gives access 
to the full region of interest. The measured trace (dashed line) follows the 
topography (solid line) exactly. 

surfaces and the regions that are to be characterized may be 
embedded between higher (tens to hundreds to nanometers) 
features, as schematically shown in Fig. 1. 

In order to get complete electrical and topographical in- 
formation, tips with a high aspect ratio and small tip radius 
are of primary importance. Using conventional pyramidal 
tips, shown in Fig. 1(a), leads to distortion of the image 
induced by the shape of the tip.15 High aspect ratio tips can 
help to solve this problem and can get complete information 
on the region of interest. This is illustrated in Fig. 1(b). The 
dashed line corresponds to the measured topography and, 
ideally, traces the real topography (solid line) exactly. 

In this article, we report on conductive all diamond tips 
which can overcome the problems stated above. These tips 
have been modified by focused ion beam (FIB) milling, 
which leads to a high aspect ratio and a small tip radius. This 
makes them very suitable for topographical and electrical 
characterization of flat as well as rough semiconductor sur- 
faces. The application of these tips to conducting-AFM mea- 
surements for nanoscale electrical characterization of thin 
oxides is demonstrated. 

II. EXPERIMENT 

All diamond cantilevers and tips were fabricated as de- 
scribed in Ref. 14. In short, the structures were made by 
depositing a 1 //m chemical vapor deposited (CVD) layer on 
a silicon wafer containing (111) plane bounded pyramidal 
molds and the cantilevers were structured by reactive ion 
etching. The CVD diamond was in situ boron doped, result- 
ing in a resistivity of 0.02 Q, cm. The diamond levers and 
supporting membranes were underetched using KOH. The 
backside of the lever was gold coated to provide sufficient 
optical reflectivity for the AFM cantilever deflection detec- 
tor. 

The AFM cantilevers were then introduced into the work- 
ing chamber of a focused ion beam apparatus (Micrion 
2100). The sample holder is capable of carrying a full 3 in. 
wafer of micromachined cantilevers. The x-y stage is pro- 
grammable and allows batch fabrication of the tips. The prin- 
ciple of tip sharpening by FIB milling is schematically 
shown in Fig. 2. The liquid gallium ion source produces a 30 
keV Ga+ ion beam with a spot of about 10 nm. Several 

Ga-ion 
source 

30keV 
Ga-ions 

li   ii 
I ' ill— supertip 

FIG. 2. Principle of focused ion beam tip sharpening. The software design 
and adjustable aperture allow the Ga ion beam to mill only at predefined 
parts of the tip, i.e., at the white angular region of the aperture. 

mechanical apertures can be selected to choose a proper 
beam current between 1 pA and 8 nA. The cantilever is 
adjusted perpendicular to the ion beam in order to maintain a 
conformal milling of the sidewalk of the tip. A software 
programmable aperture is chosen to define the area scanned 
by the beam. In principle, the focused ion beam traces the 
field of view of the tip and the beam passes very fast over 
those locations so that the software aperture is not allowed to 
mill. In Fig. 2, for example, the beam only mills at the white 
area of the aperture, but does not markedly affect the gray 
areas. We use a circular disk as the aperture, which only 
allows the beam to mill the sidewalls, i.e., the white area of 
the aperture in Fig. 2, and the beam leaves out the very end 
of the tip and the outer side of the disk (gray regions). This 
configuration leads to an effective sharpening of the tip and 
yields a tip with a high aspect ratio. The shape and the aspect 
ratio of the tip are mainly adjustable by the size and shape of 
the aperture, the beam current, and the etching time. Usually 
three milling steps are performed. First, the rough shape of 
the tip is defined by a fast mill at a relatively large beam 
current of 100 pA. To protect the tip apex the unexposed 
region at the tip apex has a diameter of about 500 nm. The 
next step uses reduced current and aperture size. For the final 
etch a current of 4 pA and an inner aperture diameter of 
about 100 nm show the best results and yield high aspect 
ratio tips with tip radii on the order of 30-40 nm. 

Complete milling of a tip in the way described above 
requires about 15 min. Batch fabrication and a further im- 
proved milling process would further reduce this time. Due 
to the good conductivity of the diamond film, electrostatic 
charging of the probes did not cause any problems. After 
modification by the FIB the membranes with the cantilevers 
were glued on to support chips. Milling of the tip leaves a 
10-20 nm thick nonconducting amorphous carbon layer 
which must be etched by pure HN03 (99.9%) to expose the 
diamond surface. AFM and C-AFM measurements were per- 
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FIG. 3. Pyramidal all diamond probe with an integrated cantilever (tip height 
15 fim). 

formed on a modified contact mode AFM.16 Details of the 
experimental setup have been described previously (see, for 
example, Refs. 3 and 9). 

III. RESULTS 

A. All diamond tips 

Diamond as a tip material has several advantages. Be- 
cause of the hardness of diamond (Knoop hardness=6000- 
9000) it is used as a reference for nearly all material hardness 
tests. Diamond is highly hydrophobic and reduces capillary 
forces acting on the tip under ambient conditions. Due to the 
chemically inert nature of the material, diamond tips can be 
used as electronic probes at weak contact forces in AFM 
experiments. Figure 3 shows a cantilever with a pyramidal 
tip made in the fashion described above. Three V-shaped 
levers with lengths between 150 and 500 /xm and spring 
constants ranging from 0.08 to 6 N/m, corresponding to reso- 
nance frequencies of 11-110 kHz, are placed on one side of 
a chip. The tip height is 15 /zm. At relatively low contact 
forces (—10"7 N) contact resistances of less than 1 Mfl 
were measured and they can be further decreased by higher 
contact forces.10 Figure 4 shows a high resolution scanning 
electron microscope (SEM) image of a pyramidal all dia- 
mond tip. The tip radius is about 10 nm. Tip radii on the 
order of 10-20 nm are routinely obtained. 

6 pm 

■ • 

ML 

700 nm 

(b) 420 nm h H 

FIG. 4. High resolution SEM image of the tip apex of the pyramidal CVD all 
diamond tip. The tip radius is about 20 nm. 

FIG. 5. SEM images of the FIB modified all diamond tip. (a) SEM image 
showing the supertip on top of the pyramidal tip (b) supertip at high reso- 
lution revealing an aspect ratio of 1:7. 

Taking these tips as the source material, high aspect ratio 
tips are fabricated by FIB milling. The typical shape of these 
tips is shown in the SEM image of Fig. 5(a). In order to 
measure in the deep grooves of the IC samples approxi- 
mately 1 fim of the sidewalls of the pyramidal tip is cut 
away, leaving a high aspect ratio tip. A SEM image of this 
tip is shown in Fig. 5(b). The tip radius is about 30 nm, the 
height 700 nm, and the aspect ratio is 1:7. Still higher values 
of the aspect ratio can also be obtained. The upper limit is 
mainly determined by the diamond film thickness. Since a 
FIB can also be used for imaging, one can easily measure the 
tip radius after milling and decide whether or not the aspect 
ratio or the tip radius is satisfactory. In the latter case the 
milling procedure for the tip can be continued to fulfill the 
properties desired. 

The tips show very good long term resistance against 
wear. Contact AFM measurements with forces up to several 
10~7 N on surfaces with steep features did not lead to break- 
ing of the end of the tip. Figures 6(a) and 6(b) show the same 
structure, a gate oxide with an extension of about 1 yam X 0.5 
fxm surrounded topographically —300 nm higher field oxide, 
imaged with a pyramidal tip and the FIB modified tip, re- 
spectively. The structure was deprocessed from a fully pro- 
cessed IC structure by lapping it parallel to the wafer surface 
until the polysilicon (thickness —500 nm), which acts as the 
gate of a MOS transistor, is reached. Afterwards the polysili- 
con was selectively etched by KOH (10%) at room tempera- 
ture to expose the gate oxide surface beneath the gate (selec- 
tivity >2000:1). The distortion of the image due to the shape 
of the tip is clearly visible in Fig. 6(a). A large part of the 
gate oxide near the edge is inaccessible and cannot be inves- 
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FIG. 6. Topography of a MOS gate oxide embedded in the bordering field 
oxide after deprocessing. (a) Imaged with a pyramidal tip, and (b) imaged 
with the FIB modified high aspect ratio tip. 

tigated. The width of the imaged gate oxide area is about 270 
nm. In contrast, the high aspect ratio tip traces the topogra- 
phy much more accurately and images the entire gate oxide 
surface (width: 530 nm) for structural and electrical charac- 
terization. 

B. Application: Conducting atomic force microscopy 
measurements 

With the FIB modified diamond tips C-AFM measure- 
ments are performed to locally characterize device grade 
MOS gate and tunneling oxides. The quality and homogene- 
ity of these dielectrics is of paramount importance for device 
reliability. Weak spots, like oxide thinning, induced by the 
local oxidation of silicon process (LOCOS), lead to locally 
enhanced electric fields and Fowler-Nordheim (FN) currents, 
which degrade the gate oxide. Finally, intolerable leakage 
currents are generated and/or dielectric breakdown occurs. In 
order to prevent early device failure, an analysis tool for the 
local electrical characterization of the oxide quality is of pri- 
mary importance. C-AFM seems to be the most adequate 
technique for a nanoscale investigation of these oxides.9'17 

C-AFM offers lateral resolution on the order of 10 nm.9 The 
absolute and relative accuracies for oxide thickness determi- 
nation are ±0.3 and ±0.15 nm, respectively.3 In Fig. 7 the 
principle of C-AFM for oxide characterization is shown 
schematically. 

A constant voltage is applied between the conductive tip 
and the Si substrate across the oxide and Fowler-Nordheim 
tunneling currents are measured with a pA amplifier simul- 
taneously with the oxide topography. This results in a two- 

substrate 

LOCOS 

voltage 
111' source 
rgate oxide 

FIG. 7. Experimental setup for C-AFM on MOS gate oxides. A voltage is 
applied across the oxide and the corresponding Fowler-Nordheim current is 
measured with a pA amplifier. 

dimensional map of the topography and the FN current. The 
tip is positively biased with respect to the substrate.9 As al- 
ready shown in Fig. 6, the shape of the tip, i.e., the tip radius 
and aspect ratio, is essential for reliable measurements on 
deprocessed as well as on partially processed IC structures.3'9 

Ill-processed gate oxides often exhibit significant oxide 
thinning at the LOCOS groove, i.e., transition region be- 
tween the gate oxide and the bordering thick field oxide, as 
indicated in Fig. 7. C-AFM is used to detect and quantita- 
tively measure the oxide thinning. This is demonstrated in 
Fig. 8. The structure was deprocessed from a fully processed 
test capacitor and consists of a 20 nm thick gate oxide. The 
topographical image of Fig. 8(a) reveals the characteristic 

FIG. 8. C-AFM measurement on a 20 nm thick MOS gate oxide, (a) Top 
view of the oxide topography (gray: gate oxide, white: field oxide) and (b) 
simultaneously measured FN current image at a tip sample voltage of 18.7 
V. The white marks on the left side indicate the linescans of Fig. 9. 
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FIG. 9. Example of a linescan through Figs. 8(a) and 8(b) at the same 
location. The FN current (line) shows a peak value of —100 fA at the 
minimum of the height trace (dashed curve). 

measurements of semiconductor IC structures. This was 
demonstrated by the application of conducting-AFM on a 20 
nm MOS gate oxide. The Fowler-Nordheim current image 
reveals weak spots due to oxide thinning at high lateral reso- 
lution (~10 nm) and allows a direct correlation with oxide 
surface features. The tips also have been successfully tested 
for the application to scanning capacitance microscopy. 
Moreover, the high aspect ratio will be advantageous, either 
due to the mechanical stability or the good conductivity and 
low stray capacitance of the tips, for other AFM-based tech- 
niques for electrical as well as structural characterization of 
semiconductor devices. Further useful applications include 
nanolithography, adhesion investigations, and all techniques 
that require a stable tip with precise knowledge of the tip 
shape. The last can be prepared by focused ion focused ion 
beam milling in a wide variety of methods. 

shape of the LOCOS groove between the gate oxide and the 
field oxide. The simultaneously recorded FN current image is 
shown in Fig. 8(b). The tip voltage was 18.7 V and the scan 
frequency was 0.2 Hz. Clearly an enhanced current flow at 
the LOCOS groove is detected, whereas on the gate and the 
field oxide the current is below the detection limit. Local I-V 
curves obtained at the LOCOS groove and on the gate oxide 
and their corresponding fits to the FN current equation yield 
an oxide thickness decrease of up to 3.3 nm at the LOCOS 
groove with respect to the gate oxide thickness.3 

Linescans through Figs. 8(a) and 8(b) taken at the same 
location are shown in Fig. 9. The FN current (line) shows a 
sharp increase to a peak value of ~ 100 fA within the 20 nm 
extension at the topographically deepest value, i.e., at the 
minimum of the LOCOS groove (dashed curve). Small cur- 
rents are already detectable on the gate oxide. The current 
noise has a root mean square (RMS) value of about 10 fA. 
Also, a very small negative current is measured on the field 
oxide. It is due to a change in tip-sample capacitance (~0.5 
pF) when scanning the steep topographical step at the field 
oxide, which results in a small displacement current. 

There also have been several attempts with conventional 
tips and metallic coatings to measure the oxide thinning on 
this sample, but without success. Up to now only the FIB 
modified bulk diamond tips exhibit the overall good conduc- 
tivity, small tip radius, high aspect ratio, and mechanical 
stability to reproducibly measure the oxide thinning at the 
LOCOS groove. 

IV. CONCLUSION 

Focused ion beam modification of all diamond tips has 
been demonstrated to yield high aspect ratio tips with small 
tip radii, which can be used as stable electrical probes for 
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Many types of field emitters have been studied up to now to improve the emission current. However, 
only the ideal parameters are taken into account in some designs. In the fabrication process, the 
structural parameters of emitters may change. Therefore, it is useful to analyze the parameter 
sensitivity of the field emitter. This sensitivity should also be included in the defect function of the 
optimum design. In this article we propose a method to calculate the derivative of the electric field 
and emission current density versus geometrical parameters of emitter. This derivative can be used 
to represent the parameter sensitivity of the field emitter. Using this method, the sensitivities of 
some parameters in the diode and triode emitters are analyzed. © 1999 American Vacuum Society. 
[S0734-21 lX(99)02604-9] 

I. INTRODUCTION 

With the development of vacuum microelectronics, many 
scholars have studied different types of field emitters to ob- 
tain high current density.1-4 In the fabrication of field emit- 
ters, the practical parameters are usually somewhat different 
than the values in the design. Sometimes, these differences 
will greatly influence the performance of the field emitter.5 

Therefore, it is important to analyze the sensitivity of the 
parameters in the field emitter. If the performance of the 
emitter is very sensitive to the parameters during fabrication, 
the emission current may change considerably in the practi- 
cal application. In the optimization design of a field emitter, 
the defect function should include the influence of parameter 
sensitivity. 

In this article the propose a method to analyze the param- 
eter sensitivity of field emitters. First, the derivative of po- 
tential versus geometrical parameters that we are interested 
in is calculated. Then, the change in electric field can be 
obtained. Finally, we calculate the sensitivity of the emission 
current density according to the Fowler-Nordheim (FN) 
equation. Using this method, we studied the parameter sen- 
sitivities of both the diode emitter and the triode emitter. 

II. SIMULATION MODEL 

As mentioned in Sec. I, an analysis of the parameter sen- 
sitivity is important in the design of the field emitter. Usu- 
ally, we can use the derivative of current density versus the 
geometrical parameter to represent the sensitivity Ts, 

Ts = dJIdp, (1) 

where / is the current density of field emitter, and p is the 
geometrical parameter of the field emitter which has a small 
perturbation during fabrication. 

The parameter sensitivity can be obtained by the finite 
difference at various points of parameter p, 

dJIdp '- 
•'/7 + Ap    Jp 

(2) 

Because the perturbation of parameter p is usually small, this 
calculation may introduce serious numerical errors in the 
result.6,7 

In this article we use another way to predict dJIdp. First, 
the derivative of the potential versus parameter p is obtained 
from the unperturbed result. Because the emission activity 
takes place in a very tiny area of the emitter, the finite dif- 
ference method with an irregular mesh is employed to calcu- 
late the distribution of the potential of the field emitter. The 
potential of the grid can be obtained from the Laplace equa- 
tion if the space charge effect is ignored. 

d2<p d2<p 

dx£+'dyA ■ + 
d2(p 

1? = 0. (3) 

The irregular mesh is shown in Fig. 1. 
By ignoring the tremendous procedure, the potential of 

the grid (i,j,k) collapses into the simple form 

CJ*+I) 

(ij+u+i) 

(ij+i*) 

'Electronic mail: lw@seu.edu.cn 

'(i+lj+U) 

FIG. 1. Irregular mesh in the calculation. 
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Vd.J.kY 
-1 

[T\(P(i+]J,k)+T2(p(i+]J-l,k) + T3lP(i i + ij,t-D + T4<P(i.j+\,k)+T5(P(i-\,j+],k)+T6<P(i,j + ij'+M-l) 

where coefficients T0-Tu are some parameters that are determined by the coordinates of the grids. 

From Eq. (4), we can obtain 

d<P(i,j,k)       1 
~ 7pi[T\- V(i+\J,k)+T2- <p{i+\j-iik)+T3- V(i+\j,k~\) + T4- V(iJ+\,k) + T5- <P(i-\J+\,k) + T6- (P{ij+ik-l) 

dp 

+ TrV(i~i,k+l)+T$-V(i-\j,k+l) + T9-V(i,j-l,k+n + T10''PU-IJ,k)+T\r<P(i,j-\,k) + Tl2-<P(iJ.k-2)]- 
dp 
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dTh 

dT, dT7 dT? dTA dT* 

-^  ■ <P(i+\.j,k)+ -^ ■ <P(i+hj- l,k)+ -^  ■ <P(i+ \.j,k-\)+ -^  ■ <Pu.j+ U) +  dp  ■ <P(i-\,j+ \,k) 

dT7 dT« dTq dT 10 

+ -^-V(.-j+u-i)+-^1-*'(/j.*+i)+'^--<P(.--ij,t+i)+ dp •<Puj-u+i)+-dp ■<p(i-\.j.k) 

+ • 
dp ■<PUJ-W 

+ 
dp 

■•<P(i,j,k-i) r,- d<P(i+i,j.k) 

dp 
+ 7V - + T 3' 

+ T, 

+ Tq 

dp 
+ T. 

dip (/-1j+W) 

dp 

5' 

+ r 10" 

dp 

d(P(i-hj,k) 

dp 

+ 7V 
d<P(jj+\,k-i) 

dp 
+ T- 

d<P(i,j-\,k) , ^ 
"'II ^ + 7 

7' 

12' 

d<P(, + 1J-U)   ,  T     d(P(i+\J,k-\) 

dp 

d<P(i.j,k+\) 

dp 

d<P(i,j,k~\) 

+ TR 

dp 

d<P(i-\,j,k+\) 

dp 

dp 

(4) 

(5) 

r 

In Eq. (5), the derivative of T0-Ti2 can be calculated 

from the derivative of the coordinate of the grid versus pa- 

rameter p. Therefore, the dcp/dp can be obtained with Eq. 

(5) after we know the dr/dp of every grid. 

It is easy to determine the derivative of electric field 

dE/dp from dcp/dp. In the calculation of the field emitter, 

the current density is given by the FN equation,8 

^^My)\    ..     , v '   A/cm , 

(6) 

J= 154X 10~6 , 2,  x exp -6.87X 107 

<f>r(y)     \ E 

where E is the electric field at the tip in V/cm, v(y) and 

t2(y) are electric field dependent elliptical functions, cf> is the 

work function of the emitter material in eV, and y, the image 

charge lowering contribution to the work function, is given 

by y = 3.79X 10~4£1/2/</>. For simplicity, it is generally as- 

sumed that t2(y)=l.l and v(y) = 0.95-y2. The parameter 

sensitivity can be obtained from Eq. (6) as 

E2 

dJ/dp=1.54X\0~ 
2E       dE 

■+■ 

X -6.87X10 

<f>-t2(y)   dp     <f>-t2(y) 

<pm   dv(y)    <f>m-v(y)   dE 

dp E       dp E2 

i3/2 

exp -6.87X10 
7 r-v(y) 

(7) 

where   dv{y)ldp=-2ydyldp   and   dy/dp = 3J9X 10" 

X(l/2)(dE/dp/Emcf>). 

III. SENSITIVITY ANALYSIS OF THE FIELD 
EMITTER 

A. Analysis of the diode model 

The parameter sensitivity of the diode field emitter is ana- 

lyzed using the method mentioned above. We only studied 

the cone-shaped structured emitter here. The simulation 

model is shown in Fig. 2. In the simulation, the radius of the 

tip is 10 nm, the height of the emitter is 4.1 //.m, the distance 

between tip and anode is 3.0 fim, the emitter angle is 70°, the 

voltage of anode is 200.0 V and the work function is 4.5 eV. 

We suggest that the apex of the emitter, za, the radius of 

the tip, r, the height of tip, hc, and the angle of emitter, a, 

FIG. 2. Simulation model of the diode emitter. 
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apex 

(a) (b) 

■(c) (d) 

FIG. 3. Different emitter perturbations, (a) The apex has a displacement in the Z direction, (b) The radius of the tip has a perturbation, (c) The height of the 
tip has a displacement, (d) The angle a has a perturbation. 

have perturbations. Figure 3 shows these variations. 
In Fig. 3, parameters za, r, hc, and a are used to describe 

the perturbations. After the perturbation, grid 1 moved to 
grid 2. From Fig. 3, we can obtain the following equations 
for Figs. 3(a)-3(b), respectively: 

dx/dza = 0.0    dx/dza = 0.0 

dyldza = 0.0   at the apex,   dy/dza = 0.0   at other grids; 

dz/dza= 1.0    dz/dza=0.0 

dr. 

dr     vV2-(z-zr)
2'     dr 

dr2 
—— = 1/sin a; 

dri/dzr=- 
z~zr 

v-{z-zrr 
dr1/da = 0.0,    dr2/da 

r•cos a 

dr2/dzr=l/tana; (8) 

sin2 a 

cos2 a\ 
■(z-zr)\l + ^—\ 1        sin a j 

Using Eqs. (8), we can obtain the derivative of the coor- 
dinate of the grid from drx I dp and dr2/dp. After calcula- 
tion of the derivative of the coordinate, we use Eq. (5) to 

(a) (b) 

(0 (d) 

FIG. 4. Distribution of the unperturbed potential. FIG. 5. Distribution of dip/dp near the tip of the emitter. 
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TABLE I. Derivative of the electric field and current density; z„: the position 
of the apex; r. the radius of the tip; /;,.: the height of the emitter; a: the angle 
of the emitter. 

Parameter 
that has 

a perturbation z» /;, 

deldp (V//im2)   6.5789X106    6.3280X106    6.3650x10''    21.5042 
dJIdp (A/cm3)    2.4462X10"   2.3529X1013   2.3667X1013     7.9958X107 

compute dipt dp. The distribution of the unperturbed poten- 
tial is shown in Fig. 4. The equal values of the curves of the 
d<pldp near the tip are shown in Fig. 5. 

The derivatives of the electric field and current density are 
calculated using Eqs. (6) and (7). The results are listed in 
Table I. 

In Table I, the unperturbed electric field is 4.6667 
X107V/cm. The current density is 1.1304X 105 A/cm2. If 
the geometrical parameter p has a small perturbation, Ap, 
variations in the electric field and current density can be 
obtained by first order approximations deldp-Ap and 
djldp-Ap. As is shown in Table I, the electric field and 
current density are very sensitive to the position of the apex. 
When the apex has a displacement in the Z direction, it is 
close to the anode. Therefore, the electric field and current 
density increase greatly. In Figs. 3(b) and 3(c), the distance 
between the apex and the anode is decreased. Hence, the 
electric field and current density also increase. Nevertheless, 
the emitter becomes somewhat flat in Fig. 3(b), so dJ/dr is 
smaller than dJIdh,.. In Fig. 3(d) the emitter becomes 
sharper and the angle a increases. The electric field changes 
greatly near the edge of the cone. In the center of the tip, the 
variation of the electric field is small. Because the angle a 
does not influence the radius of the tip and the distance be- 
tween the apex and the anode, dElda is much smaller than 
dEldzu, dEldr, and dEldhc. The current density is not 
very sensitive to angle a. 

B. Sensitivity analysis of the triode model 

In this article, we have also calculated the triode model 
(Fig. 6). It is assumed the apex of the emitter, the radius of 
the gate, angle a and the radius of the emitter /-,, have small 
perturbations. In the calculation of the triode model, the ra- 

FIG. 7. Distribution of the unperturbed potential of the triode emitter. 

dius of the tip is 10 nm, the radius of the cylinder is 0.05 fim, 
the radius of the gate is 0.3 fim, the height of the emitter is 
0.605 /im, the angle of the cone is 31.8°, the thickness of the 
grid is 0.2 fim, the distance between the grid and the anode 
is 1.685 ^m, the voltage of the grid is 60 V, the voltage of 
the anode is 200.0 V and the work function is 4.0 eV. 

The distribution of the unperturbed potential is shown in 
Fig. 7. The contour curves of dipldp are shown in Fig. 8. 

In the calculation, we suggest that there is a free region on 
the right side of emitter, so the contour curves are not sym- 
metric in Fig. 8(a). From Figs. 7 and 8 we can determine in 
which part the potential and electric field change the most. 
The derivatives of the electric field and current density at the 
tip are shown in Table II. In Table II, the unperturbed elec- 
tric field is 2.3 X 107 V/cm, and the current density is 3.56 
A/cm2. 

From Table II, it can be seen that the current density 
increases greatly when the apex has a displacement in the Z 
direction. This is the same as what we found in the calcula- 
tion of the diode model. Because the potential of the gate is 
60 V, there is an electric field between the gate and the tip of 
the emitter. When the radius of the gate increases, the dis- 
tance between the tip and the gate electrode increases. There- 
fore, the electric field at the tip becomes weaker and the 
current density also decreases. In Fig. 8(c), the angle a in- 
creases, so the emitter becomes sharper and the electric field 

Emitter 

FIG. 6. Simulation model of the triode emitter. 
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(b). 

FIG. 8. Distribution of d(pldp near the tip of the triode 
emitter, (a) Apex with a small displacement in the Z direc- 
tion, (b) Radius of the gate with a perturbation, (c) Angle a 
with a perturbation, (d) Radius of emitter rb with a pertur- 
bation. 

(c). (d). 

becomes stronger. However, variations of the electric field 
are concentrated at the edge of the cone. The influence of a 
on the peak electric field at the tip is small. If the radius of 
emitter rb increases, the emitter becomes flat. Consequently, 
the electric field and current density are reduced. 

IV. CONCLUSION 

In the fabrication process of a field emitter, the physical 
parameters may have some small variations. Therefore, it is 
important to analyze the parameter sensitivities of the field 
emitter. In this article we proposed a way to predict the geo- 
metrical change effects on the electric field and emission 
current density of the emitter. Using this method, the deriva- 
tives of the electric field and current density versus the pa- 
rameters which have perturbations are used to represent the 
parameter sensitivity. First, the derivative of the potential 
versus the displacement vector is calculated from the unper- 
turbed result. Then, the derivative of electric field can be 

TABLE II. Derivative of the electric field and current density in the triode 
model; za- the position of the apex; rg: the radius of the gate; a: the angle 
of the emitter; rb: the radius of the emitter. 

Parameter 
that has 
a small 

perturbation za rg a rb 

del dp (V//xm2)   1.1273X105   -670.54 277.9215        -4351.254 
dJIdp (A/cm3)   4.3104X107   -2.5639X105   1.0627X105   -1.6638X106 

obtained. Finally, the derivative of the current density versus 
the displacement vector is calculated in terms of the FN 
equation. 

In this article, both the diode model and the triode model 
were analyzed. In the calculation of the diode model, the 
position of the apex, the radius of the tip, the height of the 
emitter and the emitter angle are assumed to have perturba- 
tions. From the results obtained in the simulation, it was 
found that the emission current density is most sensitive to 
the position of the apex. The variation in the angle is rela- 
tively weaker. 

The influence of the apex, radius of the gate, emitter angle 
and radius of the cylinder was studied in the calculation of 
the triode model. As shown in the simulation results, the 
influence of different parameters is not the same. The posi- 
tion of the apex is still the most sensitive parameter that 
influences the current density. 
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This article reports a test setup designed to study the prebreakdown and breakdown characteristics 
of spacers relevant to field emission displays (FEDs). The electrical characteristics of different 
spacer structures, bridging vacuum gaps formed by two thin-film electrodes, were studied in an 
attempt to determine the maximum field to which such gaps can be stressed. An extra low light 
detection three dimensional imaging system using an intensified charge coupled device camera was 
developed to diagnose and record the different prebreakdown phases and the breakdown 
phenomenon. This system enabled us to obtain spatially resolved images of light activities 
emanating from the electrically stressed surfaces. The experimental results showed that the 
investigated insulation materials did not introduce significant leakage current under high field stress. 
Breakdown voltages of fiber, disk-shaped and thick-wall spacers (750 /xm high) were 12-14, 
13-16, and 15-20 kV, respectively. The insulation capability of the thick-wall structure was limited 
by the edge effect of the thin-film electrodes and the quality of the thin-film electrodes rather than 
processes intrinsic to the spacer material or its geometry. This work provides some guidance to the 
design of spacers for FEDs.   © 1999 American Vacuum Society. [S0734-21 lX(99)09204-5] 

I. INTRODUCTION 

In large area field emission displays (FEDs), solid- 
insulating spacers must be used to provide mechanical sup- 
port between the cathode and anode electrodes. Different- 
structure spacers, such as spheres for low-voltage FEDs to 
high-aspect-ratio rails and strips (thin wall) for high-voltage 
FEDs, are used for this purpose.1 These spacers must be thin, 
mechanically strong, vacuum compatible, exhibit low current 
leakage, be hidden between pixels and not affect the electron 
beamlets, while withstanding the high voltage necessary in a 
high-voltage display. Another consideration for the spacer is 
its electrical resistance. The spacer resistivity should be high 
enough to minimize the leakage current between the anode 
and cathode, minimizing the power consumption and it must 
also be low enough to dissipate the charge buildup around 
the spacer surface, avoiding the breakdown caused by the 
spacer surface charge buildup. The insulation consideration 
for FED spacers is complicated in light of the operational 
environment of FEDs: electron bombardment, outgassing, 
and the elevated operational temperature of the device. In 
fact, the reliability and performance of FEDs are strongly 
dependent on spacer performance. The higher the voltage a 
spacer can withstand, the higher will be the efficiency of the 
phosphor, and the higher will be the brightness and the con- 
trast of the FED. 

Without considering outgassing or sputtering from the 
phosphor anode and electron bombardment from the cold 
cathode in FEDs, the above insulation structure can be elec- 
trically simulated using different spacer geometries bridging 
two thin-film electrodes. Although insulators in vacuum have 
been extensively studied for a long time, the investigated 
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insulators were generally confined to circular cylindrical 
disks and conical frustums bridging two solid electrodes, and 
no flashover studies have been reported for insulator-bridged 
gaps shorter than 2 mm or thin-wall structured spacers, 
which bridge two thin-film electrodes.2"5 In the context of 
developing advanced spacer technology for FEDs, this ar- 
ticle is the first reported study to address issues related to the 
prebreakdown and breakdown characteristics of spacers that 
bridge vacuum gaps (750 /tun) formed between thin-film 
metal electrodes. 

In this study, Teflon is mainly used as a spacer material. 
Although Teflon is not a practical material for FED spacers, 
it is used in this initial work as a reference since it is known 
to be a good electrical insulating material that can be fabri- 
cated easily into different structure spacers. Teflon material 
is somewhat flexible, therefore it is possible to form well- 
defined triple junction contacts (without voids) between 
spacers and thin-film electrodes. The triple junction is the 
region where the spacer, electrodes and vacuum meet. If 
there are some voids between the spacer and the electrodes, 
the electrical field in those voids will be enhanced, which 
results in a low breakdown voltage.5 Hence the flashover 
values of Teflon spacers perhaps represent the upper range 
for the thin-wall spacers made of different materials that are 
relevant to FEDs—specifically hard, brittle, ceramic materi- 
als. These initial studies are necessary, since based on the 
knowledge gained from the high-field characteristics of these 
spacer structures, we will be in a good position to investigate 
high-aspect-ratio spacers made of ceramic materials with 
specific designs in the near future, in addition to taking into 
account the FED environment. The results presented here 
will provide the basis for high-aspect-ratio spacer design in 
FEDs. 
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FIG. 1. Spacer setup. 

II. EXPERIMENTAL SETUP 

Three different spacer test structures were used: (1) a 
V-shaped thick-wall structure with 500 /an width and 750 
/an thickness, made of Teflon, (2) a circular disk-shaped 
spacer with ~5 mm diameter and 750 /an thickness, made 
of Teflon, and (3) a plastic fiber with 750 /an diameter and 
10 mm long, made of fluorine polymer. The V-shaped thick- 
wall spacers were used only for their ease in setting up the 
bridged vacuum gap. 

The spacer structures in this study bridged a vacuum gap 
of 750 /an between two thin-film metal electrodes deposited 
on optically flat glass disks. Figure 1 shows the setup of the 
V-shaped thick-wall spacer. In order to simulate closely the 
electrode gap in FEDs, a special electrode structure was de- 
veloped as shown in Fig. 1. To avoid the high field stress at 
the edge of the cathode, the diameter of the cathode (25 mm 
in diameter) was larger than that of the anode (17 mm in 
diameter) and a special means of attaching metallic leads to 
the metallized films was developed. The wire for each elec- 
trode was glued using conductive silver epoxy (EPO-TEK 
H20E) through a slit cut in each glass substrate. The tip of 
the metal lead was flush with the substrate surface on which 
the metal thin film was deposited. Since this method of at- 
taching a metallic lead to the substrate unavoidably resulted 
in some surface defects on the electrode surface, the defect 
region on the cathode surface was designed to be away from 
the area opposite to the smaller diameter anode working area. 
The whole structure was also supported by three spacer sup- 
ports outside the metal thin-film area, which had the same 
thickness and material as the spacer (Teflon). 

Ni/Cr thin films were sputter deposited on optical glass 
plates via shadow masks to produce the electrode shapes as 
shown in Fig. 1. The substrates were heated to 150-200 °C 
in vacuum at lO^Torr. Argon gas was introduced into the 
reactor and the magnetron was excited by a dc power supply. 
The plasma reactor was operated at 140 W for 7 min to 
deposit a Ni/Cr metal film of 0.8-1.0 /an thickness on the 
glass plates. 

After the deposition of the thin-film electrodes, no elec- 
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FIG. 2. Extra low light detection 3D imaging system. The white strip indi- 
cates the spacer location in the test gap and its reflections in the two mirrors. 

trode pretreatment, e.g., baking, was applied. During the 
setup of the spacer, the thin-film electrodes were handled 
using ultralow-lint wipes. The test chamber was evacuated 
by a turbomolecular pump backed by an oil-free diaphragm 
pump and the final pressure in the chamber was ~1 
X10~6Torr. 

In order to diagnose and record the different prebreak- 
down phases and the breakdown phenomenon, and obtain 
spatially resolved images of light activities emanating from 
the electrically stressed spacers, an extra-low light detection 
three dimensional (3D) imaging system using an intensified 
charge coupled device (CCD) camera (Xybion ISG-750) was 
developed as shown in Fig. 2. The camera was positioned 
directly above the test gap such that the camera axis was 
parallel to the axis of the plane electrode gap. In order to 
obtain 3D information with the intensified CCD camera, two 
mirrors were used to reflect the two side views of the gap and 
the spacer in the direction of the camera's axis. Three white 
lines (two in the mirror and another in the work area) are 
drawn to indicate the relative position of the spacer (Fig. 2). 
For extra low light detection, the support for the entire setup 
was made of polyacetal (Delrin), a black material to avoid 
reflections, in addition to elimination of any background 
light. The spectral range of the Xybion ISG-750 CCD cam- 
era is  550-920 nm and  sensitivity  was  better than  6 
XHT9fc (7X10-15W/mm2). Furnished with a video sys- 
tem, we watched and recorded very weak prebreakdown 
light activity, then viewed it frame by frame. Due to the low 
frequency of the video signal, light activity shorter than the 
duration between two video frames could be missed. 

The electrical prebreakdown and breakdown diagnostics 
and extra low noise high-voltage test setup were discussed in 
detail in our earlier article.6 

III. RESULTS AND DISCUSSIONS 

Thin-film (~ 1 fim thick) electrodes made of Ni/Cr were 
bridged by spacers 750 /mi in height. Figure 3 shows their 
breakdown voltages and calculated average electrical fields, 
together with those values of the thin-film plain vacuum gap 
at the same gap distance.7 Compared to the breakdown and 
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Breadkown voltage   Breakdown Field 
(kV) (kV/mm) 

E3 Plain thin-film vacuum gap     ■ Plastic fiber spacer 

D Teflon Circular disc spacer     D Teflon thick-wall spacer 

FIG. 3. Breakdown characteristics of different spacer structures vs a plain 

vacuum gap at 750 /xm. 

prebreakdown characteristics of a Ni/Cr thin-film plain 
vacuum gap at 750 /an, the bridged gaps at 750 /an gap 
distance have the following features. 

A. Spacer leakage current 

The vacuum gap leakage currents with the spacer materi- 
als were almost the same as that in a plain vacuum gap. The 
gap equivalent resistance in both were on the order of 
1014 Ü, implying that the surface leakage through the spacer 
surface'with the selected materials was not significant. Leak- 
age current consideration is important in spacer material se- 
lection. As stated above, the spacer resistivity must be high 
enough to minimize leakage current between anode and cath- 
ode, and it must also be low enough to dissipate any charge 
buildup around the spacer surface, avoiding breakdown 
caused by the spacer surface charge buildup. According to 
our present experimental results and previous experience 
with large dimension spacers, the surfaces of all traditional 
good insulating materials, such as Teflon, alumina (A1203) 
of different compositions and zirconia, will introduce very 
low leakage current. Hence the surface charging effect will 
be the main concern in our further investigations of FED 

spacers. 

B. Fiber spacer 

The breakdown voltage of the plastic fiber spacer is in the 
12-14 kV range, corresponding to a gap spacing of 750 /an. 
The above breakdown voltages are below the threshold for 
the onset of prebreakdown current in the plain vacuum gap. 
Breakdown occurred only at the end (tip) of the fiber with 
associated prebreakdown light activity. Figure 4 shows the 
damage produced by such a breakdown event at the tip of the 
fiber. In some cases, a spark breakdown occurred simulta- 
neously at both ends of the spacer (Fig. 5). Hence, the weak- 
est region in a fiber spacer is at its ends. It should be noted, 
however, that the fiber ends were not rounded. Attempts to 
round off the fiber spacer ends were not successful due to 
unavailability of proper tools. Since the shortest distance of 
the investigated spacer structures are the same, and the triple 

FIG. 4. Damaged area of the fiber spacer after catastrophic breakdown. 

junction effect is the least likely cause of breakdown in the 
studied spacers, the low breakdown voltage was mainly due 
to the insulation material itself or its geometrical structure. 

C. Disk-shaped spacer 

For the disk-shaped spacer, 5 mm in diameter and 750 
/an high, the breakdown voltage is in the 13-16 kV range. 
The characteristics were similar to those observed for the 
fiber spacers, i.e., breakdown occurred suddenly before the 
onset of a prebreakdown current. Considering that the disk 
shaped spacer results in a quasiuniform field, it is rather in- 
triguing that the disk-shaped spacer did not exhibit superior 
behavior compared to the thick-wall structure (in Sec. HID). 
Since the spacer surface distance between the two electrodes 
is the same as in the other two cases (fiber and thick wall), 
one obvious explanation is the area effect or the larger triple- 
junction perimeter effect, since the disk-shaped spacer covers 
a larger area of the electrode. 

FIG. 5. Spark breakdown occurred at both ends of the plastic fiber spacer 
(the white line indicates the relative position of the fiber spacer). 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 
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(a) (b) 

FIG. 6. Two different breakdown modes for Teflon thick-wall spacers; (a) 
breakdown at the edge of the thin-film electrodes; (b) breakdown across the 
spacer surface. 

D. Thick-wall spacer 

The width of the investigated thick-wall structure was 500 
yu.ni. For the Teflon thick-wall spacer, breakdown occurred in 
the 15-20 kV range, which was within the range of voltages 
at which the onset of prebreakdown current occurred in plain 
vacuum gaps (Fig. 3). Two distinct modes of breakdown 
were observed: flashover across the spacer surface or break- 
down at the edge of the thin-film electrode (Fig. 6). Figure 
6(a) shows breakdown at the edges of thin-film electrodes 
which were bridged by a thick-wall Teflon spacer. Figure 
6(b) shows a flashover image observed across the two faces 
of the spacer wall. However, it is not clear if the flashover 
occurs at just one location on the spacer wall or if it is spread 
along the entire lateral length of the spacer. Another interest- 
ing result is that the prebreakdown characteristics followed 
Fowler-Nordheim (FN) behavior (Fig. 7). The FN plots are 
obtained in order to determine if the observed prebreakdown 
current is a result of field emission from the cathode.5'8 

The phenomena of FN behavior and breakdown at the 
electrode edges indicate that the flashover voltage of thick- 

wall Teflon spacers approaches the breakdown strength of 
the thin-film plain vacuum gap. Hence it is imperative to 
address the problem of edge breakdown from the electrodes 
in these test structures. The insulation capability of the in- 
vestigated structure can be improved by suppression of elec- 
trode edge breakdown via some thin-film edge treatment, 
perhaps even without any treatment of the spacer surface. 
Also, the above results imply that careful considerations 
should be given to the edge termination of the phosphor 
anode and the gate of the field emission arrays (FEAs) for 
higher voltage operation in FEDs.7 

Because of the requirements imposed by the FED's 
vacuum and device structure, only ceramic insulating mate- 
rials can be considered as spacers; and most likely the thin- 
wall structured spacers will be used to satisfy the optical 
invisibility requirement. According to the present study, hav- 
ing eliminated the triple junction process as the source of 
breakdown initiation, the insulation capability of the wall- 
structured spacer is mainly limited by the edge effect of the 
thin-film electrodes and the quality of the thin-film elec- 
trodes rather than processes intrinsic to the spacer material or 
its geometry. However, a conservative breakdown field of 
~20.0kV/mm (15.0 kV/0.75 mm) achieved for thick-wall 
spacers appears quite adequate to provide the electrical insu- 
lation needed for a 1 mm high vacuum gap spacing for 
FEDs. The main insulation limitation will most likely arise 
due to electron emission from the field emission arrays. Fur- 
ther studies involving the effect of outgassing from the phos- 
phor anode and the influence of electron bombardment on 
the spacer surface are presently underway. Investigations are 
also underway on thin-wall (<150/im) ceramic spacer 
structures. 
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FIG. 7. FN plot of the prebreakdown current of a vacuum gap bridged by a 
thick-wall Teflon spacer. 

IV. CONCLUSIONS 

The traditionally good insulating materials investigated in 
this study did not introduce significant leakage current in the 
vacuum gap. Breakdown voltages of fiber, disk-shaped and 
thick-wall spacers were 12-14, 13-16, and 15-20 kV, re- 
spectively, across a 750 /mi vacuum gap. Compared to the 
breakdown and prebreakdown characteristics of a Ni/Cr thin- 
film plain vacuum gap at 750 /jia, the breakdown of the fiber 
and disk-shaped spacers occurred abruptly before the onset 
of any prebreakdown current, and their breakdown voltages 
were relatively low. However, the thick-wall structure spacer 
provided relatively good electrical insulation among the in- 
vestigated spacer structures, and breakdown occurred in the 
range of voltages at which the onset of prebreakdown current 
occurred in plain vacuum gaps. Two distinct modes of break- 
down were observed: flashover across the spacer or break- 
down at the edge of the thin-film electrode. 

Since the insulator flashover voltage of a thick-wall struc- 
ture spacer approached the breakdown strength of the thin- 
film plain vacuum gap, the electrode edge effect was the 
main limiting factor. Hence it can be concluded that apart 
from the dielectric spacer, the other factors that could limit 
the insulation capability of FEDs arise from the edge termi- 
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nation of the phosphor anode and the gate of the FEAs for 
high voltage operation in FEDs. 
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Mechanism of highly preferred (002) texture of Ti films sputter deposited 
on water-absorbed borophosphosilicate glass films 
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The texture of Ti films sputter deposited at 350 °C on water-immersed borophosphosilicate glass 
(BPSG) films were investigated as a function of the boron content and immersion time of the BPSG 
films. The Ti film texture was the most strongly (002) preferred for the BPSG films that absorbed 
a certain amount of water, regardless of their boron content and immersion time. The following 
mechanism is proposed for the improved texture. The water-absorbed BPSG films increase H20 
partial pressure hear the BPSG surface during the heating up to 350 °C prior to Ti sputtering; the 
increased H20 pressure increases the density of silanol groups on the BPSG surface to reduce 
surface free energy; this results in Ti film growth toward highly preferred (002) texture by 
self-assembly of Ti atoms.   © 7999 American Vacuum Society. [S0734-211X(99)01104-X] 

I. INTRODUCTION 

Electromigration (EM) failures in Al-alloy interconnects 
used for very large scale integrated circuits (VLSIs) have 
become more serious as device feature sizes have shrunk. It 
is well known that the EM resistance of Al-alloy intercon- 
nects is strongly influenced by their microstructure, such as 
grain size and crystallographic texture. For example, it has 
been reported that the EM resistance of Al-alloy intercon- 
nects can be effectively improved by enhancing Al(lll) 
texture.1"5 For Al-alloy interconnects stacked with Ti, TiN/ 
Ti, or Ti/TiN/Ti underlayers, which are widely used in 
VLSIs, the Al texture is strongly (111) preferred if the tex- 
ture of the bottom Ti films is (002) preferred.3'4 This can be 
explained by the epitaxial transfer of the crystallographic in- 
formation from the Ti(002) plane to the Al(lll) plane, be- 
cause Ti(002), TiN(l 11), and Al(l 11) planes have very simi- 
lar atomic spacings.3 Therefore, improvement in the (002) 
texture of the bottom Ti films can make layered Al-alloy 
interconnects more highly reliable against EM. 

We have recently reported that the air exposure or water 
immersion of borophosphosilicate glass (BPSG) underlayers 
drastically improves the (002) texture of bottom Ti films and 
thus Al(lll) texture and EM lifetime in AlSiCu/Ti/TiN/Ti 
interconnects.6 The improved Ti(002) texture was related to 
the water absorption of the BPSG films. In another article,7 

we have also reported that the (002) texture of Ti films de- 
posited on thermal Si02 films is drastically improved by in- 
creasing the H20 partial pressure of a Ti sputtering chamber 
from 1X10"9 to 3 X 10~8 Torr. In both the above cases, we 
attributed the mechanism of the improved Ti(002) texture to 

"'Electronic mail: tom-yoshida@mosk.tytlabs.co.jp 

the self-assembly of Ti atoms on silicate surfaces, which had 
a low free energy owing to the formation of surface OH 
groups (silanol groups). Although the silanol formation is 
probably caused by water adsorption on silicate surface, in 
the former case the role of the water absorbed in the BPSG 
films in forming silanol groups has not been fully understood 
yet. 

In this work, we have investigated the texture of Ti films 
sputter deposited on water-immersed BPSG films as a func- 
tion of the boron content of BPSG films and water immer- 
sion time. Also, we examined the change in the profile of the 
water absorbed in a BPSG film by heating in vacuum. From 
the results of these experiments, the role of the water ab- 
sorbed in the BPSG films in forming silanol groups is dis- 
cussed. 

II. EXPERIMENT 

Three kinds of BPSG films with boron contents of 2.0, 
3.6, and 4.4 wt. % and a phosphorus content of 3 wt. % and 
thermal Si02 films were formed on Si (100) wafers, and were 
then used as substrates for Ti films. The thickness of these 
dielectric films was 800 nm. The BPSG films were formed 
by plasma enhanced chemical vapor deposition, and an- 
nealed at 900 °C in an 02 ambient for 30 min. These sub- 
strates were immersed in hot (95 °C) water for 0.2-5 h, and 
dried with a spin dryer. Then, Ti (50 nm) films were depos- 
ited on the substrates at 350 °C by direct current (dc) mag- 
netron sputtering from a Ti target using Ar gas. Sputtering 
conditions were a dc power of 1.3 kW and an Ar pressure of 
2.4 mTorr. The sputtering was done under an H20 partial 
pressure of about 1 X 10"9 Torr. 
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FIG. 1. Ti(002) and Ti(Oll) diffraction intensities for Ti films as a function 
of immersion time for BPSG (2.0, 3.6, and 4.4 wt. % boron) and SiO, films 
in hot water. 

The crystallographic texture of as-deposited Ti films was 
examined by x-ray diffraction (XRD) with a conventional 
6-26 method using CoKa radiation. The distribution of 
hydrogen, boron, and phosphorus atoms in water-immersed 
BPSG films were evaluated by secondary ion mass spec- 
trometry (SIMS) depth profiling. 

III. RESULTS AND DISCUSSION 

The texture of Ti films sputter deposited on water- 
immersed BPSG/Si and Si02/Si substrates was examined by 
XRD. All the XRD patterns showed either two peaks of 
Ti(002) and Ti(Oll) or only one peak of Ti(002). Figure 1 
shows the Ti(002) and Ti(001) diffraction peak intensities as 
a function of the immersion time. On the substrates without 
water immersion, all the films show nearly the same Ti(002) 
and Ti(011) intensities, as plotted at the immersion time of 0 
h. When the substrates are immersed in the hot water, the 
Ti(002) and Ti(Oll) intensities on the BPSG films change 
with increasing immersion time, though those on the Si02 

film remain unchanged. On the BPSG films, as the immer- 
sion time increases, the Ti(002) intensity at first increases 
rapidly, showing a maximum, and then decreases, while the 
Ti(Oll) intensity decreases to approach nearly zero. This in- 
dicates that the (002) preferred texture of the Ti films 
changes with the water immersion of the BPSG films. The 
maximum Ti(002) intensities for the three kinds of BPSG 
films are almost the same (near 3000 cps) and the immersion 
time giving the maximum Ti(002) intensity becomes shorter 
with increasing boron content of the BPSG films. 

It is known that BPSG films become more hygroscopic 
with increasing boron content,8 while thermal Si02 is non- 
hygroscopic. Thus, the change in Ti(002) texture on the 
water-immersed BPSG films can be associated with the wa- 
ter absorption of the BPSG films. To investigate the mecha- 
nism of this phenomenon, two kinds of BPSG/Si substrates 
with boron contents of 2.0 and 4.4 wt. % were immersed in 
hot (95 °C) water for various times, and the distribution of 
water absorbed in the BPSG films were then evaluated by 

§   § 

:   (a) BPSG (2.0 wt% B) 

immersion time 
BPSGi Si 
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FIG. 2. SIMS depth profiles of hydrogen concentration for BPSG films im- 
mersed in hot water for various times. The boron contents of the BPSG films 
were (a) 2.0 wt. % and (b) 4.4 wt. %. 

SIMS depth profiling of hydrogen atoms. At the same time, 
depth profiles of boron and phospshorus concentrations were 
also measured. 

Figure 2 shows the depth profiles of hydrogen concentra- 
tion for the two kinds of substrates that were immersed in the 
hot water for various times. In all the profiles, the hydrogen 
concentrations much higher than the background level (about 
1020 atoms/cm3) are observed near the surfaces. These in- 
creased hydrogen concentrations are attributed to absorbed 
water. From these profiles, it is found that the peak concen- 
tration of the absorbed water near the surfaces is independent 
of both boron content and immersion time, and that the pen- 
etration depth of the absorbed water increases with increas- 
ing immersion time for both of the two kinds of substrates. 
Moreover, it is found that the water penetration rate becomes 
greater with increasing boron content of the BPSG films. 

Figure 3 shows the typical dependence of boron and phos- 
phorus depth profiles on the immersion time for the BPSG/Si 
substrate with 4.4 wt. % boron. Both boron and phosphorus 
concentrations are almost constant throughout the film thick- 
ness and are independent of the immersion time. The 
BPSG/Si substrate with 2.0 wt. % boron also showed essen- 
tially the same result. Thus, the hot-water immersion does 
not affect both boron and phosphorus distributions in the 
BPSG films. 
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FIG. 3. SIMS depth profiles of (a) boron and (b) phosphorus concentrations 
for BPSG films immersed in hot water for various times. The boron content 
of the BPSG films was 4.4 wt. %. 

From the above results, it is evident that only the water 
penetration depth in the BPSG films depends strongly on the 
water immersion time. Therefore, the change in Ti(002) tex- 
ture shown in Fig. 1 can be related with the amount of the 
water absorbed in the BPSG films. Thus, to estimate the 
amount of the water absorbed in the BPSG films shown in 
Fig. 2, we calculated hydrogen densities per unit area by 
integrating the hydrogen concentration profiles against the 
depth. Figure 4 shows the relation between the Ti(002) in- 
tensities and the hydrogen densities for the two kinds of 
substrates. All the data well fit a single curve, which has a 
maximum Ti(002) intensity of near 3000 cps at the hydrogen 
density of 2.2 X 1016 atoms/cm2, indicating that the Ti(002) 
texture is determined by the amount of the water absorbed in 
the BPSG films, regardless of the boron content. 

Next, we discuss the reason why the Ti(002) texture is 
determined by the amount of the water absorbed in the 
BPSG films. It has been reported that a water-absorbed 
BPSG film has a water desorption peak at about 280 °C.8 

This suggests that when a water-absorbed BPSG film is 
heated up to 350 °C in vacuum prior to Ti sputtering, some 
of the absorbed water desorbs during the heating. To confirm 
this, the hydrogen profile of the 0.5 h water-immersed BPSG 
film with 4.4 wt. % boron was measured by SIMS after heat- 
ing in vacuum at 350 °C for 80 s. Figure 5 compares the 

Hydrogen Density ( x1016 atoms/cm2) 

FIG. 4. Relation between Ti(002) intensities and hydrogen densities (per unit 
area) for BPSG (2.0 and 4.4 wt. % boron) films immersed in hot water. The 
hydrogen densities were calculated from the depth profiles of hydrogen 
concentration shown in Fig. 2. 

hydrogen depth profiles of the BPSG film measured before 
and after the heating. After the heating, the hydrogen profile 
broadens toward to the deeper region and the hydrogen con- 
centration near the surface decreases. Hydrogen densities 
(per unit area) calculated from the two hydrogen profiles 
indicated that an about 15% of the water absorbed in the 
substrate desorbed during the heating. Practically, since the 
period of the heating at 350 °C prior to Ti sputtering is only 
about 8 s, the amount of the water desorbing from the sub- 
strate should be much less than 15%. However, it is probably 
large enough to increase H20 partial pressure near the sub- 
strate surface, because the initial background H20 partial 
pressure is very little (about 1 X 10"9 Torr). Moreover, the 
H20 partial pressure near the substrate surface probably in- 
creases with increasing amount of the absorbed water. We 
previously demonstrated that the Ti(002) texture of Ti films 
sputter deposited on a Si02 surface at 350 °C is improved 
drastically by increasing the H20 partial pressure of a Ti 
sputtering chamber from 1X10~9 to 3X10"8 Torr.7 Fur- 

10": 
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:  BPSG (4.4 wt% B) 

before heating 

after heating 

200      400      600      800     1000 
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FIG. 5. Hydrogen concentration profiles for 0.5 h water-immersed BPSG 
(4.4 wt. % boron) film measured before and after heating in vacuum at 
350 °C for 80 s. 
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thermore, we attributed the mechanism of the improved 
Ti(002) texture to the self-assembly of Ti atoms on the Si02 

surface, which had a low free energy owing to the formation 
of silanol groups by water adsorption. This mechanism can 
be applied to the improved Ti(002) texture on the water- 
absorbed BPSG films, because the absorbed water plays a 
role in increasing H20 partial pressure near the BPSG sur- 
faces, as mentioned above. In Fig. 4, the Ti(002) intensity 
increases with increasing hydrogen density, reaching a maxi- 
mum at 2.2X 1016 atoms/cm2. This improved Ti(002) texture 
is attributed to the increased H20 partial pressure near the 
BPSG surface. At the hydrogen density of 2.2X1016 

atoms/cm2, the H20 partial pressure near the BPSG surface 
is thought to reach 3 X 10"8 Torr, because the Ti(002) inten- 
sity is in good agreement with that obtained for a Ti film 
sputter deposited on a Si02 surface under a background H20 
partial pressure of 3 X 10"8 Torr.7 At the hydrogen densities 
larger than 2.2X 1016 atoms/cm2, the Ti(002) intensity de- 
creases with increasing hydrogen density. This indicates that 
the excess H20 partial pressure near the BPSG surface re- 
strains the growth of Ti films toward highly preferred (002) 
texture. 

IV. CONCLUSION 

The Ti film texture is the most strongly (002) preferred 
for the BPSG films that absorb a certain amount of water, 

regardless of their boron content and water immersion time. 
The following mechanism is proposed for the phenomenon. 
While the water-absorbed BPSG films are heated up to 
350 °C in vacuum prior to Ti sputtering, the water in the 
BPSG films desorbs partially to increase H20 partial pres- 
sure near the BPSG surface. The increased H20 partial pres- 
sure increases the density of silanol groups on the BPSG 
surface to reduce surface free energy; this results in Ti film 
growth toward highly preferred (002) texture by self- 
assembly of Ti atoms. However, the excess H20 partial pres- 
sure near the BPSG surface restrains self-assembly of Ti at- 
oms. 
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The footing or notching effect arises during the dry overetching of silicon layers on top of dielectric 
films. The visible consequence of this effect is the resulting etch that propagates along the interface 
between the underlying dielectric films and the silicon layer. Footing is usually considered an 
undesirable artifact during etching. Thus, the vast majority of efforts made to date have been 
oriented towards reducing or eliminating the aforementioned effect. There is, however, another 
alternative that has not been fully exploited: the application of the notching effect in the 
microfabrication of released structures. Furthermore, with deep reactive ion etching (DRIE) tools it 
is also feasible to deposit fluorocarbon films for electrical isolation purposes in situ. Thus, it is 
possible to microfabricate suspended structures by combining the footing effect with the capabilities 
offered by DRIE. For this purpose, we have developed, built, and tested suspended electrostatic 
actuators applying this new microfabrication scheme. The process is well suited for applications 
involving silicon-on-insulator wafers. Electrostatic actuators microfabricated with this passivation 
film subsequently underwent 105 pull-in cycles without failure. © 7999 American Vacuum 
Society. [S0734-211X(99)07904-4] 

I. INTRODUCTION 

The footing or notching effect, which arises due to the 
differential charging of sidewalls and bottom of features, is 
observed when overetching polysilicon or single crystal sili- 
con layers on top of dielectric films1 (see Fig. 1). This effect 
is usually negligible in conventional reactive ion etching 
(RIE) of submicron features due to the low current fluxes 
and small dimensions involved. However, the etching of 
large features (several microns or more), using currently 
available high-density plasma etchers, can exhibit a notching 
effect that extends laterally several microns. The extent of 
footing depends on many variables such as the electron 
temperature,2-4 the ion energy,5 the ion/electron current to 
the surface, the size of the feature and the amount of sidewall 
passivation. 

In particular, the dependence of this effect on etching con- 
ditions in a time multiplexed deep etcher (TMDE) has been 
described elsewhere.5 In this exercise we used a deep reac- 
tive ion etching (DRIE) tool from Surface Technology 
Systems.6 This tool multiplexes between a passivating cycle 
that employs a C4F8 plasma and an etching cycle with a SF6 

plasma. In addition to the 13.65 MHz if power applied to the 
electrodes, the tool has another rf power source connected to 
a single-turn coil around the processing chamber. This dual 
rf power arrangement permits the generation of high-density 
plasmas for deep silicon etching applications. A complete 
description of this piece of equipment äs well as process 
optimization techniques can be found elsewhere.7"9 

The notching effect also has a strong dependence on the 
aspect ratio of etched features, as can be seen in Fig. 2. 
Aspect ratio is the ratio of depth to horizontal opening for a 

"'Electronic mail: ayon@mtl.mit.edu 

particular trench. For aspect ratios of the order of 1 or less, 
there is enough electron bombardment at the lower part of 
etched structures, and on the bottom surface, to preclude the 
charge buildup associated with the footing effect. It can be 
further observed in the scanning electron microscopy (SEM) 
micrographs (a) and (b) in Fig. 2 that the notching is less 
than 1 (im deep. However, äs the aspect ratio increases the 
footing depth also increases. It then achieves a depth of 1.84 
fim for an aspect ratio of 1.95, Fig. 2(c), and even 5.63 /um 
when the aspect ratio reaches 3.30 in Fig. 2(d). As the aspect 
ratio increases even further, the footing depth decreases to 
3.96 ,um for an aspect ratio of 5.16 [see Fig. 2(e)], and 1.89 
jjan when the aspect ratio reaches 7.25 as can be seen in Fig. 
2(f). For narrow trenches, there is a significant drop in the 
etching rate due to shadowing and the concomitant ion flux 
reduction reaching the bottom surface. The reduction in 
notching depth observed in Figs. 2(e) and 2(f) is then related 
to the reduced time the bottom surface is exposed to ion 
bombardment, and the decreased ion current at the bottom of 
a trench. The preceding observations suggest that notching 
can be controlled by tailoring the aspect ratio of etched 
trenches. 

Another variable of interest that concerns notching is the 
amount of overetching time. The relevance of this variable is 
shown in Fig. 3, which includes an array of trenches similar 
to those of Fig. 2 but with an additional 10 min etching time. 
Footing remained small in those cases involving low aspect 
ratio trenches as can be seen in the micrographs (a) and (b) in 
Fig. 3. However, in all higher aspect ratio cases, and com- 
pared to similar trenches in Fig. 2, the notching effect be- 
came deeper and wider as shown in the micrographs (c) 
through (e) in Fig. 3. 

The observations indicate that feature charging is the 
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FIG. 1. Footing originates from the isotropic flux of electrons on the side- 
walls of the feature that creates a negative charge near the feature opening. 
The flux of electrons to the lower sidewalls and bottom of the feature is 
limited by the'reduced view factor to the plasma and the repulsive negative 
charging near the feature opening. The bottom regions of narrow spaces 
charge positively due to the greater monodirectional ion flux. 

main mechanism for explaining the footing effect,1"3'5 and 
that the charging potential of etched features on a wafer is 
influenced by their electrical connection. 4,10-12 Thus, for a 
given trench width, different notch depths can be expected 
across a wafer on features charging at different potentials. 
Similarly, notch symmetry can be predicted for features 

charging at the same potential. The micrograph shown in 
Fig. 4 is an example where both symmetric and asymmetric 
notches are observed on features with dissimilar electrical 
connections. 

It is also relevant to ponder the influence of etching spe- 
cies availability on footing, considering that upon reaching 
the buried dielectric layer, the concentration of fluorine is 
expected to increase. It has been reported that conditions that 
promote the availability of fluorine or decrease the concen- 
tration of etching byproducts, such as higher chamber pres- 
sure settings or higher SF6 flow rates, decrease5 the extent of 
notching with respect to the overetching time. Furthermore, 
the excess supply of fluorine cannot explain the observed 
asymmetrical variations in notching shown in Fig. 4, or the 
absence of notch formation for trenches when low aspect 
ratios are involved (see Figs. 2 and 3), where etching species 
are predictably more abundant. Also, the shape of the 
notches appears to be line of sight with the deflection of the 
ions leaving the silicon dioxide near the interface, instead of 
being circular with the center based upon the sidewall. Thus, 
the observations suggest that surface charging controls foot- 
ing, although the availability of etching species could have a 
synergistic effect in notch formation. 

The footing or notching effect described in the previous 
paragraphs can be utilized for releasing silicon structures 
during processing of silicon-on-insulator (SOI) wafers. For 
these applications it is also necessary to emphasize the rel- 

(a.) <b.) (c) 

S'»k.v.4S>*«sr'vU!.M*jli'Aib'.w- 

(d) (e.) (f) 

FIG. 2. Footing effect dependence on the aspect ratio of etched structures. Aspect ratio is defined as the ratio of depth to opening of a particular trench. Thus, 
the respective aspect ratios for the SEM micrographs shown are 0.56 in (a), 1.07 in (b), 1.95 in (c), 3.30 in (d), 5.16 in (e), and 7.25 in (f). 
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FIG. 3. Dependence of footing on overetching time. The SEM micrographs show trenches similar to those in Fig. 2, that have been etched 10 
compared to those in Fig. 2. 

nun more 

evance of charging and ion bombardment during the micro- 
fabrication of cantilevered beams. In the case of a simple 
fluorinated, isotropic glow discharge, when releasing a sili- 
con beam that has its sidewalls protected by a film such as 

B 

FIG. 4. Electrical connection between different etched features influences 
the extent of footing. Thus the different depths achieved by notches a and b 
can be explained in terms of differences in the charging potential of the 
respective features. Similarly, the observed symmetry in the notches identi- 
fied with c is expected for features charging at the same potential. 

silicon dioxide, the spontaneous etch of silicon causes the 
quick loss of the silicon in the beams,13'14 leaving behind 
only the protective shell. By comparison, this deleterious ef- 
fect is small when exploiting the footing effect. The expla- 
nation underlying this observation is that during the release 
of structures the tool is still operating in TMDE mode, there- 
fore, protective films are also being deposited within the 
notch. Thus, ion bombardment is still required to proceed 
with the etch. 

II. ELECTROSTATIC ACTUATORS 

The observed extent of footing can, therefore, be used to 
microfabricate high aspect ratio suspended structures for 
such applications as microvalves, micropumps, and microre- 
lays. However, devices using electrostatic actuation also re- 
quire electrical isolation to avoid failure by stiction. Several 
techniques have been proposed to solve this problem, usually 
involving additional film depositions such as silicon 
dioxide.13'14 

The suggested approach contained in this article is the 
utilization of in situ deposited fluorocarbon films employing 
the same TMDE piece of equipment. It has been previously 
reported15 that the characteristics of those fluorocarbon films 
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(a) (b) (c) 

FIG. 5. Sequence for the microfabrication of released structures. After the 
photolithographic step (a), a TMDE tool can perform all the remaining steps 
in situ: silicon etch, (b) release of structures during overetch, ash photore- 
sist, conformational deposition of a fluorocarbon film, and (c) use of an 
oxygen plasma to remove the fluorocarbon film from all horizontal surfaces. 

have a strong dependence on deposition conditions, and that 
the deposition rate can exceed 0.18 ^m/min. Therefore, the 
application of the footing effect in combination with the in 
situ deposition of electrical isolation films enables a new 
microfabrication sequence detailed in the following para- 
graphs. 

Step (i). Transfer the topography to photoresist using a 
standard photolithography step. See Fig. 5(a). 

Step (ii). Etch the silicon substrate until the underlying 
dielectric film is reached. Etching conditions and optimiza- 
tion of operating points during TMDE can be found 
elsewhere.7'8 The TMDE processing conditions used in this 
exercise were as follows: during the passivating cycle 40 
seem of C4F8 were flown 11 s, with the electrode power set 
at 6 W and the coil power at 600 W; during the etching cycle 
105 seem of SF6 were flown 14 s (with an additional overlap 
over the passivating cycle of 0.5 s) with the electrode power 
set at 12 W and the coil power set at 750 W. The position of 
the throttle valve was fixed at 65° during operation. 

Step (Hi). During the overetching time, charging produces 
the footing effect,1 and the structures are released. This time 
can be tailored to release the widest feature in the design. As 
was previously mentioned, the deleterious effect of losing 
height control in narrower beam due to spontaneous silicon 
etching reported in other schemes is very small during this 
step. 

Step (iv). Photoresist can be removed in situ with an oxy- 
gen glow discharge. See Fig. 5(b). 

Step (v). Operating the equipment in continuous mode, 
and flowing only C4F8, a fluorocarbon film is deposited on 
all surfaces. 

Step (vi). Additional in situ oxygen plasma will preferen- 
tially remove the passivation film from all horizontal sur- 
faces exposed to ion bombardment, while preserving the film 
on sidewalls.5 Auger spectroscopy was used to inspect the 
horizontal and vertical surfaces after exposure to oxygen 
plasma. Figure 5(c) shows the cross section of a completed 
device. 

III. TESTING 

An electrostatic actuator was built to validate the preced- 
ing approach. The design (see Fig. 6) included beams 3.8 pm 

Beams 3.2 um wi±, 100011 m long 
'< —> 

-► W -# 

Footing Effect 

| Silicon   0   Silicon Dioxide 

!      Fluorocarbon Film 

FIG. 6. Drawing of the electrostatic actuator described herein. 

wide, 1000 /zm long etches using SOI wafers supplied by 
Motorola with a single crystal silicon (100) film 38 pm 
thick, and of 5-20 11cm resistivity. Upon transferring the 
topography to photoresist, the devices were prepared follow- 
ing the process outlined in Fig. 5. After photolithography, all 
necessary steps were performed in the same DRIE tool in- 
cluding silicon etching, structure release, photoresist ashing, 
fluorocarbon film deposition as well as its removal from all 
horizontal surfaces. After ashing the photoresist (step iv), the 
wafer were cleaved and half of each wafer was tested with- 

I-V Characteristics 
25 

20 

1    " 

-*- Device 1 
-B- Device 2 
-fc- Device 3 

20 40 60 
Voltage (V) 

80 100 

FIG. 7. I-V characteristics of the electrostatic actuator described in this 
article. Fluorocarbon films for electrical isolation purposes were deposited 
in situ. 
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out the additional fluorocarbon film deposited, while the 
other half continued with steps (v) and (vi) outlined in the 
previous paragraph. 

Testing was done by applying a ramping voltage in steps 
of 5 V, between the points illustrated in Fig. 6. Although the 
pull-in voltage is of the order of 85 V, it was decided to 
apply up to 100 V to further stress the passivation film. Ac- 
tuators without the additional passivating film failed by stic- 
tion within 50 pull-in cycles. Actuators that followed the 
sequence described herein (see Fig. 5), continued operating 
without failure or noticeable performance degradation after 
105 pull-in cycles. Figure 7 shows the I-V characteristics for 
three typical devices obtained with a semiconductor param- 
eter analyzer. Even though there is a noticeable increase in 
current drained beginning at pull-in voltage, the leakage cur- 
rent only increased from **1 nA to <25 nA even for an 
applied 100 V. 

IV. CONCLUSIONS 

We have, therefore, demonstrated the application of the 
footing effect in the microfabrication of suspended structures 
using a process compatible with SOI technology. The mea- 
sured performance of the microfabricated electrostatic actua- 
tors demonstrates the usefulness of the in situ deposition of 
fluorocarbon films for electrical isolation purposes. Further- 
more, after photolithography, all steps required to microfab- 
ricate suspended structures (i.e., silicon etching, release of 
devices, photoresist removal, deposition of electrical isola- 
tion films and clearing of fluorocarbon films from all hori- 
zontal surfaces) are done in the same high-density plasma, 
DRIE tool. This process is, therefore, compatible with a 
large variety of microelectromechanical systems (MEMS) 
applications. 
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Low-energy electron-beam lithography using calixarene as a negative electron resist has been 
investigated in the energy range between 0.5 and 20 keV. The suitability of electron energies down 
to 2 keV with a writing resolution of about 10 nm is clearly demonstrated. At low electron energies 
the required electron dose is drastically reduced. Moreover, irradiation damage during the exposure 
of a high-mobility two-dimensional electron gas using calixarene plays no significant role in the 
low-energy regime.   © 1999 American Vacuum Society. [S0734-211X(99)00804-5] 

I. INTRODUCTION 

Low-energy electron-beam lithography in the range of 
1-10 keV offers significant advantages over the use of high 
electron energies for the exposure of sensitive positive elec- 
tron resists such as PMMA. Since the penetration depth of 
electrons is smaller for lower energies the proximity effect is 
strongly suppressed due to a reduction in the number of 
backscattered electrons from the substrate.1 The majority of 
the electrons are inelastically scattered in the resist film and 
it is their spatial range which limits the lateral resolution. 
Furthermore, the irradiation damage of the underlying sub- 
strate is substantially lower, making low-energy electron- 
beam lithography an attractive prospect for lateral structuring 
of high-mobility semiconductor devices. 

Recently Fujita et al. investigated a new high-resolution 
negative resist called calixarene.2"4 Because this resist has a 
low sensitivity, it is especially important to use low electron 
energies. Reducing the electron energy will significantly re- 
duce the electron dose required for exposure as is immedi- 
ately seen using a simplified Bethe equation where x denotes 
the distance from the sample surface and W(x) the electron 
energy:5 

dW{x)fdx~-l/W(x). (1) 

Moreover, in the case of negative resists the electron 
beam usually exposes the active area of the defined device 
structure so reducing the electron energy is important for the 
elimination of radiation damage. Low-energy electron-beam 
lithography on high-resolution negative electron resists is 
therefore especially well suited for defining nanostructures 
such as single-electron tunneling transistors.6 

"'Electronic mail: robert.blick@physik.uni-muenchen.de 
b)Permanent address: Institut für Angewandte Physik, Universität Tübingen, 

Auf der Morgenstelle 10, 72076 Tübingen, Germany. 

Here, we investigate the exposure parameters of a calix- 
arene resist at electron energies down to 0.5 keV. We deter- 
mine both the resolution of the resist as well as the radiation 
damage of a high electron mobility transistor (HEMT) struc- 
ture in the energy range between 1 and 20 keV. In addition 
we investigate the differences in the exposure parameters of 
nanometer scale and large scale structures caused by prox- 
imity effects. 

II. EXPERIMENTS 

A. Exposure parameters 

In order to study the influence of the electron energy on 
the exposure dose, writing resolution and proximity effects 
of the calixarene resist hexaacetate p-methylcalixarene 
(MC6AOAc), various silicon samples were coated with a 
thin calixarene film (-40-50 nm). These films were preb- 
aked at 170 °C for 30 min and then exposed at different 
electron energies and electron doses. After exposure, the 
samples were developed for 30 s in xylene and the develop- 
ment was then stopped by immersion for 30 s in 
isopropanol.2 The exposure was performed by a scanning 
electron microscope (SEM) with a thermally assisted field- 
emission electron source using a commercial beam and stage 
control system. 

The relationship between the electron energy and the re- 
quired electron dose was determined by exposing patterns 
consisting of large and small scale structures. The required 
dose for small patterns (of the order of 10 nm) can be much 
larger than for large structures. In order to investigate this 
difference, the test patterns consisted of large areas con- 
nected to small lines with widths varying between 3 and 21 
nm (as will be shown in detail later). These lines were writ- 
ten with a meander scan and a pixel separation of 3 nm. This 
structure also enables us to investigate proximity effects oc- 
curring at higher electron energies. The electron dose for the 
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FIG. 1. Resist contrast curve for exposure at an electron energy of 2 keV. 
The minimum gel dose is £0 = 200 ,itC/cm2, and the saturation or maxi- 
mum dose is £, = 800 fiC/cm2. The contrast is measured to be y= 1.65. 

small lines was determined by measuring the exposed line- 
widths in the developed resist with the SEM. The 100% dose 
was determined by requiring that the exposed linewidth be 
identical to the intended linewidth. 

In the case of large patterns we determined the saturation 
dose required for a given resist thickness after exposure. For 
lower electron doses only a fraction of the resist film re- 
mained on the substrate after development.7 This was con- 
firmed by studies performed with an atomic force micro- 
scope (AFM) operating in the so-called tapping mode. The 
step height at the edges of the pattern as well as the slope of 
the film edge were also determined. 

B. Irradiation damage 

In order to investigate the influence of the electron beam 
at different energies on the quality of the underlying semi- 
conductor layers, various Hall bar geometries were defined 
on a high-mobility GaAs/AlJ.Ga1_xAs heterostructure grown 
by molecular beam epitaxy, where the two-dimensional elec- 
tron gas is located 85 nm from the top surface. The Hall bar 
structures were defined using standard optical lithography 
and a wet chemical etching process. On the defined Hall bar 
structures a 42 nm thick calixarene film was subsequently 
exposed with different electron energies varying between 1 
and 20 keV. The resulting electron density and electron mo- 
bility at 4.2 K were extracted from the period of the 
Shubnikov-de Haas oscillations in high magnetic fields and 
the resistance at zero magnetic field, respectively.8 

III. RESULTS AND DISCUSSION 

A. Exposure parameters 

Figure 1 shows the resist contrast curve for an electron 
energy   of   2 
= 200 AtC/cm2 

keV.   The   minimum   gel   dose   is 
the saturation or maximum dose is 

= 800 fiC/cm2. The contrast y is defined as the slope of the 
line from EG to Ex and turns out to be y= 1.65, in agreement 

10 15 
electron energy (keV) 

20 

FIG. 2. Electron dose for 9-20 nm lines and for large scale patterns. The 
saturation dose for the large patterns was determined by measuring the resist 
thickness with an AFM, whereas the electron dose for the small features was 
controlled with a SEM. The inset shows the test structure used, where lines 
with different widths are connected to a large area with a lateral extension of 
5 X 20 fj.m. The nominal linewidth of the thinnest line is 3 nm (1 pixel line) 
and increases to 21 nm (7 pixels) for the thickest one. 

with the value obtained previously for the exposure of calix- 
arene films with 25 keV electrons.7 Determining the maxi- 
mum dose £,, where the resist film achieves its maximum 
thickness, leads to the dependence of this saturation dose on 
the electron energy as shown in Fig. 2. Also shown in Fig. 2 
is the required electron dose for the narrow lines. The inset in 
Fig. 2 shows an overview of the test structure used. Clearly, 
the electron dose for small structures exceeds the one for the 
large patterns by a factor of about 1.7 over the whole energy 
range considered. 

Both plots in Fig. 2 indicate an almost linear relationship 
between the electron energy and the electron dose as pre- 
dicted by Eq. (1) when the penetration depth of the incident 
electrons is much larger than the resist thickness. 

The slope of the resist edge for different electron doses at 
an electron energy of 2 keV is shown in Fig. 3. For a dose of 
500 /iC/cm2, just below the saturation dose, the maximum 
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FIG. 3. Resist slope for electron doses of 500, 750, and 1500 fiC/cm2. 
Although the maximum resist thickness is almost achieved at E 
= 750 /itC/cm2, the slope still gets steeper for higher electron doses. 
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100 nm 

FIG. 4. (a)-(d) SEM picture of the test structure used for electron energies 
of 1, 2, 7, and 20 keV, respectively. Only a small influence of proximity 
effects can be seen at an electron energy of 20 keV, where the spatial range 
of the proximity induced line broadening is about 40 nm. At 1 keV (a) weak 
adhesion leads to curved lines. 

resist thickness is not yet achieved. Increasing the electron 
dose above the saturation dose of 800 /iC/cm2 to the dose 
required for the small lines of 1500 fiC/cm2 leads to a 
steeper resist slope. The width of the resist slope at the satu- 
ration dose allows one to estimate the range in which elec- 
tron scattering is important to be about 40 nm. As has been 
found previously the scattering range is expected to follow a 
power law as a function of the incident beam energy: 

/3[nm] = oW[keV] 1.7 (2) 

where c is of the order of 10.9 For an incident beam energy 
of 2 keV the measured scattering range in our experiments is 
comparable to the value expected. 

One advantage of low-energy electron-beam lithography 
is the reduction of proximity effects due to the reduced scat- 
tering range of the incident electrons. In addition, the range 
for direct electrodynamic interaction of the incident electron 
beam with the resist is smaller for lower electron energies. 
In order to investigate the influence of proximity effects in 
calixarene, we determined the width of the thin lines in the 
vicinity of the large patterns in our test structure and found 
only small broadening due to proximity effects even at the 
highest electron energy of 20 keV (Fig. 4). The broadening 
turns out to be about 40 nm for all electron energies consid- 
ered. We therefore conclude that proximity effects only play 
a role within a range of about 40 nm in the low-energy re- 
gime of electron-beam lithography with calixarene and are 
mainly caused by electrons scattered in the resist film, which 
has a thickness comparable to the observed scattering range. 
Backscattered electrons from the substrate could, in prin- 
ciple, lead to additional background exposure in the vicinity 
of the large patterns, especially for high beam energies. 
However, we do not observe any significant variation in the 
broadening for the beam energies considered and presumably 
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FIG. 5. Electron mobility in a high-mobility two-dimensional electron sys- 
tem after exposure of a 42-nm-thick calixarene film at different energies. 
The electron dose was chosen according to the saturation dose depicted in 
Fig. 2. 

this background exposure is smaller than the minimum gel 
dose EG, making calixarene relatively insensitive to such 
proximity effects. 

In our investigations we found a resolution limit of 10 nm 
for the lines used in our test structure even at accelerating 
voltages as low as 2 kV. Moreover, by connecting short lines 
at both ends, even at an electron energy of 2 keV, minimum 
structure sizes down to 6 nm were realized, suggesting that 
adhesion problems are responsible for the resolution limit. 
This is in good agreement with recent data of Fujita et al., 
who found no change in resolution of a calixarene resist 
down to an electron energy of 5 keV, where the smallest 
possible structure size is about 10 nm. From Monte Carlo 
simulations they also concluded that the resolution limit of 
calixarene does not depend on the electron scattering but on 
weak adhesion to the substrate for structures smaller than 10 
nm11 

Lowering the electron energy below 1 keV leads to re- 
duced adhesion of the developed resist [Fig. 4(a)]. Calcula- 
tions and measurements for a PMMA electron resist of 50 
nm thickness indicate that below an electron energy of 1 keV 
the resist cannot be penetrated completely by the incident 
electrons.5 In the case of positive resists this leads to a thin 
resist layer remaining after development, the thickness of 
which can easily be measured. For calixarene the whole 
thickness of about 42 nm was maintained even for an elec- 
tron energy below 1 keV. Nevertheless, an unexposed thin 
film between the substrate and the exposed upper part of the 
resist layer leads to the observed reduced adhesion. A further 
reduction of the electron energy down to 500 eV results in 
the removal of the exposed film surface during the develop- 
ment process by dissolving the unexposed resist. 

The dose reduction in low-energy electron-beam lithogra- 
phy can cause serious problems for electron resists with high 
sensitivity like PMMA due to shot noise in the electron 
beam. Since the shot noise limit is around a minimum num- 
ber of about 200 electrons the limiting dose is about 
150 /iC/cm2 for a resolution of 10 nm.12 For calixarene, 
where the electron dose is 800 /zC/cm2 at an energy of 2 
keV, the influence of shot noise is presumably already vis- 
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ible [Fig. 4(b)]. Thus, in addition to adhesion problems, shot 
noise turns out to be another limiting factor for high- 
resolution lithography at very low energies with calixarene. 

B. Irradiation damage 

We have measured the variation of the electron mobility 
in a high-mobility two-dimensional electron gas (fi 
= 166 m2 /V s) upon the electron energy in the lithographic 
process (Fig. 5). 

A slight decrease of the electron mobility with increasing 
acceleration voltage is observed. Nevertheless, this effect 
plays only a small role in the energy regime considered. 
Since the total process of irradiation damage in electron- 
beam lithography is not yet fully understood, this result will 
be a topic of further research. 

IV. SUMMARY 

We have investigated the use of low-energy electron- 
beam lithography for the negative electron resist calixarene. 
The resolution limit at energies as low as 2 keV is found to 
be about 10 nm. The range of electron scattering in the resist 
film that leads to proximity effects was determined to be 
about 40 nm. Irradiation damage to a high-mobility two- 
dimensional electron gas in the low-energy regime evidently 
plays no significant role. Lowering the exposure energy of 
the electrons below 1 keV leads to incomplete vertical expo- 
sure of the resist film. We conclude that the most suitable 
energy regime for high-resolution low-energy electron-beam 
lithography with calixarene is in the range between 2 and 10 
keV. 
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Implanting 1 X 1017 BF2
+ ions/cm2 with as low an energy as 40 keV into W-N thin films, W-B+-N 

thin layer was formed for the region near the surface of the W-N thin film. Experimental results 
reveal that thermal stability of the W-B+-N/W-N thin film and its barrier performance against Cu 
diffusion were improved compared to those of the W-N thin films after annealing at 600-800 °C 
for 30 min. These excellent properties of the W-B+-NAV-N barrier are due to the B+ ions to 
prevent nitrogen out-diffusion and to keep the W-B+-NAV-N thin film in an amorphous phase 
after annealing at 800 °C because the grain growth of W or W-N and the Cu diffusion were 
suppressed by the B and N impurities in the amorphous thin film. © 7999 American Vacuum 
Society. [S0734-211X(99)02204-0] 

Throughout the evolution of very large scale integrated 
circuits, the scale down of active devices eventually became 
less profitable since the limitations of the circuit speed and 
functional density came to depend more on the characteris- 
tics of multilevel interconnection than on the scaled 
device.1'2 To implement a multilevel interconnection for high 
speed and high density new materials such as conductors and 
interlevel dielectrics are required. In addition to new materi- 
als, several difficulties and failure modes related to etching 
and annealing processes, for example, anisotropy, thermal 
stability, and electromigration might be encountered. A 
metal-semiconductor contact structure especially needs a 
thermally stable barrier layer to prevent interaction between 
a metal and a semiconductor. If we use Cu films as a contact 
or interconnect metal, the barrier layer has to block the fast 
diffusive Cu atoms during post processing. Previous works 
reported that binary diffusion barriers such as TiN, Ta-N 
and W-N were superior to pure refractory metal films. 
Recently the amorphous ternary metal film is expected to 
show higher thermal stability than the binary film because 
grain boundaries offering a diffusion path do not exist in the 
amorphous ternary films.6"9 However, it is not easy to con- 
trol the composition, electrical resistivity, and anisotropic 
etching of the ternary metal thin film compared to the binary 
thin film. In this work, to solve these problems, we have 
proposed a new ternary metal-Si contact structure by im- 
planting boron ions after patterning the binary W-N thin 
film on the Si contact window. This boron ion implantation 
method enables us to modify the binary W-N film into the 

3-5 
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ternary W-B-N thin film barrier and to precisely control the 
concentration and depth profile of B impurity. In addition, 
this method offers the self-aligned contact structure as fol- 
lows: For the contact window, we have deposited the W-N 
or W thin film and delineated the contact metal. After that, 
we have implanted B+ ions into the diffusion barrier metal 
film. Thus, we can avoid a difficult etching process of the 
ternary metal film. 

We use p-type wafers as starting materials which orienta- 
tion and resistivity were (100) and 5-10 flcm, respectively. 
W-N thin films of about 1100 Ä in thickness were deposited 
on Si contact windows by the plasma enhanced chemical 
vapor deposition method using WF6, NH3, and H2 reactant 
gases. The flow ratio of WF6/NH3/H2 was fixed at 2/1/50. 
The system was evacuated to 2 X 10"6 Torr before the depo- 
sition and the working pressure was maintained at 0.5 Torr. 
Radio frequency power density and substrate temperature 
were 0.7 W/cm2 and 300 °C, respectively. Detail deposition 
processes and experimental results regarding the W-N thin 
film were already published.10" To estimate the maximum 
projected range of the BF2

+ ion in the W-N thin film, we 
used a transport ion mass (TRIM) simulation of boron im- 
plantation at 40 keV and 1 X 1017 ions/cm2. By the simula- 
tion of BF2

+ implantation, we could estimate that the pro- 
jected range of boron ions would be distributed in the range 
of 100-200 Ä depth from the top surface of the 1100-Ä- 
thick W-N thin film. After the implantation of BF2

+ ions, 
the W-B+-N/W-N thin films were annealed at tempera- 
tures in the range of 600-800 °C for 30 min in Ar ambient to 
determine phase transition during the annealing processes. 
The thickness and resistivity of W-B+-N/W-N thin films 
were measured by Rutherford backscattering spectrometry 
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FIG. 1. XRD patterns of (a) W-N and (b) W-B+-N/W-N thin films before 
and after annealing at 800 °C. 

(RBS) and four point probe, respectively. The B and N pro- 
files in the W-B+-N/W-N thin films were determined by 
secondary ion mass spectroscopy (SIMS) and RBS. We in- 
vestigated the crystalline structures and surface morpholo- 
gies of as-deposited and annealed W-B+-N/W-N and 
W-N thin films by x-ray diffraction (XRD) and atomic force 
microscopy (AFM), respectively. 

Figure 1 shows XRD patterns of the W-B+-N/W-N and 
W-N thin films as a function of the annealing temperature. 
The crystal structure of the as-deposited W-N thin film has a 
microcrystalline state of W2N and W phases as shown in Fig. 
1(a). However, after boron implantation, the crystallinity of 
the W-B+-N/W-N thin film appears more broad than that 
of the W-N thin film as shown in Fig. 1(b). This means that 
the crystallinity of the W-B+-N/W-N thin film is closer to 
the amorphous state than the W-N film due to the damage of 
the ion bombardment. After annealing at 800 °C, the W-N 
film shows a sharp and strong (110) oriented W phase and 
(111), (200) oriented W2N phases. In contrast, there is no 
sharp and strong (110) W peak in the W-B+-N/W-N thin 
film. This result suggests that the boron implantation into the 
W-N thin film modifies the surface of the W-N film, having 
a tendency to prevent crystallization of the whole W-N layer 
during annealing even at high temperatures. 

Figures 2(a) and 2(b) show transmission electron micros- 
copy (TEM) micrographs of the W-B+-N/W-N thin films 

FIG.   2.   TEM   micrographs   and   electron   diffraction  patterns   of  the 
W-B+-NAV-N thin film (a) before and (b) after annealing at 800 °C for 30 

before and after the annealing at 800 °C for 30 min. We can 
tell that the crystal structure of the W-B+-N/W-N before 
the annealing is a mixture of amorphous and microcrystalline 
phases from the electron diffraction pattern in Fig. 2(a). The 
amorphous phase remained as it is even after the annealing at 
800 °C in all the area except some local region where some 
degree of grain growth occurred as shown in Fig. 2(b). Gen- 
erally, it is known that the grain growth takes place by re- 
ducing the grain boundary energy among neighboring homo- 
geneous grains. However, B+ ions in the W-B+-N thin film 
might play an important role to keep the amorphous phase 
such that the microcrystalline grains are embedded in the 
amorphous phase. Therefore, these microcrystalline grains 
cannot be free to crystallize into large grains because there is 
no neighboring grain boundary available in the surrounding 
amorphous regions consisting of W-B, B-N, and W-B-N. 
The amorphous phases perform a barrier against the propa- 
gation of grain boundaries of the microcrystalline grains, 
preventing grain growth during the post-annealing. 

To determine the boron and nitrogen redistributions in the 
W-B+-N/W-N thin film, the depth profiles of B and N 
atoms are investigated by SIMS before and after annealing at 
800 °C as shown in Figs. 3(a) and 3(b). Figure 3(a) shows 
that the majority of B atoms is located near the surface and 
this result is well consistent with the TRIM simulation. In 
this figure, it is found that a B-rich W-B+-N thin layer is 
formed at the surface after the implantation at 40 keV and 

.1 X 1017 ions/cm2. After annealing at 800 °C for 30 min as 
shown in Fig. 3(b), boron atoms seem to be redistributed into 
the inside of thin film. The N profile indicates that nitrogen 
impurity remains constant in the W-B+-N/W-N thin film 
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FIG. 3. SIMS depth profiles of W-B+-N/W-N thin film (a) before and (b) 
after annealing at 800 °C for 30 min. 

before and after the annealing. However, in the case of the 
W-N thin film, 5%-6% of N was diffused out after anneal- 
ing at 800 CC for 30 min (not shown here). Figure 3(b) sug- 
gests that the B+ ions are redistributed in the inside of the 
W-N thin film and prevent nitrogen out-diffusion during the 
annealing at 800 °C for 30 min. From the experimental re- 
sults we can conclude that B+ ions prevent the N out- 
diffusion and keep the W-B+-N/W-N thin film in amor- 
phous ternary phase because the crystallization temperature 
of W-B+-N/W-N film becomes higher than 800 °C. In 

conclusion, implanting B+ ions into W-N, we can improve 
the barrier property of the W-N thin film due to the stuffing 
effects of boron and nitrogen to inhibit the grain growth of 
W or W-N and the formation of W-Si at the contact win- 
dow. Electrical resistivities of the W-B+-N/W-N and 
W-N thin films were investigated corresponding to anneal- 
ing temperature. The resistivity of the W-N thin film depos- 
ited at 300 °C is 174 fjil cm. The resistivity of the 
W-B+-N/W-N thin film increases to 200 /jhcm and 
gradually decreases with increasing the annealing tempera- 
ture from 500 to 800°C. The resistivity of W-B+-N/W-N 
film decreases to 150 /xXlcm, while that of the W-N thin 
film decreases to 75 /j£l cm after annealing at 800 °C. This 
result means that the increased resistivity of the W-N thin 
film after the implantation is due to the amorphous phase, as 
confirmed with XRD patterns, as well as impurity effect of 
the W-B+-N/W-N film. Therefore, the decrease in the re- 
sistivity after the annealing can be ascribed to annihilation of 
disordered surface, partial crystallization, and impurity redis- 
tribution in the W-B+-NAV-N thin film. The resistivity of 
the annealed W-N film is relatively lower than that of the 
annealed W-B+-N/W-N thin film because in the W-N thin 
film W2N and W phases could be more easily crystallized 
than in the W-B+-NAV-N film. 

Another interesting point of this work is morphological 
changes due to the implantation. We observed the surface of 
W-B+-N/W-N and W-N thin films before and after an- 
nealing by AFM. Figure 4(a) reveals that roughness root 
mean square (rms) of the as-deposited W-N thin film is ~3 
Ä. However, Fig. 4(b) shows that after annealing at 800 °C 
the surface roughness greatly increases to 47.46 Ä. This re- 
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FIG. 4. AFM images of (a) and (b) 
W-N and (c) and (d) W-B+-N/W-N 
thin films before and after annealing at 
800 °C for 30 min. 
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suit can be easily understood by considering that large W 
grain growth takes place in the W-N film during annealing. 
While, in the case of the W-B+-N/W-N film, the rms of 
the as-implanted film slightly increases from ~3 to ~6 Ä as 
shown in Fig. 4(c) due to the sputtering phenomena during 
the implantation process. However, Fig. 4(d) shows that this 
surface roughness remains at ~ 10 Ä even after the annealing 
at 800 °C for 30 min. Comparing Fig. 4(d) with Fig. 4(b), we 
can tell that the smooth surface of the W-B+-N/W-N film 
after the annealing process is due to the suppression of W 
grain growth. This result is in good agreement with the fact 
that the amorphous thin film has a very smooth surface. 

Figure 5 shows that the barrier properties of the 
W-B+-N/W-N and W-N thin films against the Cu diffu- 
sion after annealing at 600-800 °C for 30 min. The defected 
area ratio was determined by the rate of defected area to 
measured area. We determined the defected area by measur- 
ing the etch pit size in the 2X2 cm2 and multiplying it by the 

number of etch pit since the etch pit size is quite different 
with each other. After that, we normalized the defected area 
by the measured area (2X2 cm2). This figure indicates that 
the W-B+-N/W-N barrier prevents the Cu diffusion up to 
the annealing temperature of 750 °C. In the case of 
W-B+-N/W-N barrier, the defected area ratio is as low as 
0.25 times that of the W-N barrier even at 800 °C. 

In summary, we can modify the thermal stability and 
crystalline phase of the W-N thin film by the boron implan- 
tation. The W-B+-N/W-N thin film seems.to have the fol- 
lowing advantages: We can prepare the excellent barrier 
against the Cu diffusion without another etching process of 
the W-B+-N layer and reduce the resistivity of ternary re- 
fractory metal film to 200 /ilcm. The thermal stability is 
improved as high as 750 °C and the smooth surface rough- 
ness can be obtained after annealing at 800 °C. These advan- 
tages are mainly due to the thermal behavior of B+ ions to 
prevent the grain growth of W, W-Si, and W-N in the 
W-B+-N/W-N thin film: i.e., boron and nitrogen impurities 
in the amorphous W-B+-N/W-N thin film to inhibit the 
reaction with W and Si at the contact window as well as 
preventing the Cu diffusion. 

This work was financially supported by the Ministry of 
Science and Technology under Contract No. 2N15742. 
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Growth of a near-atomic protrusion on molybdenum field emitter tips 
under argon ion bombardment 

F. Okuyama,a) H. Sugie,b) and M. Sato 
Department of Environmental Technology, Graduate School of Engineering, 
Nagoya Institute of Technology, Gokiso-cho, Showaku, Nagoya 466-8555, Japan 

(Received 20 July 1998; accepted 28 May 1999) 

Ar+ ion bombardment of a molybdenum field emitter is shown to grow a single protrusion with a 
near-atomic dimension at the very tip of the emitter. This kind of protrusion is generated from a 
thick amorphous layer covering the monocrystalline emitter tip, and lengthens toward the incoming 
ions. The protrusion apex is roughened, resulting in atomic projections on its surface. This surface 
phenomenon may be developed into a technique to prepare metal tips with atomically small 
dimensions.   © 1999 American Vacuum Society. [S0734-211X(99)09304-X] 

One of the key concerns in focused-electron beam tech- 
niques is how to produce field emission tips with atomically 
small dimensions. Although one technique of tip preparation 
is to polish metal wires electrolytically, such electropolishing 
results in heavy contamination of the tip surface by the elec- 
tropolishing chemical agents. While surface contaminants 
can be easily removed by either heating' or field 
evaporation,2 these simple methods generally entail tip blunt- 
ing, which depends on the melting point of the metal and 
temperature required. An alternate technique is therefore re- 
quired to clean electropolished tips without losing their origi- 
nal sharpness. 

One candidate for the above purpose is ion milling or 
sputtering in an ultrahigh vacuum. In ion sputtering, the at- 
oms at the outermost surface are ejected into a vacuum 
through a collisional cascade in the subsurface.3 This process 
etches away the contaminated surface layer, thereby expos- 
ing the noncontaminated subsurface to the vacuum. The 
etching rate is a function of the ion incidence angle, the 
maximum being around 60°; its inevitable consequence is a 
conical or pyramidal shaping of surface projections.4,5 Sput- 
tering also reshapes field emission tips into a cone or pyra- 
mid with a very sharp apex, irrespective of their original 
geometry. For example, hemispherical tips of refractory met- 
als are sharpened into cones a few nm in radius of curvature 
by bombardment with inert-gas ions at low energies (slO 
keV).6~9 Recently, we found an anomaly, i.e., a single pro- 
trusion with a near-atomic dimension induced to grow on an 
ion-bombarded field emitter tip of molybdenum (Mo). This 
phenomenon, or the "growth of near-atomic protrusion" 
(GNAP), may be developed into a technique to prepare 
"atomic-scale" metal tips, which show promise as coherent 
electron sources and scanning microprobes. 

The experimental system was a JAMP-7100 scanning Au- 
ger microprobe (SAM), the analyzing chamber of which was 
slightly modified.10 In brief, the sample was mounted on a 
eucentric goniometer stage, which enabled us to direct the 
sample tip toward the focused-beam ion gun. Since the ion- 
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current distribution across the beam cross section is Gauss- 
ian, the tip axis must be aligned with the ion-beam axis as 
accurately as possible; otherwise, the resulting tip geometry 
would be asymmetrical. This axial alignment was accom- 
plished by carefully operating the goniostage while observ- 
ing the sample using SAM's scanning electron microscope 
(SEM) capability. The sputtering conditions involved 3 keV 
Ar+ ions focused into a circle —300 /xm in diameter with a 
current density of ~1 X 103 //A/cm2, equivalent to an ion- 
dose rate of ~5 X 1017 ions/cm2min. The sample was kept at 
room temperature during sputtering. 

To visualize the tip-sharpening process, the tip geometry 
was examined by using a field emission (FE) SEM (S-5000) 
as a function of sputtering time. To do so, the sample was 
repeatedly transferred back and forth in air from the SAM to 
the FE SEM. 

Polycrystalline Mo wires spot welded on W loops were 
electropolished in KOH solution to serve as samples. To 
smooth their surfaces, the original sample tips were flashed 
at —2000 °C in an auxiliary vacuum chamber. The analyzing 
chamber was modified to install a counterelectrode for moni- 
toring the field electron current emitted from the sample tip. 
This chamber modification was based on our experience that 
the current-voltage (l-V) curves reflect the tip sharpness 
(cf. Fig. 2). In I^V measurements, the tip and the counter- 
electrode were positioned opposite each other at a distance of 
—100 fim with the aid of the goniometer stage and the coun- 
terelectrode manipulator. Since the FE SEM was not able to 
fully resolve the sputtered tips, some samples were analyzed 
by high-resolution (HR) transmission electron microscopy 
(TEM). For this purpose, the emitter was mechanically re- 
moved from the supporting loop with the greatest care. 

Figure 1 illustrates the tip-sharpening process observed by 
FE SEM. Note that the tip dimension was dramatically re- 
duced by the bombarding Ar+ ions. Indeed, the final sample 
tip was too fine to be perfectly resolved with the FE SEM. 
The vertical lines in Figs. 1(a) and 1(b) indicate the same 
area with a cross-sectional diameter of —120 nm, and thus 
served as a "marker" to estimate the sputter-removal rate. It 
is clear by comparing Figs. 1(a) and 1(b) that sputtering pro- 
ceeded at a rate of —9 nm/min along the center axis. 
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FIG. 1. Typical tip-sharpening process due to Ar+ sputtering, observed by 
FE SEM. The total sputtering time is indicated in the respective images. The 
vertical lines in (a) and (b) correspond to a cross-sectional diameter of ~ 120 
nm. 

The I-V curves (a)-(d) in Fig. 2 correspond to the FE 
SEM images (a)-(d) in Fig. 1, respectively. The "onset volt- 
age," at which the electron current from the tip began to be 
detectable, was around 900 V before sputtering, decreasing 
to —150 V after a 60 min sputtering. (Due to the microam- 
pere sensitivity of the ammeter, emission currents in the 
nanoampere region could not be detected.) This dramatic de- 
crease in onset voltages is directly related to the increase in 
tip sharpness illustrated in Fig. 1. Since the onset voltage, 
designated as V0, depends on the distance between the emit- 
ter and counterelectrode, the distance had to be kept constant 
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FIG. 2. I-V curves for the tip geometries in Fig. 1. Curves (a), (b), (c), and 
(d) correspond to the FE SEM images (a), (b), (c), and (d), respectively. The 
horizontal line roughly indicates the lowest level of detectable current emit- 
ted, the intersections of which with the respective curves give a measure of 
onset voltage. 
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FIG. 3. (a) TEM image of a sputtered Mo tip taken at a medium magnifica-- 
tion. The inset in the image shows the ED patterns from areas 1 and 2, 
which prove that the tip area was entirely amorphous, with the shank area 
maintaining monocrystallinity. (b) Enlarged image of the apex area, reveal- 
ing a near-atomic protrusion grown at the apex. The inset in (b) is the 
original emitter geometry (FE SEM image). The corresponding onset volt- 
age was around 150 V. The arrows in (a) indicate the ion-incidence direc- 
tion, while the arrow in (b) indicates an atomically small projection. Instru- 
ment: JEM-3010. 

for repetitive measurements in order to use V0 as a measure 
of tip sharpness. Although this required careful operation of 
the goniostage and the counterelectrode manipulator, the 
method was very convenient in that it was in situ and hence 
time saving. (The sample transfer needed for FE SEM was 
enormously difficult and time consuming.) 

Ion sputtering modifies the target surface structurally as 
well as topographically.11 Figure 3(a) shows the medium 
magnification TEM image of a sputtered emitter, in which 
the emitter is seen to be entirely amorphous at the tip area. 
[Note also the halo electron diffraction (ED) pattern inset in 
the image.] By energy dispersive x-ray analysis, the amor- 
phous area was confirmed to be solely composed of Mo (data 
not shown). The shank area, on the other hand, was monoc- 
rystalline, as corroborated by the corresponding ED pattern. 
The amorphized depth was around 200 nm along the emitter 
axis, which is two orders of magnitude larger than the ion- 
penetration depth computed for 3 keV Ar+ ions normally 
incident on poly crystalline Mo (~3 nm). Monocrystalline 
semiconductor surfaces are known to be amorphized by 
bombarding ions, but this "ion-induced amorphization" 
does not occur on metal surfaces. The physical process un- 
derlying this 'tip amorphization thus remains unknown. 

In the above TEM image, the very tip (or apex) was not 
discerned distinctly, implying that the emitter apex was ex- 
tremely sharp. To obtain a clear image, this emitter tip was 
re-observed in the HR mode. The result is shown in Fig. 
3(b), which reveals a single protrusion at the apex. The cen- 
ter axis of the protrusion was parallel to the ion incidence 
direction, meaning that the protrusion was oriented toward 
the incident ions. If the protrusion's tip is replaced with a 
sphere, its radius is around 1.2 nm; the protrusion was of 
near-atomic dimensions. Actually, however, the surface of 
the protrusion's apex was not smooth but roughened to ac- 
commodate an atomic projection (see arrow). 

Figure 4 shows another example of near-atomic protru- 
sion. This protrusion was ~ 17 nm in length, and thus the 
protrusion itself was like a ' 'nanometric'' field emitter. The 
tip of the original emitter before sputtering was slightly 
sharpened at the apex (see the FE SEM image inset). The 
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FIG. 4. Another example of near-atomic protrusion (HR TEM image). The 
inset shows the sample before sputtering (FE SEM image). 

apex of the original sample in Fig. 3, by contrast, was flat. 
The fact that near-atomic protrusions grew independently of 
the original tip geometry is proof of its reproducibility. 

Until now, no atomic-scale protrusion has been detected 
on Ar+-sputtered W emitters. However, W tips sputtered at 
the optimal ion doses were generally around 5 nm in radius. 
Since such a nanometric W tip has a wide range of applica- 
tions including high performance electron sources,912 the 
sputtering behavior of W tips that we observed may be of 
practical significance. The details will be reported in a forth- 
coming article. 

As noted earlier, the nature of GNAP is still unclear. This 
issue will be elucidated by successively following the growth 
dynamics of near-atomic protrusions, with the aid of real- 
time TEM.13 
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Multilayer resist films applicable to nanopatterning of insulating 
substrates based on current-injecting scanning probe lithography 
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Scanning probe lithography based on localized current injection using the probe tip of atomic force 
microscopy (AFM) has been applied to nanoprocessing of an insulating substrate. An electrically 
conductive resist film composed of triple layers was developed for this current-injecting AFM 
lithography. The bottom layer of the resist, which served as a current pass during patterning, 
consisted of amorphous silicon (a-Si) with 20 nm in thickness prepared by ion-beam sputtering. An 
organosilane monolayer, that is, octadecylsilyl self-assembled monolayer (ODS-SAM) of 2 nm in 
thickness, was used as the top layer of the resist, therefore, as the imaging layer in which nanoscale 
patterns were drawn by AFM. In order to bind the a-Si and the ODS-SAM together, the intermediate 
layer of the resist, that is, Si oxide of 2 nm in thickness, was prepared by photooxidation of the a-Si 
layer. Through an AFM-lithographic process using this multilayered resist, nanofabrication of fine 
grooves on a Si oxide substrate was demonstrated. The minimum feature size about 50 nm was 
successfully fabricated.   © 1999 American Vacuum Society. [S0734-211X(99)02004-1] 

Scanning probe microscopes (SPMs) have shown high 
potential as tools for nanolithography which is of primary 
importance in order to attain higher integration density of 
future electronic microdevices.1-3 Scanning probe lithogra- 
phy based on atomic force microscopy (AFM) is particularly 
promising, since this technique provides us with versatility in 
materials to be patterned, and with high line-drawing rates in 
the range of thousands of /im/s.4"6 Further important advan- 
tages of AFM-based scanning probe lithography are compat- 
ibility with other high throughput lithographies such as 
photolithography7'8 and that with in situ electrical character- 
ization of fabricated nanopatterns.9'10 At present, most of the 
successful results have been obtained using the AFM lithog- 
raphy in which patterning was conducted with injecting cur- 
rent or applying electric field to a substrate. Hence, substrate 
materials patterned through such AFM lithographies had to 
be electrically conductive so that the application of electri- 
cally conductive thin films to scanning probe lithography 
was explored.11-13 

Organic thin films have been widely applied as resists for 
various types of lithography. Patterning of organic materials 
by AFM is of particular interest as well. Monolayers formed 
through chemisorption of organosilane molecules onto an 
oxide surface have successfully served as resist films for 
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high-resolution lithography, e.g., electron beam 
lithography14 and scanning probe lithography.15'16 Due to hy- 
drophobic and van der Waals interactions between the alkyl 
chains of the organosilane molecules, the molecules are 
spontaneously organized into a thin layer of monomolecular 
thickness in which the molecules are closely packed to- 
gether. Such a film belongs to a class of material known as 
self-assembled monolayer (SAM). The organosilane SAMs, 
therefore, fulfill the requirements for high-resolution resist 
films including thickness, uniformity, patternability and 
compatibility to various pattern transfer processes and, there- 
fore, are promising for scanning probe lithography. 

In this article, we demonstrate the capability of organosi- 
lane SAMs in the patterning of an insulator, that is, Si02 

which is a key insulating material for Si-based microdevices, 
based on scanning probe lithography. However, the SAMs 
have not been applicable so far to patterning of insulating 
substrates since they lack electrical conductivity similar to 
most organic materials. In order to overcome such a short- 
coming, we have combined the SAM and an electrically con- 
ductive film and served this film as a resist for current- 
injecting AFM lithography. Before selecting the conductive 
film, we considered the following conditions. First, it can be 
covered with an organosilane SAM. Second, it can be used 
as a mask for chemical etching of SiOz. Third, it can be 
formed as a thin and uniform film of a few tens of nm in 
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FIG. 1. Schematic illustration of AFM lithography for nanopatteming of 
Si02 using the multilayered resist system, (a) Cross section of a sample 
coated with a resist film, (b) Resist exposure. Drawing patterns into the 
imaging layer (ODS-SAM) by current injection from an AFM probe in 
constant current mode, (c) Resist development Step I. HF etching in order to 
remove the Si02 layer of the resist in the exposed area, (d) Resist develop- 
ment Step II. TMAH etching in order to remove the a-Si layer in the ex- 
posed area, (e) Pattern transfer. HF etching in order to remove the thermal 
Si02 in the exposed area, (f) Resist removal. TMAH etching for the whole 
a-Si layer. 

thickness. Finally, it would be trouble free and compatible to 
the fabrication process of Si-based microelectronic devices. 
Accordingly, amorphous silicon (a-Si) was chosen as a can- 
didate and a multilayered resist film was prepared. In this 
resist system, an organosilane SAM and an a-Si film were 
served as as an imaging layer and a current-passing layer, 
respectively. 

Figure 1 shows a process chart of AFM lithography for 
Si02 nanopatteming using the multilayered resist film. A 
sample substrate was a single crystal Si plate with a ther- 
mally grown oxide layer of —20 nm in thickness. A triple- 
layered resist film was prepared on this Si substrate [Fig. 
1(a)]. A thin Si film of 20 nm in thickness, which was con- 

firmed to be amorphous by electron microscopy and diffrac- 
tometry, was deposited on the substrate by ion-beam sputter- 
ing. Next, the sample was cleaned by ultraviolet light- 
generated ozone cleaning using an excimer lamp of \= 172 
nm (Ushio Electric, UER20-172 V). By this cleaning, or- 
ganic contamination on the a-Si layer was removed and a 
clean surface oxide photochemically prepared on the layer. 
The oxide surface was hydroxylated and, therefore, com- 
pletely hydrophilic with its water contact angle less than 5°. 
Finally, the cleaned sample substrate was exposed to 
n-octadecyltrimethoxysilane (OTMS) vapor. Through the 
chemical reaction between the surface hydroxyl groups and 
the OTMS vaporized molecules, the molecules immobilized 
onto the substrate resulting in the formation of an octadecyl- 
silyl (ODS) monolayer. The thickness of this monolayer was 
estimated by ellipsometry to be 1.5-2 nm. The monolayer 
surface was hydrophobic showing a water contact angle of 
— 105°. Details of this chemical vapor deposition were de- 
scribed elsewhere.1718 Note that our multilayered resist film 
consists of triple layers, that is, the ODS-SAM, the photo- 
chemically grown Si02 layer and the a-Si film from the top 
surface of the resist. This intermediate Si02 layer is crucial 
for this resist system, since, without this, the SAMs are not 
formed. The SAM formation proceeds due to the chemical 
reaction between precursor organosilane molecules and hy- 
droxyl sites on the oxide surface. 

The sample was patterned using an AFM (Park Scientific 
Instruments, Autoprobe LS) as shown in Fig. 1(b). In order 
to inject current into the ODS monolayer, a bias voltage was 
applied between the AFM probe and the a-Si layer of the 
resist which was positively polarized. A conductive probe 
(Park Scientific Instruments, Ultralever, a heavily doped Si 
probe) was used. When a SPM is operated in the presence of 
atmospheric water vapor, the SPM probe-sample junction is 
connected through a water column created by capillarity of 
the adsorbed water and can serve as a minute electrochemi- 
cal cell.19'20 As a result of electrochemical reactions induced 
in this cell, the ODS monolayer became degraded in the 
region where the probe had been passed. Hence, the probe- 
scanning pattern was printed into the ODS monolayer on the 
top of the multilayered resist film. It was confirmed that an- 
odization of the underlying Si occurred in the probe-scanned 
region.21 As schematically illustrated in Fig. 1(b), the oxide 
film in the probe-scanned region became thicker than the 
photochemical oxide due to the growth of anodic oxide. 

In current-injecting AFM lithography, current flowing 
through the probe-sample junction is a key factor in order to 
control it. The dependency of the junction current on the 
lithography has been studied by applying a constant bias 
voltage.22 We have also demonstrated that line drawing with 
faster probe-scan rates could be achieved by increasing the 
junction current through applying a higher bias voltage. 
However, the controllability of the current was not satisfac- 
tory in using the constant bias mode. The relationship be- 
tween the junction current and the bias voltage depended on 
several factors, such as the age and idiosyncrasies of the 
particular probe used. The current could not be precisely 
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FIG. 2. AFM patterning of a resist at a probe scan rate of 10 ßmJs and a 
probe current of 5 nA. (a) AFM image acquired after development Step I. 
(b) AFM image acquired after development step II. The etching duration 
times were 0.5 and 3 min, respectively. 

controlled by simply applying a defined bias voltage. Thus, a 
current feedback system, which enables to perform AFM li- 
thography in constant current mode, is crucial to the reliable 
AFM lithography.6,23 In the present study, the AFM was 
equipped with a constant current source (Keithley, SMU 
Model 236). 

The developing process for the exposed resist film was a 
two-step chemical etching conducted at room temperature. 
Here we demonstrate this resist development using rather 
wide lines that were drawn by the use of a dull-tip probe for 
ease of etch depth measurement. At the first step of the pro- 
cess [Step I, Fig. 1(c)], the exposed resist film was etched in 
an aqueous solution of 0.5 wt. % hydrofluoric acid (HF). 
Figure 2(a) shows an AFM image24 of the resist film after 
Step I. In the current injected region, i.e., where the probe 
had been passed, both the photochemical and anodic oxides 
were selectively etched while the unscanned region remained 
unetched due to the protection by the ODS-SAM. The etch 
depth, estimated to be ~5 nm from the cross section of the 
AFM image, was slightly greater than the sum of the thick- 
nesses of the ODS-SAM and the photochemical oxide, that 
is, 4 nm at the thickest. This result indicates that the bottom 
a-Si layer was also etched to the depth of at least 1 nm and, 
thus, had further oxidized due to anodization in the probe 
scanned region. Although organosilane SAMs are gradually 
degraded in HF solution, we confirmed that the ODS-SAM 
on Si endured at least for 5 min in 0.5 wt. % HF solution. 

At the second step of the resist developing process [Step 
II, Fig. 1(d)], the HF-etched resist was further treated in an 
aqueous solution of 25 wt. % tetramethylammonium hydrox- 
ide (TMAH). Since, in this solution, Si is effectively dis- 
solved while Si02 is rarely etched,25 the a-Si is expected to 

~r * »-'^ v/2.5 

0.5 ^ 0.0 
0.0 

FIG. 3. AFM images of a nanopatterned Si02 surface. AFM patterning was 
conducted at a probe scan rate of 20 fimls, and a probe current of 1 nA. (a) 
AFM image of the exposed and developed resist film through Steps I and II 
prolonged for 0.5 and 3 min, respectively, (b) AFM image of the Si02 

substrate etched for 5 min in HF using the developed resist as an etching 
mask. The etch depth was estimated to be —10 nm. Prior to imaging, the 
resist film was removed by TMAH etching for 4 min. 

be locally etched in the region where its surface oxide had 
been removed. In addition, this a-Si etching actually stops 
when the whole a-Si layer is etched and the underlying sub- 
strate, i.e., thermal Si02, is exposed. As clearly seen in the 
AFM image shown in Fig. 2(b), the current-injected region 
became further etched compared with Fig. 2(a). Its depth was 
almost equal to the thickness of the a-Si layer in the multi- 
layered resist. The probe-scanning pattern printed in the im- 
aging layer, that is, ODS-SAM, on top of the resist was 
successfully transferred into the a-Si layer. Thus, the devel- 
oping process of the exposed multilayer resist was concluded 
to be completed. 

Nanostructures were fabricated on the substrate Si02 

through chemical etching using the developed resist film as 
an etching mask. Figure 3(a) shows an AFM image of a 
developed resist film with a grid pattern at horizontal and 
vertical intervals of —500 nm. This sample was further 
etched in the HF solution. The grid pattern on the resist film 
was thus transferred to the thermal Si02 [Fig. 1(e)]. After 
this pattern transfer step had been completed, the resist film 
was etched again in the TMAH solution. Since the ODS- 
SAM  and the photochemical  oxide had been removed 
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through the step shown in Fig. 1(e), the remaining a-Si layer 
was etched and degraded and removed from the sample [Fig. 
1(f)]. The result is shown in Fig. 3(b). This AFM image 
demonstrates that fine grooves less than 50 nm in width were 
successfully fabricated on the thermal Si02 substrate, al- 
though some part of the a-Si film, particulate features seen 
on the surface, remained after the final TMAH etching. 

Pattern widening must occur during the pattern transfer 
processes since wet chemical etchings employed in the 
present experiments proceed isotropically. It becomes more 
significant when an etch depth increases. The minimum line- 
width which can be written into the multilayer resist is thus 
determined by the thickest layer, that is, the a-Si layer. The 
resolution limit is thought to be larger than its thickness of 
20 nm in the present case. 

In summary, we have demonstrated nanostructuring of in- 
sulator based on current-injecting AFM lithography. A mul- 
tilayered resist film with electrical conductivity was em- 
ployed. This resist consisted of triple layers, that is, a-Si, its 
photochemical oxide and ODS-SAM with thicknesses of 20, 
2, and 2 nm, respectively. Nanoscale patterns were first de- 
fined by AFM in the ODS-SAM. These patterns were then 
transferred into the a-Si layer through the two-step resist 
developing process. Finally, the substrate Si02 was nano- 
structured using the developed resist as an etching mask. 
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PREFACE 

The Proceedings of the 26th Annual Conference on the Physics and Chemistry of Semicon- 
ductor Interfaces (PCSI-26) are contained in this volume. The Conference was held at the Cata- 
maran Resort Hotel in Pacific Beach, San Diego, California from Sunday evening, 17 January 
1999 to noon on Thursday 21 January 1999. A total of 18 invited and 69 contributed papers were 
presented, with 113 attendees. 

This year's Conference saw a large number of papers relating to nitride semiconductor inter- 
faces and piezoelectric effects (41) reflecting the increasing interest in that field worldwide. Be- 
sides the traditional emphasis on growth and characterization of other compound semiconductor 
interfaces (35) a significant number of papers addressed the chemistry and physics of Si02/Si 
interfaces (23). There were also a small but significant number of papers dealing with magnetic 
materials, and spin transport (6), an area that the PCSI Committee believes will increase in the 
future. Carol Ashby presented some interesting new results on the role of As in oxidation of 
AlGaAs layers. Steve Streiffer gave an overview of recent work on Perovskite structure ferroelec- 
tric films for possible gate dielectrics in transistors. Other exciting advances reported at the 
Conference include: silicon substrate-based optoelectronic structures predicted by John Joanno- 
poulos from MIT, MBE studies of GaN growth, impurity and surfactant effects in GaN total 
energy calculations, and real-time x-ray scattering studies of MOCVD growth of GaN films. The 
Tuesday "Rump" session's theme this year was piezoelectric effects at semiconductor interfaces 
and included stimulating talks by D. L. Smith and a number of others. 

The meeting successfully brought together researchers from a variety of specialties that would 
not normally interact. The quality of the presentations was very high, and lively discussion oc- 
curred following each talk. All participants deemed this year's meeting a great success. The 
Conference succeeded through the efforts of many persons. We would like to thank particularly 
the many anonymous reviewers who performed their work carefully and thoroughly, Jack Dow for 
conference management, and Becky York, who provided a smooth interface between the Editor 
and the Journal of Vacuum Science and Technology. The commitment of Gary McGuire for 
making this collection a part of JVSTB is also appreciated. The Program Committee would par- 
ticularly like to thank Carole Dow for handling much of the conference organizational details, 
including hotel negotiations, abstracts, and abstract booklets as well as conference registration. 
The staff at the Catamaran Resort Hotel including Lisa Marie McNorton are thanked for making 
our stay there very enjoyable. We also greatly appreciate the financial support provided by the 
Office of Naval Research (Larry Cooper) and the Army Office of Scientific Research (Jack Rowe). 
The conference was held under the sponsorship of the American Vacuum Society (Electronic 
Materials and Processing Division). Finally, we thank our conference mascot the Grey Pelican for 
making frequent appearances on the beaches nearby. 

Jack E. Rowe 
Conference Proceedings Editor 

Karen L. Kavanagh 
Conference Chairperson 
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Deliberately designed interfaces for monolithic integration 
in optoelectronics 

Tairan Wang,a) N. Moll, Kyeongjae Cho,b) and J. D. Joannopoulos 
Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139 

(Received 20 January 1999; accepted 30 March 1999) 

A novel class of semiconductors is introduced, based on computational design, to solve the 
long-standing problem of lattice and polarity mismatch in heteroepitaxial growth of III-V alloys on 
silicon substrates. Ab initio total-energy calculations and quasiparticle GW calculations are used to 
investigate the physical properties of these new semiconductors. One particular configuration is 
designed to match lattice constant and polarity with the Si(100) surface and to possess a direct band 
gap of 1.59 ^m, which is close to the canonical frequency used by the optoelectronics industry. 
These results could pave the way for eventual monolithic integration of optical materials on silicon. 
© 1999 American Vacuum Society. [S0734-211X(99)04104-9] 

I. INTRODUCTION 

For many years, the issue of monolithic integration of Si 
technology with optoelectronics has been widely investi- 
gated, and yet it still remains largely unresolved. Various 
different approaches have been suggested.1"6 For example, 
one approach is to use porous Si as the optoelectronic 
material.1'2 In porous Si, the lack of complete diamond- 
structure symmetry allows electron transitions to occur 
which can emit light. Unfortunately, they do not appear to 
produce the needed intensities. Another approach is to use 
heteroepitaxy of optically active III-V materials on Si.3"6 

However, the III-V alloys that have band gaps matching the 
operating wavelength of optical fibers7 also have large lattice 
constant mismatches (approximately 8% larger) as compared 
to crystalline Si. Therefore, during growth many defects are 
created that propagate from the interface. Attempts to reduce 
the number of defects inovlve the use of buffer materials to 
try and slowly increase the lattice constant.8 In this article, 
we describe a totally new approach to solve this long- 
standing problem. We introduce a novel class of deliberately 
designed optical semiconductor alloys which should, at least 
in principle, be amenable to layer-by-layer heteroepitaxial 
growth. 

This novel class of semiconductors exhibits the following 
properties: First of all, it resolves the polarity-mismatch 
problem since the growth sequence guarantees that each 
bond has two and only two valence electrons. Second, there 
are various combinations of elements to choose from, so that 
the lattice mismatch between the new material and Si could 
be minimized. Finally, by choosing different combinations of 
elements, the material could be tuned so that it exhibits a 
direct band gap, with a band gap value matching the operat- 
ing wavelength of optical fibers. The goal of this work is to 
find an appropriate configuration from this new class of ma- 
terials that satisfies these specifications. 

Instead of an experimental search for the optimum con- 
figuration, which would clearly be a formidable task given 

"'Electronic mail: tairan@mit.edu 
b)Present address: Mechanics and Computation Division, Department of Me- 

chanical Engineering, Stanford University, Stanford, CA 94305-4040. 

anything beyond binary alloys, we exploit the predictive and 
tractable power of ab initio calculations. For different con- 
figurations of our semiconductor alloys we perform ab initio 
calculations to obtain their structural properties and quasipar- 
ticle band structures. Before we discuss our results in Sec. 
IV, we will first describe the general construction of this 
class of semiconductors and their properties in Sec. II. And 
in Sec. Ill we give an overview of the computational details. 

II. NOVEL CLASS OF SEMICONDUCTORS 

Let us begin by considering the polarity mismatch prob- 
lem and how one might resolve this issue. The typical 
growth orientation of Si in molecular beam epitaxy (MBE) 
or metalorganic chemical vapor deposition (MOCVD) is the 
(100) orientation. In the (100) direction, a III-V compound 
has a alternating layering of group-Ill and group-V elements. 
Growing a III-V compound on a Si(100) substrate will ei- 
ther create an interface with a group-Ill element layer and the 
Si substrate or a group-V element layer and the Si substrate. 
The interface of group-V element layer and Si substrate is 
shown in left panel of Fig. 1. In the diamond or zinc-blende 
lattice, each atom has four bonds with its four neighbors. The 
electron counting rule has to be satisfied which means that 
each bond is filled exactly with two electrons. In order for 
the III-V and Si interface to fulfill this, half an electron per 
group-V interface atom has to be redistributed to the outer 
surface of the structure. This creates a long-range electric 
field that leads to the polarity mismatch. In the same way, a 
group-Ill layer at the interface would create a long-range 
electric field because of the lack of an half electron per 
group-Ill atom to satisfy the electron counting rule. 

To solve this polarity mismatch, we generalize the con- 
cept of III-V materials. A III-V material is a group-IV ma- 
terial where the group-Ill and the group-V atoms alternate 
and together have the same property as group-IV atoms. Ev- 
ery group-Ill atom provides 3/4 of an electron to a bond, 
whereas every group-V atoms provides 5/4 of an electron. 
Therefore, the III-V material satisfies the electron counting 
rule. Following this concept we create a class of pseudo 
III-V materials with two possibilities: 
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FIG. 1. Schematic illustration of the bond saturation for the interface of a Si(100) substrate and a III-V, a type I, and a type II material. The number of 
electrons contributed by each bond atom is indicated along each bond. 
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One possibility which is denoted as type I materials is con- 
structed by replacing two group-Ill atoms with a group-II 
and a group-IV atom. The other possibility which is denoted 
as type II materials is constructed replacing two group-V 
atoms with group-IV and a group-VI atom. 

As shown in Fig. 1 both types of the new material are 
constructed by having complete layers of the different ele- 
ments perpendicular to the (100) direction. Both types con- 
tain a complete layer of group-IV atoms. The electron com- 
pensation of the different layers is satisfied locally. 
Therefore, the polarity mismatch is resolved at the interface. 
At each group-IV layer in the growth sequence the growth 
can be continued by only depositing group-IV material. No 
excess or missing electrons are created at the interface. 

Another way to look at the resolution of the polarity mis- 
match is to view the new material as a stacking of three 
layers of different elements acting effectively together as 
group-IV layers. As shown in Fig. 1 the two group-V layers 
and the one group-II layer are grouped between two 
group-IV layers. The three layers function as pseudo 
group-IV layers. They fulfill the electron counting rule lo- 
cally and it is easy to understand that no polarity mismatch is 
created. The same argument is true for the type II materials. 

The type I materials have the same chemical formula as 
naturally occurring Chalcopy-rite materials. However, the 
structure of both materials differ slightly, even though both 
materials are in a distorted zinc-blende structure. The alter- 
nating group-II and group-IV layers of the Chalcopyrites are 
intermixed. This would make a layer-by-layer heteroepitaxial 
deposition very difficult and would create the same polarity 
mismatch as for the III-V materials. 

For both types of the new material, there are many pos- 
sible configurations because there are many different ele- 
ments to choose from for the different layers. For example, 
for the group-II layer Zn can be used, for the group-IV layer 
Si and for the group-V layer P. This combination of elements 
would make (ZnSi)1/2P. However, any other elements of the 
different groups can also be used. One can even combine 
different type I materials, or type I and type II materials, to 
form new material alloys. From this tremendous amount of 
different configurations, it is very probable that one exists 
which has the desired properties. 

Given that the polarity-mismatch problem is now resolved 
in principle, we proceed to identify the configurations that 
have a matching lattice constant to Si. Since the amount of 
possible configurations is enormous we begin with the sim- 
plest cases. As a starting point we use the tetrahedral- 
covalent radii of elements from Shay9 to approximate the 
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TABLE I. Estimated lattice mismatch to Si for type I and type II materials. 

Type I Type II 

Afl/flsi (%) Aa/asi (%) 

(BeSi)l/2As -3.2 Al(CSe)1/2 -5.7 
(BeSn)lßP -3.1 B(SnTe)l/2 -3.5 
(BeGe)]/2As -2.2 Ga(CTe)1/2 -3.1 
(ZnSi)1/2P -1.9 Al(CTe)1/2 -2.8 
(ZnGe)]/2P -0.8 In(SiO)l/2 -1.6 
(MgSi)l/2P -0.3 In(GeO)l/2 -0.7 
(ZnC)l/2Sb 0.5 In(CS)l/2 0.1 
(MgGe)l/2P 0.8 Ga(SiS),/2 1.5 
(BeSn)l/2As 1.1 Al(SiS),/2 1.7 
(CdSi)l/2P 1.7 In(CSe)1/2 1.8 
(MgC)l/2Sb 1.8 In(SnO)1/2 2.0 
(ZnSi)l/2As 2.2 Ga(GeS)1/2 2.6 
(ZnSn)l/2P 2.9 Al(GeS)l/2 2.8 
(CdGe)l/2P 2.9 Ga(SiSe)1/2 3.6 
(ZnGe)]/2As 3.3 Al(SiSe),/2 3.8 

TABLE II. Lattice constant mismatch and band gaps from ab initio LDA and 
GW calculations. The abbreviations d, i, s, mi refer to direct, indirect, semi- 
metallic, and marginally indirect (<0.1 eV) band gaps, respectively. 

lattice constants of various configurations of the type I and 
type II materials. These estimates are not too accurate (hav- 
ing errors up to 4%) but are still very valuable in narrowing 
the which are closest to the Si lattice constant are shown in 
Table I. The lattice mismatch varies from — 3.2 to 3.3% for 
the type I and from —5.7 to 3.8% for the type II materials. 
To gain more accurate structural properties, we employ ab 
initio total energy calculations to the configurations which 
have the smallest lattice mismatch. Before doing this we will 
describe our computational method in the next section. 

III. COMPUTATIONAL DETAILS 

To determine the structural properties we carry out total 
energy calculation using density functional theory.10-12 We 
apply the local-density approximation to the exchange- 
correlation functional, choosing the parameterization by Per- 
dew and Zunger13 of Ceperley and Alder's14 data for the 
correlation energy of the homogeneous electron gas. 

We use ab initio norm-conserving pseudopotentials. The 
pseudopotentials for the first row elements are created with 
scheme of Rappe et al.15 or of Troullier and Martins.16'17 The 
other pseudopotentials are generated using Hamann's 
scheme.17'18 For the group-II elements, we employ nonlinear 
core corrections to improve the transferability of these po- 
tentials. These corrections take the nonlinear exchange of 
core and valence electrons into account.19 The semilocal 
pseudopotentials are further transformed into fully separable 
Kleinman-Bylander pseudopotentials,20 with the d potential 
chosen as the local potential. 

The wave functions are expanded into plane waves21 with 
a kinetic energy up to 20 Ry. For structures which include 
first row elements, we used 40 Ry. The electron density is 
calculated from special k-point sets,22 their density in recip- 
rocal space being equivalent to 384 k points in the whole 
Brillouin zone of a 8-atom cell. 

Structure &a/aSl (%) ElfA (eV) £?w (eV) Directness 

(CdSi)l/2P 0.9 0.41 mi 
(ZnGe),/2P -1.6 0.33 i 
(ZnSi)|/2As 0.7 0.32 0.68 mi 
(ZnSi)1/2P -3.1 0.76 1.56 d 
Al(SiSe)1/2 6.6 0.40 i 
Ga(SiS)]/2 4.0 0.40 mi 
Al(SiS)1/2 4.9 0.20 i 
In(CSe)1/2 3.4 s 
In(CS)1/2 2.3 0.41 d 
Ga(CTe)1/2 -4.9 s 

The equilibrium lattice parameters for different configu- 
rations of the novel class are found by minimizing the total 
energy. For each set of lattice parameters, the ions are re- 
laxed until the forces are smaller than 50 meV/Ä. For the 
equilibrium structures, we compute the band structures to 
investigate if they are optically active. However, it is not 
only of interest to have structures with a direct band gap but 
also to possess the correct band gap size. Since local density 
approximation (LDA) methods give inaccurate band gap re- 
sults we use a quasiparticle GW scheme to obtain accurate 
band gap information for the most promising configurations. 

We employ the GW approximation23,24 for the electron 
self-energy to calculate the quasiparticle band structure. This 
method which is fully based on first principles has been 
shown to yield band structures in excellent agreement with 
experiment for a large class of materials including 
semiconductors.25 Gap energies are usually given within an 
uncertainty in the order of 0.1 eV. Using the obtained LDA 
wave functions and energies, we determine the quasiparticle 
band structure using a procedure that has become state of the 
art in band-structure calculations.25 We construct the electron 
self-energy operator within the GW approximation. The dif- 
ference between the GW self-energy operator and the LDA 
exchange-correlation potential constitutes the quasiparticle 
corrections to the LDA band structure, thus leading to the 
quasiparticle band structure. 

IV. RESULTS 

The results for lattice constant mismatch and band gaps 
from the ab initio LDA and GW calculations are shown in 
Table II. The two configurations which have lattice constants 
within 1% of that of Si are (ZnSi)i/2As and (CdSi),/2P. How- 
ever, all these configurations have an indirect or marginally 
indirect gap. Indeed, all configurations except for (ZnSi)1/2P 
listed in Table II have an indirect or marginally indirect gap. 
However, (ZnSi)1/2P has a —3.1% too small lattice constant. 
Therefore, no pure type I or type II configuration has the 
required properties. 

The natural next step is to alloy two configurations from 
Table II. The best candidates for this are (ZnSi),/2P and 
(ZnSi)1/2As. (ZnSi)1/2As has a marginally indirect gap 
smaller than 0.76 eV which is the desired band gap value. 
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FIG. 2. Lattice constant mismatch (top panel) and quasiparticle band gap 
(bottom panel) for (ZnSi)1/2PIAs1_;i: as a function of the P concentration x. 

This desired value corresponds to the canonical optoelectron- 
ics wavelength of 1.55 fim. Also the lattice constant of 
(ZnSi)1/2As is 0.7% larger than that of Si. Therefore, mixing 
(ZnSi)1/2As with (ZnSi)1/2P which has a too small lattice con- 
stant and a larger direct gap than 0.76 eV could lead to 
material which has desired properties. Both lattice constant 
and band gap should be closer to the preferred values. 

We denote this combination of the two type I materials as 
(ZnSi)i/2PxAsi_x, where x indicates the relative percentage 
of phosphorus used. This material can easily be achieved 
because the epitaxial layering scheme allows to use different 
elements for the different group-V layers. By choosing dif- 
ferent numbers of layers for the two group-V elements we 
perform computations for different values of x. Both the lat- 
tice constant mismatches and band gap are calculated, 
whereby the band gap is computed using the quasiparticle 
GW scheme. The results are shown in Fig. 2. Clearly, for x 
=0.25 which corresponds to the material (ZnSi) 1/2P1/4AS3/4, 
the lattice mismatch is very small and only has a value of 
-0.08%. This material also has a direct band gap of 0.78 eV 
which is very close to the desired 0.76 eV for optoelectron- 
ics. The precise value of this gap is not as important as the 
possibility of tuning it by the appropriate phosphorus con- 
centration. 

FIG. 3. Quasiparticle band structure for (ZnSi)1/2Pi/4As3; 

The quasiparticle band structure is shown in Fig. 3. It is 
not feasible to do a complete GW band structure calculation 
for these configurations. The quasiparticle energies can only 
be calculated for certain symmetry points. Therefore, we ob- 
tain the band structure in Fig. 3 by using the LDA band 
structure and distorting it linearly so that it matches the GW 
band energies at the symmetry points. The band structure 
shows that the material is marginally direct. The K' point 
competes with the V point, but is still 0.06 eV higher in 
energy. 

The growth of this new material on Si(100) can be 
achieved by the layer-by-layer deposition which is shown 
schematically in Fig. 4. After growing the last Si substrate 
layer the structure is begun by growing a layer of As on the 
Si(100) surface. Next, a layer of Zn has to be grown and so 
forth. The material with deposition layering as illustrated in 
Fig. 4 will have a slight dipole moment, due to the difference 
in chemical properties of phosphorus and arsenic. However, 

FIG. 4. Atomic model of the crystal structure of (ZnSi)1/2Pi/4As3/4 and its 
layering for growth. 
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diffusion process is rather unlikely to occur and we do not 
expect our structure to dissolve into Chalcopyrite. 

V. SUMMARY AND CONCLUSION 

We have introduced a novel class of compound semicon- 
ductors that should be intriguing candidates for creating 
monolithic integration with Si using epitaxy. The different 
possible combinations of elements provide a wide range of 
lattice constants and band gaps. Different configurations of 
this novel class are investigated using ab initio total energy 
calculations and quasiparticle GW computations. The sub- 
class ZnSiPjAs,-^ spans over the Si lattice constant and 
possesses a direct band gap that covers the optical fiber 
wavelength. The particular configuration (ZnSO^Pi^As^^ 
has the smallest lattice mismatch and a band gap closest to 
the desired size. From the estimated thermal expansion coef- 
ficients, we conclude that the lattice mismatch should con- 
tinue to be small for nonzero temperatures. 

this dipole moment can be eliminated by inverting every 
other cell in growth direction. The supercell would be then 
twice as long in the growth direction. 

It is also important to examine if the lattice mismatch of 
(ZnSi)1/2Pi/4As3/4 and Si continues to be small at nonzero 
temperatures. For this, we estimate the thermal expansion 
coefficients from the total energy surfaces for both materials 
using the anharmonicities of the elastic energies. The expec- 
tation value of the lattice constant at a temperature T is given 
by 

^T=z\ a exp -Em(a)lkT, da, (1) 

where Z is the partition function. From this expectation value 
we calculate the relative lattice expansion for both materials 
which are shown in Fig. 5. The difference of the relative 
lattice expansion of both materials is less than 0.01% from 0 
to 600 K, and actually vanishes at 350 K. This suggests that 
thermal expansion will not cause additional lattice mismatch. 

To accurately predict if this new material can be grown 
under actual experimental conditions without defects is, of 
course, impossible until tried. However, we can discuss if the 
new material is thermodynamically stable once it is fabri- 
cated. To ensure that the new material does not segregate 
into equilibrium phases of the elements, we calculate the 
formation enthalpies for the different configurations. Indeed, 
all the formation enthalpies are positive, indicating that the 
materials are stable against segregation. In the case of 
(ZnSi)]/2As, for example, it is 0.33 eV per atom. This is only 
half the value of formation enthalpy of the corresponding 
Chalcopyrite. The Chalcopyrite is therefore the equilibrium 
structure and our new material is only meta stable. To con- 
vert our structure to the Chalcopyrite structure requires that 
two second-nearest-neighbor atoms have to be exchanged. 
We expect the diffusion barrier for this process to be very 
high because interstitials have to be created. Therefore, this 
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A key property of nitrides is their large spontaneous and piezoelectric polarization fields that allow 
significant tailoring of the carrier dynamics and optical properties of nitride devices. In this article, 
based on first-principles calculations of structural and electronic properties of bulk nitrides and their 
heterostructures, we investigate the potential of this novel material class for modern device 
applications by performing self-consistent Monte Carlo simulations. We demonstrate that the 
internal electric fields have a significant and favorable influence on the transistor characteristics. 
© 1999 American Vacuum Society. [S0734-211X(99)03004-8] 

I. INTRODUCTION 

The strong internal electric fields in nitrides, resulting 
from the charge induced at the nitride interfaces by the di- 
vergence of their strong pyro- and piezoelectric 
polarizations,1 have a dramatic effect on the electronic and 
optical properties in these systems, but only relatively few 
systematic theoretical predictions of this have been published 
so far.2 

II. THEORY OF INTERNAL POLARIZATION FIELDS 
IN GaN AND AIN INTERFACES 

The present systematic theoretical studies of structural 
and electronic properties of heteroepitaxial AIN/GaN inter- 
faces and homoepitaxial stacking faults3 are based on a well- 
established first-principles total-energy pseudopotential 
method within local-density-functional formalism.4 The band 
offsets, the charge accumulation at the polar interfaces of the 
junctions, and the interface electronic states have been inves- 
tigated, taking fully into account the effects of lattice relax- 
ation and electric polarization. 

A. Polarity of interfaces 

In the following, we consider strained GaN layers that are 
grown pseudomorphically on a cubic or wurtzite AIN sub- 
strate. For cubic heterostructures, we consider [001], [110], 
and[lll], and for wurtzite heterostructures [0001], [OllO], 
and [1210] growth directions, respectively. In the case of 
stacking fault interfaces, we assume the growth axis to be the 
hexagonal c axis ([0001] in wurtzite, [ill] in zinc blende). 

The space group P63mc(CA
6v) of wurtzite is compatible 

with spontaneous polarization along the hexagonal c axis. 
Therefore, the polarization can be of both pyroelectric and 
piezoelectric origin in wurtzite AIN and GaN, but only pi- 
ezoelectric in cubic phases. Whenever the polarization lies 
parallel to the growth direction, its change (divergence) 
across the interface is equivalent to an interface charge. 
Among the interfaces between GaN and AIN that we have 
studied, the [111] GaN/AIN, the [0001] GaN/AIN, and the 
stacking fault interface between the wurtzite and zinc blende 

''Electronic mail: vogl@wsi.tum.de 

GaN interface are of this type and may be termed "polar." 
In cases such as [1210] GaN/AIN, [OHO] GaN/AIN, or 
[110] GaN/AIN, on the other hand, the polarization lies par- 
allel to the interface and therefore does not give rise to 
charge accumulation. We term those interfaces "nonpolar." 
A limiting case of this type is the cubic [001] GaN/AIN 
interface. 

Computationally, we have modeled all of these interfaces 

by supercells containing up to 40 atoms (for [OllO] and 
[1210] wurtzite structures). All atomic positions in the unit 
cell have been optimized by minimizing the total energy via 
Hellmann-Feynman forces. The length of the supercell was 
determined by minimizing the stress tensor component along 
the growth direction. Based on these first-principles calcula- 
tions, we find that the charges induced at the interfaces and 
valence band offsets VBOs are insensitive to the lattice con- 
stant along the growth direction, but highly sensitive to the 
atomic relaxation at the interface (e.g., the VBO for the re- 
laxed [0001] GaN/AIN interface is 0.4 eV smaller than that 
for the unrelaxed one). The lattice relaxation near the inter- 
face reduces the interface charge by approximately a factor 
of 2. 

B. Valence band offsets and interface charges 

The valence band offset AEV at an interface between two 
semiconductors (or between two phases of one material) can 
be conveniently split into two terms5 AEV= AV+ A£BS, 
where A V is the asymptotic difference between the laterally 
and vertically averaged electrostatic potential V(z), and 
AisBS is the bulk band structure contribution. For neutral 
interfaces, A V equals the dipole moment of the electrostatic 
charge density p(z) across the interface. In the case of 
charged interfaces, the electrostatic charge density p(z) con- 
tains an additional monopole term that is proportional to the 
difference between the polarizations in the two adjacent ma- 
terials. The monopole charge density causes the macroscopi- 
cally averaged electrostatic potential to change linearly with 
distance from the interface. This contribution can be filtered 
out6 and the intrinsic AV can be obtained based on the re- 
maining dipolar contribution to p(z).  By integrating the 
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TABLE I. Valence and conduction band offsets, AEV (eV) and A£c (eV), potential lineups AV (eV), and band 
structure contributions A£BS (eV) for GaN/AIN heterostructures and stacking fault interfaces. For the GaN/AIN 
heterostructures, all values are given relative to the band edges in AIN, whereas for stacking faults they are 
given relative to the band edges of the wurtzite phase. The conversion factor for a (C/nr) to cirT2 is 6.241 
X1014. 

Wurtzite GaN/AIN Zinc blende GaN/AIN Stacking faults 

[0001] [0110]        [ 1210] [001] [110] [111] AIN GaN 

A£BS -0.26 -0.15 -0.17 -0.15 -0.15 0.13 -0.25 -0.046 

AV 0.93 0.88 0.97 0.89 1.07 0.77 0.27 0.081 

AEy 0.67 0.73 0.80 0.75 0.92 0.90 0.02 0.04 
A£c -1.92 -1.72 -1.67 -0.62 -0.51 -0.53 -1.30 -0.17 
(7 0.010 0 0 0 0 0.006 0.009 0.003 

monopole charge density across the interface, we have been 
able to calculate the charge induced at the interface a. Fi- 
nally, the conduction band offset A£c is defined by A£c 

= A£,
l/+A£gap, where A£gap is the difference between the 

fundamental band gaps of two constituent bulk crystals. 
The calculated band offsets and charges induced at polar 

interfaces are given in Table I, together with the individual 
contributions to the VBOs. These predicted VBOs agree very 
well with recent experimental data,7,8 but not with some 
core-level photoemission data that suggest an extremely high 
VBO of 1.36 eV.9 

It is interesting to note that all of the calculated VBOs are 
of the order of 0.7-0.9 eV and are insensitive to the polar/ 
nonpolar character of the interface. Thus, the macroscopic 
electric fields do not grossly alter or modify the intrinsic 
band offsets. The large difference between conduction band 
offsets in cubic and wurtzite GaN/AIN heterostructures is a 
consequence of the indirect energy gap (T—>X) in cubic AIN 
that is 1.4 eV smaller than the direct gap in wurtzite AIN. 

All the GaN/AIN interfaces and stacking faults studied are 
of type I, with the valence band lying higher and the conduc- 
tion band being lower in GaN and the zinc blende phase of 
the stacking fault, respectively. The large charges accumu- 
lated at the stacking fault interfaces result mainly from the 
spontaneous dielectric polarization of the hexagonal phase, 
whereas the strain-induced piezoelectric contribution is neg- 
ligible. The induced charges are seen to be reduced by a 
factor of 2 by relaxation of the atomic positions at the inter- 
face. The charges calculated compare well (the difference 
amounts to 15%-20%) with results estimated previously 
from bulk calculations.1 The stacking faults can generate per- 
sistent photoconductivity and they can be tuned to act either 
as excitonic traps or luminescence centers, depending on the 
width of the cubic layer. 

Our calculations reveal the existence of large internal 
electric fields. Their influence on the properties of the elec- 
tronic devices will be presented. 

III. MONTE CARLO CALCULATIONS 

A. Bulk transport properties of AIGaN 

In our Monte Carlo transport calculations, we have used 
band parameters10 deduced from the electronic structure cal- 

culations described above and scattering rates for ionized 
impurity, intra- and intervalley phonon scattering, acoustic, 
piezoelectric, polar optical phonon and alloy scattering. 

The resulting electron drift velocities (Fig. 1) in bulk GaN 
at both low and high fields are in good agreement with re- 
cently published theoretical results. At high fields, GaN as 
well as AIN shows approximately twice the saturation veloc- 
ity of GaAs. For the AlvGa, _ VN material system, the heavier 
effective mass leads to considerably lower drift velocities at 
low fields, and to lower peak velocities with increasing Al 
contents. As a consequence of the comparable and high pho- 
non frequencies, the saturation velocities, on the other hand, 
are predicted to be practically independent of the Al content, 
~ 1.5X 107 cm/s at, namely, 1 MV/cm. These results indicate 
that one can, in principle, achieve much higher transit time 
frequencies in submicron nitride devices than in GaAs de- 
vices. 

101 102 10 

electric field [kV/cm] 

x = 0.00 
x = 0.15 
x = 0.30 
x = 0.50 
x = 0.75 
x = 1.00 

0     200   400   600   800   1000 

electric field [KV/cm] 

FIG. 1. (a) Calculated electron drift velocities of GaN and AIN in compari- 
son with those of GaAs and Si. (b) Electron drift velocities in AlvGa|„vN 
for various Al contents. 
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FIG. 2. Calculated results for a Al015Gao.85N/GaN HFET with (solid lines) 
and without (dashed lines) spontaneous and piezoelectric fields. A homoge- 
neous «-doping background of 10I6cm"3 throughout the structure has been 
assumed, (a) Self-consistently computed conduction band edge profile along 
the growth direction, (b) Calculated electron density profile in comparison 
with published experimental values. 

B. Pyroelectric and piezoelectric fields in wurtzite 
AIGaN/GaN single heterostructures 

As discussed in detail in Sec. II, wurtzite structure III 
nitrides possess pyroelectric polarization along the [0001] 
direction. Although the corresponding electric fields are of 
the order of some MV/cm,1 such fields are normally neutral- 
ized by unavoidable charged states at the surface of bulk 
samples. However, in heterostructures, each interface be- 
tween different materials carries a charge that equals the di- 
vergence in the spontaneous and/or strain-induced piezoelec- 
tric polarization11 which cannot be compensated by charged 
states at the surface and substrate interface. 

To study the effect of this polarization induced interface 
charge on carrier transport and heterostructure device char- 
acteristics, we focus on a single Al15Ga85N/GaN heterostruc- 
ture (see Fig. 2) first. In a tensile strained 30 nm thick 
Al]5Ga85N layer on a GaN substrate, there is both pyro- and 
piezoelectrical polarization, while a relaxed 300 nm thick 
GaN layer contains only a pyroelectric moment. Assuming 
charge neutrality for the whole structure, there is a polariza- 
tion induced charge density a at the Al15Ga85N/GaN inter- 
face and a compensating charge of -cr/2 at the surface and at 
the nucleation layer. We take a to be 6X 10l2cirT2 which 
interpolates   between   a   recent   experimental   value11   (4 

Xl012cnT2) and the theoretical value1 (8Xl012cm~2). 
In Fig. 2, we depict the self-consistent band edge and 

density profiles along the growth direction obtained from a 
coupled one-dimensional Schrödinger and a Poisson equa- 
tion. The Poisson equation includes all interface charges that 
result from the polarization fields. The bulk conduction band 
is modeled by a nonparabolic isotropic band centered at 
wave vector k= 0 in the wurtzite structure of GaN.10,12'13 We 
have included up to 40 electronic subband energies and wave 
functions. As is shown in Fig. 2, the polarization induced 
positive interface charge causes stronger confinement of a 
two-dimensional (2D) channel electron and an increase in 
the channel density by more than an order of magnitude. 
This is consistent with the experimental values for this layer 
structure shown in Fig. 2. Furthermore, we have performed 
ensemble Monte Carlo calculations for drift mobilities along 
the channel that forms parallel to the interface. The inter- and 
intrasubband-scattering rates14 have been determined consis- 
tently with the confined electronic channel states. We find 
excellent agreement between the experimental and calculated 
temperature dependent mobilities,14 consistent with the high 
channel densities reported for these devices.11'15 We would 
like to stress that this type of agreement strongly supports the 
existence of strong pyroelectric polarization fields. For chan- 
nel densities exceeding 1013cmT2, we predict a phonon lim- 
ited drift mobility for 2D electrons close to 2000 cm2/V s for 
high quality interfaces, in good agreement with recent data 
on such structures.16 

C. Influence of polarization fields on device 
performance 

To study the influence of polarization fields on device 
characteristics, we have performed self-consistent two- 
dimensional Monte Carlo simulations of various nitride 
based heterostructure devices.10 At high bias voltages, it suf- 
fices to use a bulk description for the hot carrier transport in 
the channel layers. 

In accordance with the high channel densities, the drain 
currents in these devices can become extraordinarily high. 
We have studied a 300 nm gate length single heterostructure 
device with the same layer sequence as that described above, 
but with additional doping densities of 1018 cm"2 in the sup- 
ply layer. This results in channel densities of 8X 1012cm"2 

in the ungated structure. For this device, we find drain cur- 
rents at open channel conditions up to 2000 A/m and predict 
a maximum transconductance of 430 S/m. Although the po- 
larization induced interface charge in these devices sup- 
presses parasitic substrate currents very efficiently, the mag- 
nitude of the threshold voltage is still fairly high (-6 V), 
mainly as a consequence of the high gate to channel separa- 
tion of 30 nm. 

Based on these bulk results, we have carried out self- 
consistent Monte Carlo simulations for planar short channel 
heterostructure field effect transistors (HFETs).17 We predict 
the following layer sequence to be well suited for high speed 
power applications. Beneath the contacts, we assume a 
highly doped Al016Gao 84N supply layer of 10 nm (4 nm with 
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FIG. 3. Simulation results for a 300 nm gate length In0 (^Ga« 95N/ 
Al0 lf,Ga084N HFET with (solid lines) and without (dashed lines) spontane- 
ous and piezoelectric fields, (a) Self-consistent conduction band edge profile 
and electron density, (b) Calculated drain current vs drain voltage for dif- 
ferent gate voltages. 

n=lX10l8cm~3 and 6 nm with n= 1 X 10l9cm~3). This is 
followed by an 8 nm In005Ga095N channel with n = 3 
X 1018cm~3 and a subsequent 400 nm buffer layer that con- 
sists of Al016Ga084N. We assume this buffer layer to be fully 
compensated/nearly intrinsic, except for the first 6 nm that 
we take to be n type with rc = 2X 10

18
OTT

3
. The intrinsic 

buffer is a prerequisite for obtaining acceptable off charac- 
teristics. 

The lattice mismatch between the channel and the barrier 
material amounts to approximately 1%. This strain causes 
macroscopic polarization of the channel in the growth direc- 
tion. The resulting electric field can be calculated from the 
piezoelectric tensor and the elastic constants. It amounts to 
1.7 X 108 V/m for the HFET layer sequence given above and 
is predicted to point towards the substrate. There is some 
experimental evidence for such polarization effects.18 

The influence of this huge polarization field on the drain 
current characteristics of a 300 nm gate HFET is shown in 
Fig. 3. The piezoelectric field pushes the electrons closer to 
the gate contact and therefore increases the transconductance 
from 650 to 980 S/m (see Fig. 4). Furthermore, this confining 
effect improves the turn-off behavior of the device consider- 
ably. 

Our calculations predict average channel velocities ex- 
ceeding 2X 105 m/s for gate lengths less than 200 nm. The 
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FIG. 4. (a) Calculated transconductance for different temperatures vs gate 
length of a In0 ()5Ga„ 95N/Al0„.Ga^N HFET with and without interface 
strain-induced piezoelectric fields, (b) Predicted transit time frequency as a 
function of gate length and temperature at a drain voltage of 20 V and open 
channel conditions. 

resulting transit time frequencies are depicted in Fig. 4(b) as 
a function of the gate length. The Monte Carlo calculations 
yield transit time frequencies of 120 GHz for gate lengths 
between 200 and 300 nm and up to 300 GHz for a 100 nm 
gate length. The velocity overshoot is found to remain small 
in all of these cases but the turn-off behavior is poor for very 
short gate lengths. These short channel effects become even 
more pronounced at elevated temperatures. In conlusion, we 
predict excellent high frequency and power performance for 
wide-gap nitride based HFETs with gate lengths larger than 
200 nm. 

Polarization induced internal fields can be effectively uti- 
lized to tailor devices with optimal potential barriers towards 
the substrate. Indeed, we have theoretically designed the fol- 
lowing inverted HEMT structure that should yield high chan- 
nel densities and excellent turn-off behavior. On top of a 
relaxed GaN buffer, there is a 12 nm thick strained 
Al40Ga80N layer. The inner part (8 nm) of this layer is highly 
n doped with 1.9X 1019 cm-3. The remaining part of the bar- 
rier is lowly doped with 1017cm~3 carriers. On top of this 
layer, there is a 30 nm GaN (n doped with 4X 1016cm~3). 
The gate is assumed to be recessed in order to achieve a 
small gate to channel separation of 14 nm. In this HFET, we 
assume the opposite polarity of the structure to that in the 
previous example. The GaN is assumed to be field free, 
whereas the two GaN/AlGaN interfaces have opposite inter- 
face charges. We have estimated them from bulk 
calculations' and set them to ± 2 X 1013 cm"2. The calculated 
band edge profile, together with the confined electron den- 
sity, is shown in Fig. 5(a) at the midgate position. 
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GaN/Al40Ga60N HFET. (a) Self-consistent band edge profile for -1 V gate 
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schematically, (b) Drain current and transconductance vs gate voltage at a 
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As can be seen from Fig. 5, the polarization induced field 
produces a high potential barrier of approximately 3 eV to- 
wards the substrate. This has two major consequences. First, 
the highly doped AlGaN barrier becomes completely de- 
pleted and all the electrons are strongly confined in the chan- 
nel that forms at the interface with the top GaN layer. Sec- 
ond, the high barrier completely suppresses leakage current 
across the AlGaN barriers up to high voltages. We predict 
excellent electrical characteristics for such types of devices. 
In the present example, we find drain currents exceeding 
3000 A/m and a transconductance that lies well above 1000 

S/m. We note that the thickness of the AlGaN barrier layer 
and its doping level must be chosen carefully in order to 
avoid the formation of parasitic hole channels. 

In conclusion, both pyro- and piezoelectrical polarizations 
must be taken into account in order to explain experimentally 
observed mobilities and densities in nitride heterostructures. 
They are crucial for device performance and offer a unique 
possibility to design novel high power high frequency het- 
erostructure transistors. 
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Selective area chemical vapor deposition of titanium oxide films: 
Characterization of Ti(OC3H7)4 as an electron beam resist 
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We have shown that condensed multilayer films of titanium isopropoxide [Ti(-OC3H7)4] on cold 
GaAs(OOl) substrates are easily converted to nonvolatile titanium oxide deposits by exposure to a 
10 keV electron beam. Using spatially resolved Auger electron spectroscopy, we have measured the 
initial kinetics of this electron beam induced decomposition reaction and have found it to be zeroth 
order (in precursor concentration) with an extremely high zeroth-order reaction cross section of 
(1.5±0.6)X10~l4cm2/electron. Consequently, exposures as low as 23 fiC/cm2 result in titanium 
oxide films with thicknesses on the order of 5 A. Moreover, the remaining unexposed precursor 
simply desorbs upon annealing to room temperature, ensuring selective area oxide deposition. The 
etch resistance of these titanium oxide patterns were characterized by etching in Cl2 at a substrate 
temperature of 250 °C. We found that exposures above 23 yuC/cm2 produce robust, etch resistant 
oxide films which result in efficient pattern transfer to the underlying GaAs(OOl) substrate by 
etching. Moreover, clear undercut- and V-etch profiles were observed in the orthogonal (Oil) and 
(Olf) directions, respectively, characteristic of a crystallographic etch mechanism on the GaAs(OOl) 
surface.   © 1999 American Vacuum Society. [S0734-211 X(99)03104-2] 

I. INTRODUCTION 

The phenomenon of electron-induced decomposition of 
adsorbed molecules on surfaces has been known for over 25 
years.1 Recently, technological implications of this phenom- 
enon have been realized.2-8 Localized electron irradiation, 
when coupled with a computer-controlled electron beam 
writer, has been used to deposit thin films in a spatially se- 
lective manner under ultrahigh vacuum (UHV) conditions 
without the need to first generate masks (via the usual mul- 
tistep process). 

The majority of the previous studies on electron-induced 
selective area deposition have focused on single metal or 
semiconductor film deposition from various metal halide, hy- 
dride, organic, and carbonyl precursors.9 By virtue of the 
substrate to be patterned being at room temperature or higher 
(i.e., above the precursor desorption temperature), these 
depositions were effected in a single step by irradiating the 
sample surface with the electron beam while simultaneously 
maintaining a (high) background pressure of the precursor to 
produce a small, but nonzero, steady state concentration of 
precursor on the substrate. Under these conditions, deposi- 
tion rates are expected to be precursor limited. 

In the work to be presented here, we show how selective 
area deposition can be utilized in an in situ electron beam 
lithography scheme, a primary requirement of which is the 
identification of a suitable resist material, i.e., one that is 
sensitive to electrons, is UHV compatible, and is robust in an 
etch/pattern transfer process. Previous work in this area has 
focused on a thin semiconductor oxide layer as a positive 
resist in which the irradiated areas of the oxide are rendered 
less resistant to etching in Cl2.

10"17 However, issues with 
these oxide resists remain, such as poor electron sensitivity 

"'Electronic mail: hu@ece.ucsb.edu 

(exposures as high as 104-106 mC/cm2 are needed) and poor 
pattern transfer characteristics (e.g., in one case,14 90 min in 
10"4TorrCl2 at 70 °C produced an etch depth of only 1000 
A). Instead, we utilize a volatile metal alkoxide precursor as 
a negative-type resist material and use it to deposit robust, 
etch resistant metal oxide films via electron-beam induced 
decomposition of the alkoxide. Specifically in this study, we 
deposit titanium oxide films on GaAs(OOl) using a three-step 
lithography process. The first "spin-on resist" step involves 
condensing multilayers of the titanium isopropoxide precur- 
sor on the GaAs surface held at temperatures below the pre- 
cursor desorption temperature (approximately -20 °C). To 
pattern the resist, we expose selected areas of the precursor- 
covered surface to a scanning electron beam which converts 
the volatile precursor to a nonvolatile titanium oxide deposit. 
Finally, we perform "resist development" where the sub- 
strate is annealed to room temperature desorbing the unex- 
posed precursor and defining the deposited oxide pattern. 
Pattern transfer to the underlying GaAs substrate is then 
achieved by etching in Cl2 at elevated substrate temperatures 
(approximately 250 °C). 

In this article, we characterize both the electron beam 
induced deposition of titanium oxide from condensed tita- 
nium isopropoxide films using spatially resolved Auger elec- 
tron spectroscopy (SR-AES) as well as the transfer of these 
titanium oxide patterns to the underlying GaAs substrate via 
Cl2 etching [using scanning electron microscopy (SEM)]. 

II. EXPERIMENTAL METHODS 

All deposition experiments were conducted in an ultra- 
high vacuum (UHV) chamber (base pressure of 5 
X 10" I0Torr) which is equipped with a commercial scanning 
Auger microscope (PHI 660 system). The microscope has 
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. the ability to perform both (computer-controlled) SEM and 
SR-AES experiments. In this study, the selective area depo- 
sition was effected using the SEM function, whereas SR- 
AES was used to monitor the deposition kinetics in situ. 

The samples used in this study were 100 Ä thick GaAs 
(undoped) films grown on n+-GaAs(001) substrates by mo- 
lecular beam epitaxy which were Sb capped to prevent air 
oxidation upon exposure to the atmosphere. The samples 
were mounted onto molybdenum holders via indium bonding 
and were loaded into the chamber via a turbopumped load- 
lock. The GaAs substrates could be cooled to -60 °C using 
liquid nitrogen in a remote cryostat or heated radiatively to 
600 °C by three W filaments (from halogen light bulbs) lo- 
cated within a heater housing underneath the sample holder. 
Sample temperature was monitored directly by a type-K 
thermocouple attached to a movable arm which can either 
press the thermocouple on the sample surface during a mea- 
surement or lift and clear it from the sample area to ensure 
unimpeded sample transfer to and from the loadlock. 

The titanium isopropoxide source (Aldrich, 99.999%) was 
transferred, in a nitrogen-purged glovebox, to a valved glass 
bulb which was then attached to a high-vacuum gas manifold 
system (evacuated by a 60 1/s turbopump). The bulb was 
mounted in a temperature-controlled water bath to ensure 
flux reproducibility. Repeated freeze-pump-thaw cycles un- 
der vacuum were used to further purify the precursor source. 
A directional tubular doser consisting of a \ in. tube mounted 
on a z-transfer manipulator was used to expose the precursor 
vapor directly onto the sample surface (background pressure 
remained below 4X 10~9 Torr during exposure). 

In all experiments reported here, the Sb-capped GaAs 
substrates was first annealed to 520 °C to desorb the Sb cap 
and produce a clean, oxygen- and carbon-free, GaAs(OOl) 
surface. After cooling to below -20 °C (which roughly cor- 
responds to the precursor desorption temperature), the sur- 
face was then exposed to Ti(OC3H7)4 vapor for 2 min. This 
exposure would ensure that a thick multilayer (>50 Ä) had 
formed as measured by AES.18 Nominal squares of a dimen- 
sion of 70X70 /mm2 were then patterned by sweeping a 0.2 
nA, 10 keV electron beam over the selected areas for differ- 
ent times. Upon completion of patterning, and prior to in situ 
analysis, the substrate was allowed to warm to room tem- 
perature to desorb the unexposed precursor and volatile re- 
action products, and define the patterned titanium oxide 
squares. After analysis, the patterned substrates were trans- 
ferred (quickly through air) to a remote etch chamber (de- 
scribed in detail elsewhere19) for the Cl2 etching experi- 
ments. 

III. RESULTS AND DISCUSSION 

Auger line scans recorded (using SR-AES) after pattern- 
ing a series of 70X70 /mi2 oxide squares with electron ex- 
posures varying from 23 to 4000 yuC/cm2 are shown in Fig. 
1. The spectra were collected by scanning lines (128 points/ 
line) across all the squares after warming the substrate to 
room temperature and they show explicitly the spatial varia- 
tion in the intensity of the Ga, O, Ti, and C Auger transitions 
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FIG. 1. In situ Auger line scans recorded across all the titanium oxide 
squares which were patterned by the indicated electron exposures upon the 
titanium isopropoxide multilayer at -60 °C. All scans were recorded after 
warming the substrate to room temperature. A beam energy of 10 keV and 
a beam current of 40 nA were used. 

at 1060, 505, 375, and 270 eV, respectively. The buildup of 
the titanium oxide film with electron exposure (within the 
patterned areas) is clear from the increase in both the Ti and 
O signal intensities, as well as the decrease in the intensity of 
the Ga signal originating from the underlying GaAs sub- 
strate. Note that by virtue of a larger electron escape depth,20 

the Ga signal (X.^20-25 Ä) goes to zero some time after 
saturation of the Ti and O signals (\=6-8 Ä) and, therefore, 
the Ga signal provides more information regarding the film 
growth kinetics. We utilize this fact below to determine ef- 
fective reaction cross sections. 

It is clear that C signal intensity also increases with elec- 
tron exposure, indicative of increased carbon incorporation 
within the thicker oxide films. Furthermore, saturation of the 
C signal occurs at significantly higher exposures than that for 
the Ti and O signals (order of 103 /iC/cm2 versus order of 
102 fiC/cm2, respectively), an effect that can be explained by 
simply assuming a larger cross section for O-C bond cleav- 
age, relative to C-H bond cleavage, in the original 
precursor.21 With this picture, the electrons prefer to initially 
attack the O-C bond, producing titanium oxide and volatile 
hydrocarbon (HC) species. These HC species can then be 
removed from the film by desorption, either during the post 
exposure anneal to room temperature or directly via electron 
stimulation, resulting in minimal C incorporation, or be de- 
composed by the less facile C-H cleavage reaction which 
produces a nonvolatile C deposit. As the electron exposures 
are increased, the balance between these two possible routes 
is tilted toward the decomposition channel and increased C 
incorporation in the thicker films results. 
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FIG. 2. Electron exposure dependence of the Ga Auger signal intensity (rela- 
tive to the intensity from the unexposed substrate). The data were taken 
from Fig. 1. 

Further analysis of the spectra in Fig. 1 show that the Ti, 
O, and C transitions (as monitors for the precursor in any 
form, intact or decomposed) maintain essentially zero signal 
intensity between the patterned oxide squares. This indicates 
that negligible decomposition of the precursor occurs outside 
the exposed areas and clearly demonstrates the excellent pat- 
tern selectivity achievable with titanium isopropoxide. 

It is well known22 that the intensity of the Ga transition 
from the underlying GaAs substrate, /Ga(£), can be directly 
related to the thickness of the growing oxide film, hm(E), as 

/G,(£) 

/G.(0) 

:exp 
h0X(E) 

\Gacos 6 
(1) 

where E is the total electron exposure on the condensed 
multilayer (in C/cm2), XGa is the electron escape depth for 
the Ga transition (22±3 Ä), and 6 is the electron energy 
analyzer acceptance angle (42° for a cylindrical mirror ana- 
lyzer). Shown in Fig. 2 is the dependence of the measured 
Auger intensity ratio, 7Ga(£)//Ga(0) (cf. Fig. 1), upon the 
electron exposure, E. It is clear from Fig. 2 that 
ln[/Ga(£)//Ga(0)] is proportional to E (for E equal to 100 
fj,C/cm2 and below), so that we may write 

, 'ME)\ (2) 

where m, being the slope of the line in Fig. 2, is found to be 
13 900±800 cm2/C. Equating Eqs. (1) and (2) gives 

hm(E) = mE\Cacos 6, (3) 

implying that the deposited oxide thickness is also linear in 
electron exposure, E. Implications of this linear relation are 
derived below. 

From the standard collision theory model of reaction 
rates, we can write for the deposition rate 

dt 

E 
= o-'—#, pre it), (4) 

where ■9pK(t) is the surface concentration of alkoxide pre- 
cursor [in monolayers (ML)] at time /, o-1 is the first-order 
reaction cross section (cm2/electron), F is the incident elec- 
tron flux (in C/cm2/s), and q is the electronic charge (1.6 
XlO~l9C/electron). Since ddpre=-ddm by stoichiometry 
(where #ox is the surface concentration of deposited oxide), 
hm = hdox (where h is the effective height of the oxide 
monolayer =2-3 A/ML), and E = Ft, we can write Eq. (4) 
as 

dhm(E)     a'h 
#pre(£)- (5) 

dE q 

To ensure a linear relation between hm and E as determined 
above experimentally [cf. Eq. (3)], we must have dpre(E) 
= #pre(0)=constant in Eq. (5), i.e., the deposition kinetics 
must be zeroth order in precursor concentration.23 With this 
understanding, we can integrate Eq. (5) to get the correct 
linear dependence of hm on E, 

a°h 
(6) 

where we have defined an effective zeroth-order cross sec- 
tion as <r°. Equating Eq. (1) with Eq. (6) then finally gives 

<r° = 
<7/n\Gacos 9 

h        ' 
(7) 

Consequently, using Eq. (7), the zeroth-order cross section 
for the electron beam induced decomposition of the titanium 
isopropoxide multilayers was estimated to be (1.5 ±0.6) 
X 10"14cm2/electron. This value is extremely high, e.g., 
Matsui et al. find, under precursor-limited deposition condi- 
tions, a much lower a0 of 10"20-10"2' cm2/electron for the 
deposition of W and Si from WF6 and Si2H2Cl2, 
respectively.3-5 

It is clear from the above that titanium isopropoxide ex- 
hibits the superior deposition properties, namely, excellent 
electron sensitivity and selectivity, required of a practical in 
situ resist. It now remains to investigate the etch transfer 
characteristics of these patterned oxide films. The results of a 
preliminary study are presented below. 

Shown in Figs. 3-5 are SEM micrographs recorded after 
etching the patterned GaAs substrate at 250 °C in 2 
X 10"4Torr Cl2 for 3 min. Figure 3 clearly shows that too 
low an electron exposure, i.e., 23 /nC/cm2 or lower, results in 
a poor quality mask—although a rough oxide surface is 
maintained in one corner of the patterned square [cf. Fig. 
3(b)], the complete breakdown of the oxide at another corner 
[cf. Fig. 3(a)] is indicative of a film that is too thin. However, 
as can be seen in Fig. 4, increasing the electron exposure to 
only 40 /zC/cm2 is sufficient to generate a robust oxide film 
with good pattern transfer characteristics (crystallographic 
undercut- and V-etch profiles in the (011) and (011) direc- 
tions, respectively). It should be pointed out that these expo- 
sure densities approach those used in patterning the standard 
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(a) 

(b) 

FIG. 3. Ex situ SEM micrographs recorded at different ends of the titanium 
oxide square patterned by a 20 /tC/cm2 electron exposure and after etching 
in 2 X 1(T4 Torr Cl2 for 5 min at 250 °C. 

organic electron beam sensitive resists, such as PMMA. 
Similar robust behavior was also observed with the squares 
patterned by 100, 200, and 1000 ^tC/cm2 exposures (micro- 
graphs not shown). 

Issues that relate to the ultimate resolution of patterned 
features using titanium isopropoxide as an in situ resist are 
raised in Fig. 5. Shown in Fig. 5(a) is the etched oxide square 
patterned by a 2000 fiC/cm2 electron exposure which, as 
expected, exhibits the excellent etch resistance and pattern 
transfer properties of the film shown in Fig. 4. Of more in- 
terest, however, are the clearly resolved rows of closely 
spaced dots on the surface of the oxide film (aligned along 
the (011) direction24) which appear only after these higher 
exposures. We believe that these raised oxide dots are an 
artifact of the (discrete) computer-controlled scan generator 
and represent the overexposed areas where the primary 10 
keV beam repeatedly dwells during the fast patterning scans 
(at 5 frames/s). The presence of titanium oxide in the regions 
between these primary dots in Fig. 5(a) must, therefore, be a 
result of precursor decomposition induced by scattered elec- 
trons, either lower energy secondary electrons that are pro- 
duced by inelastic collisions between the condensed precur- 
sor layer and the primary electron beam or backscattered 
electrons which are primary electrons that have scattered 

(a) 

(b) 

FIG. 4. Ex situ SEM micrographs recorded along the (a) (011) and (b) <011) 
directions after etching the patterned substrate in 2X 10~4 TorrCl2 for 5 
min at 250 °C. The titanium oxide square shown was written with an elec- 
tron exposure of 40 fiC/cm2. 

elastically in the precursor layer and from the substrate. 
These scattered electrons exhibit a broad distribution in 
angle and, consequently, will result in a poorer pattern reso- 
lution than that based solely on the incident spot size of the 
primary beam, e.g., in Fig. 5(a), the oxide pattern edge ex- 
tends at least 1 /urn beyond the closest row of primary dots 
that are submicron in size. Further implications of this effect 
will be discussed in more detail elsewhere.25 Moreover, note 
that after doubling the electron exposure to 4000 /j,C/cm2 [cf. 
Fig. 5(b)], the rows of discrete dots resolved in Fig. 5(a) 
converge into continuous rows. It appears that the increased 
exposure has produced bigger dots which, by virtue of their 
close spacing along the (011) direction, merge to form a 
continuous row. 

IV. CONCLUSIONS 

We have investigated the interaction of electrons with 
multilayer films of titanium isopropoxide on cold (<-20 °C) 
GaAs substrates as well as the etch characteristics of the 
patterned titanium oxide films which result. Titanium isopro- 
poxide is extremely sensitive to electron irradiation and is 
found to decompose to nonvolatile titanium oxide (with 
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(a) 

(b) 

FIG. 5. Ex situ SEM micrographs recorded after etching the patterned sub- 
strate in 2X 1CT4 TorrCl2 for 5 min at 250 °C. The titanium oxide squares 
shown were written with electron exposures of (a) 2000 and (b) 4000 
/iC/cm2. 

some C incorporation) with a high zeroth-order cross section 
of (1.5±0.6)X 10"l4cm2/electron (under excess precursor 
conditions). All unexposed precursor simply desorbs upon 
annealing to room temperature which clearly defines the pat- 
terned titanium oxide regions. Electron exposures greater 
than 20 /iC/cm2 result in titanium oxide films that are resis- 
tant to etching in Cl2 and which exhibit excellent pattern 
transfer characteristics to the underlying GaAs substrate. We 
find that "scattered" electrons (secondary and/or backscat- 
tered) play an important part in the electron induced chem- 
istry observed, an effect which will limit the ultimate pattern 
resolution possible. 

It is clear that titanium isopropoxide makes an excellent 
candidate for a negative-type resist in an in situ electron 
beam lithography scheme. 
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SiC is of interest to create power metal-oxide-semiconductor field-effect transistors because it can 
be thermally oxidized to form a Si02 dielectric layer. Previously, we used electron paramagnetic 
resonance to identify centers in 3C-SiC epilayer samples and 4H-SiC and 6H-SiC wafer samples 
after oxidation and dry heat treatment [P. J. Macfarlane and M. E. Zvanut, Appl. Phys. Lett. 71, 
2148 (1997); Mater. Res. Soc. Symp. Proc. 513, 433 (1998)]. The spectroscopic and thermal 
characteristics of these centers indicate that they are related'to C. Because these centers are activated 
in a H20-poor ambient and are passivated in an ambient that is H20-rich, we suggest that the 
activation mechanism is release of a hydrogenous species. In this investigation, the effect of 
repeated oxidations on the concentration of heat-treatment-induced centers is studied. Samples are 
successively oxidized at 1150°C in 02 bubbled through de-ionized water for 1, 2, 4, 8, and 16 h. 
After each oxidation, the samples are heat treated in dry (<0.1 ppm H20) N2. Prior to the next 
oxidation, the oxide is removed. Upon oxidation of the samples we observe an order of magnitude 
reduction in the concentration of centers that are present on the as-prepared substrates. After each 
oxidation centers are activated by dry heat treatment. We suggest that the centers present on the 
as-prepared substrates are related to surface damage and are removed during the oxidation as the 
surface SiC material is converted in the oxidation products. Two models are offered for the source 
of the centers generated by dry heat treatment. The centers could be activated from C-H bonds 
related to damage like micropipes, nanopipes, or Si vacancies distributed throughout the SiC 
substrate, or they could arise from C-H bonds that form during the oxidation. We will discuss the 
merits of both of these models. © 1999 American Vacuum Society. [S0734-211X(99)09004-6] 

I. INTRODUCTION 

SiC, with its wide band gap and its high thermal conduc- 
tivity, is proposed to replace Si for high power, high tem- 
perature microelectronic devices. In particular, for power 
metal-oxide-semiconductor field-effect transistors (MOS- 
FETs), SiC is of interest because unlike the other wide band- 
gap semiconductors, it can be thermally oxidized similarly to 
Si in order to create a Si02 insulating layer. Because SiC- 
based MOSFETs can be created using methods that are simi- 
lar to those used to manufacture Si-based MOSFETs, the 
transfer of manufacturing technology to produce SiC MOS- 
FETs is expected to be less complicated than to produce 
similar devices based on other wide band-gap materials like 
GaN. 

SiC-based devices suffer from unacceptable concentra- 
tions of electrically active defects that affect the expected 
reliability of these devices.1 In the development of Si-based 
MOS structures, electrically active defects were identified 
using electron paramagnetic resonance (EPR). For example, 
electrically active interface states were found to be related in 
part to an interfacial Si dangling bond, called the Pb center,2 

and charge traps in the Si02 have been attributed to the £" 
center.3 

In our previous studies of 3C-SiC, 4H-SiC, and 6H-SiC,4'5 

we have observed surface related centers the concentration of 

''Electronic mail: pmacfarl@phy.uab.edu 

which can be reduced by wet thermal oxidation. However, it 
appears that the effect produced by oxidation can be reversed 
by dry heat treatments at temperatures greater than 800 °C. 
The g values of these centers, from 2.0025 to 2.0029, are 
within the range of g values that are typical of C-related 
centers, and the temperatures at which these centers are gen- 
erated are significantly greater than those used to generate Si 
dangling bonds. Thus, we suggest that the centers are un- 
paired electrons located on C atoms. Because these centers 
can be activated in an ambient that does not contain moisture 
and passivated in an ambient that contains moisture, we sug- 
gest that these centers are generated by release of a hydrog- 
enous species from C dangling bonds. Supporting the rela- 
tion to hydrogen is an experiment in which we heat treat 
oxidized samples in dry (<0.6 ppm H20) 02. The concen- 
tration of centers activated is similar to that activated by dry 
heat treatment in N2. HF etching studies of the samples in- 
dicate that the centers are not located in the oxide. 

In studies of Si-based MOSFETs, release of hydrogen has 
been shown to lead to the degradation of the oxide and the 
oxide/substrate interface.6 Thus, as the SiC is processed to 
produce a MOSFET, it is necessary to understand how SiC 
surfaces are altered by oxidation and how hydrogen is incor- 
porated in the structure. In this investigation of 3C-SiC, 
4H-SiC, and 6H-SiC, we examine the effects of repeated 
oxidations, dry heat treatments, and HF etching on the con- 
centration of centers in a single sample. While the hexagonal 

1627     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1627/5/$15.00       ©1999 American Vacuum Society     1627 



1628 P. J. Macfarlane and M. E. Zvanut: Reduction and creation of paramagnetic centers 1628 

polytypes of SiC are more applicable to current high power 
device research, we include 3C-SiC to gain a clearer scien- 
tific understanding. 

II. EXPERIMENT 

We examine 4H-SiC and 6H-SiC substrates, and 3C- 
SiC epilayers. Both SiC substrate wafers are p type and 
double-sided polished. They are cut so that their polished 
faces are oriented 3.5° off the (0001). The 3C-SiC epilayer 
samples are deposited by chemical vapor deposition (CVD) 
on both the polished and the unpolished (100) faces of a Si 
wafer. The 3C-SiC epilayers are approximately 1 /urn thick. 
Samples are cut into strips 1.5 cm by 0.23 cm, a size suitable 
for the EPR microwave cavity. Prior to oxidation, we clean 
the samples by rinsing them in trichloroethane, xylenes, ac- 
etone, methanol, and de-ionized water for 5 min time inter- 
vals. The samples are then etched for 1 min in 9:1 H20:HF 
(50%). The samples are oxidized for 1, 2, 4, 8, and 16 h time 
intervals at 1150 °C in 02 bubbled through de-ionized water. 
After each oxidation the samples are measured with EPR and 
then heat treated in dry (<0.1 ppm H20) N2 for 200 min. 
After the dry heat treatment, the samples are measured with 
EPR. Before the samples receive their next oxidation, the 
oxide is removed using a 9:1 H20:HF (50%) solution and the 
samples are measured with EPR again. 

All EPR measurements are conducted at room tempera- 
ture using an X-band Bruker 200 spectrometer. EPR is a 
spectroscopic technique able to detect paramagnetic defects 
in solids. We used the dry heat treatment to activate the 
paramagnetic state of a defect already present in the material. 
For example, often after oxidation, an unpaired electron on a 
substrate Si atom at the Si/Si02 interface (Si Ph center), is 
passivated by H. Thus, it cannot be detected with EPR. 
Vacuuming annealing or dry heat treating the oxidized Si at 
temperatures greater than 500 °C breaks the Si-H bond, ac- 
tivates the paramagnetic state, and reveals the center. Un- 
paired electrons in a solid absorb microwaves according to 
the resonant condition: 

hv=/iBgB0, 0) 
where hv is the energy of the microwave, fiB Bohr magneton 
for the electron, B0 is the value of the magnetic field where 
the EPR signal intensity crosses zero, and g is the g value. 
We use the g value as a characteristic defect marker for the 
center. The concentration of centers is found by double inte- 
gration of the EPR spectrum and comparison with the double 
integral of a spectrum obtained from a known standard. 
Typically, we integrate the EPR spectrum with the largest 
amplitude and determine the concentration from the other 
spectra by scaling their amplitudes. All spectra are measured 
with 1 G peak-to-peak modulation amplitude and 1 mW mi- 
crowave power. 

After dry heat treatment, the oxide thickness is measured 
by surface profilometry. Before receiving the next oxidation, 
we thoroughly clean the samples with solvents and the 
samples are etched in HF to remove the Si02. We approxi- 
mate the amount of SiC converted into oxidation products by 
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FIG. 1. EPR spectra of 3C-SiC epilayer samples measured at room tempera- 
ture after 1 h oxidation (a), after 4 h oxidation (b), and after 16 h oxidation 
(c). The solid curves are spectra measured just after oxidation and the dotted 
curved are measured after dry heat treatment. Centers are observed at ap- 
proximately g=2.0060 (3486 G), £=2.004 (3490 G), and 2.0029 (3492 G). 

the method used for Si oxidation. For an oxide of thickness 
d, the thickness of SiC removed from the substrate is 0A6d. 
This provides a measure of the amount of SiC removed dur- 
ing oxidation. 

III. RESULTS 
Prior to oxidation, there is a large signal present in the 

EPR spectrum of each of the SiC polytype samples. In the 
6H-SiC, the center is located at g=2.0026±0.0001, in the 
4H-SiC, the center is located at g = 2.0025±0.0001, and in 
the 3C-SiC epilayer samples, centers are located at 
£=2.0029±0.0001, g = 2.004±0.001, and g=2.006±0.001. 
The concentration of the centers present in the hexagonal 
polytypes and the center at g=2.0029 in the 3C-SiC epilayer 
samples is approximately 3X1013 cm"2. 

EPR spectra of the 3C-SiC epilayer samples are shown in 
Fig. 1 after 1 h [Fig. 1(a)], 4 h [Fig. 1(b)], and 16 h [Fig. 
1(c)] oxidations. The solid lines indicate spectra measured 
after oxidation and the dotted curves are spectra measured 
after dry heat treatment. The solid curves indicate the pres- 
ence of two centers located at approximately g=2.004 
±0.001 (3490 G) and g=2.0029±0.0001 (3492 G). The am- 
plitudes of the signals remaining after oxidation decrease 
with increasing oxidation time. In particular, we note the 
center at g = 2.004 is scarcely resolved from the center at 
g=2.0029 after 16 h oxidation. The dry heat treatments in- 
crease the amplitude of the signal at g=2.0029 but do not 
appear to strongly affect the concentration of centers at 
g=2.004. The dry heat treatments also produce a third center 
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FIG. 2. Concentration of centers in the oxidized 3C-SiC epilayer samples 
located at g=2.0029 (3492 G) as a function of individual oxidation time. 
(D) represent the total concentration of centers measured after oxidation, 
(O) represent the total concentration of centers measured after dry heat 
treatment, and (A) represent the total concentration of centers measured 
after the oxide is removed. 
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FIG. 3. EPR spectra of 6H-SiC measured at room temperature after 1 h 
oxidation (a), after 4 h oxidation (b), and after 16 h oxidation (c). The solid 
curves are spectra measured just after oxidation and the dotted curved are 
measured after dry heat treatment. A center is observed at approximately 
3494 G (2.0026). 

at approximately g=2.006±0.001 (3486 G), which we sug- 
gest is related to the Si Pb center.7 

In Fig. 2, we plot the concentration of the center at 
g=2.0029 in the 3C-SiC epilayer samples after 1, 2, 4, 8, 
and 16 h oxidation times. Note that the x axis represents the 
time for a single oxidation, not the total time the sample was 
oxidized. The unfilled squares represent the concentration of 
centers after oxidation, the unfilled circles represent the con- 
centration of centers after the dry heat treatment, and the 
filled triangles represent the concentration of centers after the 
oxide is removed by HF etching. The concentration of cen- 
ters present after oxidation (D) decreases as the 3C-SiC 
epilayer samples are repeatedly oxidized. After each indi- 
vidual oxidation, we observe an increase in the total concen- 
tration of centers after dry heat treatment (O) and a slight 
reduction in center concentration after removal of the oxide 
by HF etching (A). The variation of the concentration of 
centers induced by the heat treatment alone is more compli- 
cated and will be discussed later. 

Spectra of the 6H-SiC sample after 1 h [Fig. 3(a)], 4 h 
[Fig. 3(b)], and 16 h [Fig. 3(c)] oxidations are illustrated in 
Fig. 3. The solid curves are spectra of the sample measured 
after oxidation and the dotted curves are measured after sub- 
sequent dry heat treatment. After each of the oxidations, no 
signal is visible above the noise level of the EPR spectrum. 
After dry heat treatment we observe the activation of a center 

at approximately g=2.0026±0.0001 (3494 G). The signal- 
to-noise ratio of the spectra for the 6H-SiC sample is lower 
than for the 3C-SiC samples because the high conductivity 
of the 6H-SiC substrate decreases the EPR sensitivity. 

In Fig. 4, we plot the concentration of the center at 
g=2.0026 in 6H-SiC samples as a function of individual 
oxidation time. The legend is the same as that used in Fig. 2. 
The uncertainty in concentration is estimated by visual com- 
parison of the relative noise amplitudes. The dashed line in- 
dicates the detection limit of the spectrometer for these 
samples. As with the 3C-SiC samples, the concentration of 
centers after each oxidation is increased by the subsequent 
dry heat treatment, and the concentration of centers de- 
creases after the oxide is removed by HF etching. Here, how- 
ever, we do not observe the monatomic decrease with oxida- 
tion time, which is apparent in the 3C-SiC data. Initially 
over the 1 and 2 h oxidations, we observe an increase in the 
concentration of centers activated by the dry heat treatment 
following which the concentration of centers decreases until 
it reaches a nearly constant value after the 8 h oxidation. The 
trends observed for the activation of a center at g=2.0025 in 
the 4H-SiC samples are similar to those observed for the 
6H-SiC material. 

In Fig. 5, we examine the concentration of centers pro- 
duced by the dry heat treatment is affected by the successive 
oxidations of increasing duration. For the 3C-SiC epilayer 
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FIG. 4. Concentration of center in the oxidized 6H-SiC sample located at 
g=2.0029 (3492 G) as a function of individual oxidation time. (D) represent 
the total concentration of centers measured after oxidation, (O) represent the 
total concentration of center measured after dry heat treatment, and (A) 
represent the total concentration of centers measured after the oxide is re- 
moved. The error in concentration is due to noise in the EPR spectrum. 

samples, the concentration of centers produced by the heat 
treatment is determined by subtracting the concentration of 
centers measured after oxidation (□ in Fig. 2) from the con- 
centration of centers measured after the subsequent dry heat 
treatment (O in Fig. 2) and are indicated by the filled squares 
in Fig. 5. Because the concentration of the centers after oxi- 
dation in both the 4H-SiC and 6H-SiC samples is below the 
detection level, the concentration of the centers induced by 
the dry heat treatment is simply the center's concentration 
measured after dry heat treatment. For the 6H-SiC samples, 
the concentrations indicated in Fig. 5 by the filled circles are 
the same data that in Fig. 2 are symbolized by the unfilled 
squares. The unfilled triangles indicate the concentration of 
the centers induced by dry heat treatment in the 4H-SiC 
samples. The concentration of centers in the 4H-SiC (A) 
and 6H-SiC (•) samples increases until after the 2 h oxida- 
tion and then decreases with further oxidation until after 8 h 
oxidation, when it saturates. The concentration of centers in 
the 3C-SiC epilayer samples (■) behaves in a similar man- 
ner but the increase continues until after the 4 h oxidation. 
After the 8 h oxidation, the concentration remains approxi- 
mately the same. 

IV. DISCUSSION 

There are three kinds of centers that can be identified by 
their differing responses to the various types of processing. 
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FIG. 5. Concentrations of the center at g=2.0026 in the 6H-SiC sample 
(•), the center at g=2.0025 in the 4H-SiC sample (A), and the center at 
g=2.0029 in the 3C-SiC epilayer samples (■) measured after dry heat 
treatment plotted as a function of individual oxidation time. The error in 
concentration is due to noise in the EPR spectra. 

First, there are the signals present on each of the as-prepared 
polytypes. These are reduced by wet oxidation. Second, there 
are the centers that can be activated by the dry heat treatment 
and reduced by wet oxidation. Third, in the 3C-SiC epilayer 
there is a center that is distributed throughout the epilayer, is 
reduced during oxidation, and is not affected by the dry heat 
treatment. 

As indicated by the data, the oxidation process reduces 
the concentration of centers present in the as-prepared mate- 
rial. Before the samples are initially oxidized, the total con- 
centration of surface related centers is approximately 
3X1013 cm"2 for each of the different polytypes. The first 1 
h oxidation of the hexagonal polytypes, which removes ap- 
proximately 12 nm of material from the Si face and 85 nm of 
material from the C face of the SiC samples, reduces the 
concentrations of these centers below the EPR detection 
level (1012 cm-2) for these materials. The 1 h oxidation of 
the 3C-SiC epilayer material, which removes 45 nm of the 
surface, reduces the center concentration by an order of mag- 
nitude. The centers reduced by the initial oxidation are likely 
created by cutting and polishing. The centers are reminiscent 
of ones in cut Si samples, which exhibit an EPR signal 
known as the D center. The D center arises from Si atoms 
that are out of register with the Si lattice.8 In fact, the D 
center is visible in the spectrum of the 3C-SiC epilayers at 
g=2.006 prior to oxidation. For the 3C-SiC material, this 
center likely arises from the cut edges of the Si substrate 
upon which the 3C-SiC is deposited. By analogy, we sug- 
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gest that the centers with g values between 2.0025 and 
2.0029 arise from the cut edges of the SiC material. Gerardi 
and co-workers observed a signal at g=2.0025 on 4H-SiC 
that was abraded with a diamond impregnated file.9 They 
were able to remove the centers by etching the material in 
fused KOH for 10 min at 400 °C. Oxidation would likely 
have a similar effect where oxygen is used to etch the surface 
by converting the SiC into the oxidation products. 

Each of the three polytypes contains at least one center 
that can be generated by dry heat treatment. We will focus on 
the centers at g=2.0029 in the 3C-SiC epilayer samples, at 
g=2.0026 in the 6H-SiC samples, and at g=2.0025 in the 
4H-SiC samples. The g values of each of these centers are 
the same as those for the centers observed in these materials 
prior to oxidation indicating that both are likely related to C. 
However, the surface damage centers and the centers acti- 
vated by dry heat treatment have different responses to form- 
ing gas anneals.10 Thus, there must exist at least a suitable 
difference in the structure of these centers. 

We suggest two different defect generation models based 
on the data in Fig. 5. The first is that these centers are present 
in the as fabricated SiC substrate and are activated by hydro- 
gen effusion during heat treatment. Si vacancies reported by 
Itoh and co-workers11 or micropipes well known to exist in 
the hexagonal substrates could both be candidates for the 
precursors of these centers. Each dry heat treatment depassi- 
vates defects within approximately the same thickness of SiC 
material located near the Si02/SiC interface. As the SiC is 
removed by successive oxidations, we can probe deeper into 
the material by depassivation. The data of Fig. 5 could reflect 
the dependence of defect density depth below the surface. 
The total material removed by the oxidations is approxi- 
mately 1.2 and 0.2 /xm for the C and Si faces, respectively, 
of the 4H- and 6H-SiC polytypes and 0.9 yum from the 3C- 
SiC epilayer. Figure 5 suggests that the defects are distrib- 
uted in a nonuniform manner through the bulk SiC. A second 
possible source for the centers is the oxidation itself. During 
the first few hours of oxidation, the centers increase in con- 
centration. The time dependence of the concentrations could 
indicate that there is a competition between generation and 
annealing of the defects during oxidation. Further work is 
necessary to distinguish between the intrinsic defect model 
and the oxidation induced defect model. 

Because the center located at g=2.004 slowly decreases 
in concentration as the 1 fim 3C-SiC epilayer is removed by 
oxidation, it appears likely that this center is distributed 
throughout the 3C-SiC epilayer. Unlike the C-related cen- 
ters that can be activated by dry heat treatment, this center is 

not affected by the depassivation procedure. Either this cen- 
ter is not related to hydrogen or the temperatures at which 
hydrogen depassivation of this defect occurs are much larger 
than 900 °C. The chemical origin of this signal is unknown. 

V. CONCLUSIONS 

In order to study the preparedness and stability of the 
SiC/Si02 interface, we have repeatedly oxidized three differ- 
ent polytypes of SiC for increasing lengths of time. After 
each oxidation, the samples are dry heat treated to depassi- 
vate any hydrogen that may be incorporated into the 
Si02/SiC structures. After the first oxidation, we observe at 
least an order of magnitude reduction in the concentration of 
centers observed in the as-prepared materials for each of the 
polytypes. However, the effect produced by the oxidation 
process is unstable. Dry heat treatments at 900 °C activate 
centers in each of the polytypes. These centers can be differ- 
entiated from the centers in the as-prepared material by 
forming gas anneals.10 Although the precursor for the centers 
activated by the dry heat treatment is unknown, we suggest 
that the defects are either present in the as-fabricated SiC or 
are created during oxidation. Finally, we observe a third cen- 
ter, which is present only in the 3C-SiC epilayer. This center 
appears to be distributed throughout the epilayer, since the 
repeated oxidations appear to gradually reduce its concentra- 
tion. This center is not affected by the 900 °C dry heat treat- 
ment, indicating that it is different from the centers that are 
induced by the dry heat treatment. 
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Finite linewidth observed in photoluminescence spectra of individual 
ln0 4Ga0 6As quantum dots 
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The photoluminescence of Ino4Gao6As quantum dots was investigated by scanning-near-field 
optical microscopy at temperatures between 300 and 4 K. Using etched, metal-coated fiber tips, the 
pure signal of individual quantum dots could be detected. The spectra are found to consist of 
Lorentzian-shaped emission lines with linewidths ranging from 10 to 20 meV at room temperature, 
reducing to less than the spectrometer resolution of 1 meV at 4 K. This behavior is in contrast to the 
expectation of extremely small linewidths amounting to a few ,ueV, and can be related to lifetime 
effects mediated by thermal excitation of the carriers in the dots. Furthermore, the spectra show a 
redshift by about 8 meV upon increasing the excitation intensity, indicating biexcitonic effects. 
© 1999 American Vacuum Society. [S0734-211X(99)04004-4] 

I. INTRODUCTION 

Quantum dots are an interesting research object because 
of their discrete electronic energy levels, which can be tuned 
via their size and shape.1"3 This behavior can be applied for 
a variety of photonic devices, e.g., for quantum-dot lasers 
already working at room temperature.4 For spectroscopic in- 
vestigations, extremely narrow photoluminescence (PL) lines 
with linewidths of a few /ieV are expected because of the 
<S-like density of states and the low radiative recombination 
rates, which are typically in the order of 109/s.1-3'5 On the 
other hand, quantum dots are often prepared in a self- 
organized way by Stranski-Krastanov growth, resulting in 
an inhomogeneous size distribution and therewith in a corre- 
sponding distribution of optical transition energies. In this 
way, spatially averaging PL experiments regularly yield 
broadened transition lines.6,7 

The specific optical characteristics of individual quantum 
dots, in contrast, can be studied by experiments with high 
spatial resolution like scanning-nearfield optical microscopy 
(SNOM), scanning tunneling luminescence (STL), micro- 
photoluminescence (/".PL), or cathodoluminescence (CL). In 
many cases, quantum dots are formed with average lateral 
distances in the order of 100 nm.6 STL experiments with 
their resolution of a few nm allow in principle the study of 
individual dots,8'9 but usually require clean surface condi- 
tions for tunneling. This is in contrast to the other three 
methods, which enable the study of ex situ prepared samples. 
The spatial resolution of /JPL or CL, on the other hand, is 
limited to several 100 nm, either by optical diffraction (/xPL) 
or by the extensive diffusion of the hot secondary carriers 
(CL).5'10 Therefore, these techniques usually allow to study 
small groups instead of individual quantum dots. However, 
CL spectra of a few InAs quantum dots showed transition 

a'On leave from: Faculteit Natuur- and Sterrenkunde, Universiteit Utrecht, 
P. O. Box 80000, 3508 TA Utrecht, The Netherlands. 

b'Permanent address: Otto-von-Guericke-Universität Magdeburg, D-39016 
Magdeburg, Germany. 

linewidths below the spectral resolution limit of 150 /xeV at 
temperatures up to 50 K, demonstrating their zero- 
dimensional electronic properties.5 In contrast, SNOM with 
its outstanding spatial resolution in the order of 100 nm or 
even less1112 is ideally suited for the investigation of indi- 
vidual quantum dots. 

In this work, we present SNOM-induced PL data taken at 
different temperatures of In^Ga^As quantum dots embed- 
ded in a GaAs matrix, which were prepared by self- 
organized growth using metal-organic chemical vapor depo- 
sition (MOCVD). Etched and subsequently metal-coated 
fiber tips allowed to study the PL of individual quantum dots 
without the disturbing background signal from neighboring 
dots.13 In this way, the spectra of single quantum dots were 
found to consist of Lorentzian-shaped transition lines with 
finite linewidths exceeding 10 meV at room temperature, de- 
creasing to below the spectral resolution of 1 meV at 4 K. 
This astonishing observation is in contrast both to the theo- 
retical prediction of extremely narrow lines1"3 and to experi- 
mental results on other quantum-dot samples.5'9'10 In our 
case, the observation of broad Lorentzian lines can be related 
to lifetime effects resulting from thermal excitation of carri- 
ers in the dots. At higher excitation intensities, a redshift of 
the PL signal from single quantum dots is observed, which 
can be explained by the excitation of biexcitons in the dots. 

II. EXPERIMENTAL DETAILS 

A. SNOM setup 

For the SNOM experiments, two different home-built set- 
ups were used. One design is mounted inside of a glass 
dewar and can be used for measurements down to liquid- 
nitrogen temperature.14 A second microscope operates in a 
continuous-flow He cryostat, allowing measurements at tem- 
peratures down to 4 K. A quadrant-sectored tube piezo (EBL 
2) with 25 mm length and 3.2 mm diameter allows a scan 
range of about 100 //.mX 100 fim at 300 K, which reduces to 
about 20 /j,mX20 fim at 4 K. Piezo-driven inertial motors are 

1632     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1632/7/$15.00       ©1999 American Vacuum Society     1632 



1633        Spithoven et al. : Scanning-nearfield photoluminescence of ln04Ga0.6As 1633 

0.5        1.0        1.5 
lateral position ((jm) 

FIG. 1. PL image of In0 4Ga0 6As quantum dots taken at room temperature, 
(a) Spectrally integrated intensity and (b) cross section along the line in (a). 

used for coarse approach. The distance of the SNOM tip 
from the sample surface is controlled by nonoptical shear- 
force detection using a quartz tuning fork with the tip glued 
to one side,14'15 resulting in a vertical resolution of about 0.5 
nm and a lateral resolution of about 15 nm in the topography. 
The thermal drift can be as low as 0.1 fim per hour at suffi- 
ciently stable temperatures. 

All SNOM measurements reported in this work were per- 
formed in internal-reflection geometry using a 2X1 fiber 
coupler for feeding the excitation light through the tip onto 
the sample and collecting the PL light by the tip for 
detection.14 For optical excitation, a He-Ne laser with hv 
= 1.96 eV was used. The resulting PL signal leaving the 2X1 
coupler was analyzed using a monochromator with a spectral 
resolution around 1 meV and finally detected by a Peltier- 
cooled InGaAs photodiode with a noise level of about 8 
X 10"17 W/VHZ and a bandwidth of a few Hz. For spectrally 
integrated PL imaging, the monochromator was replaced by 
a low-pass filter. This measure prevents the detection both of 
the PL radiation from recombination outside the dots and of 
the laser light, which is strongly reflected in the 2X1 coupler 
or in the tapered fiber tip. 

B. Tip preparation 

The SNOM tips used here were prepared from multimode 
fibers with a 50 yum core by chemical etching and subsequent 
metal coating.13 Etching was performed in 48% hydrofluoric 
acid covered with a layer of baby oil.16 This self-terminating 
process results in a total opening angle of the tip apex of 
about 20°. In order to prevent radiation transmission through 
the side walls of the tip, they were subsequently coated with 

2.7 |jm 

FIG. 2. Spectrally resolved PL images of In0 4Ga0 6As quantum dots taken at 
room temperature at the same sample area using different detection energies. 
Three quantum dots are marked with numbers, visible (1) in only one image, 
(2) in two images, and (3) in all three images. 

a metal. This process step was performed in a high-vacuum 
chamber at a pressure of 10~6 mbar by evaporation of 100- 
200 nm thick Ag or Al films under an angle of about 75° 
between the evaporator and the fiber axis while rotating the 
tip. Although we did not observe significant differences be- 
tween Al- and Ag-coated tips in resolution and transmission, 
we preferred Ag-coated tips because of their better stability 
in ambient conditions, allowing to use them for several days. 
The apex of the tips was often opaque, so that an opening 
had to be prepared by gently polishing the tip apex at the 
sample surface using the lateral vibration of the tip with re- 
spect to the sample. The opening of the aperture could be 
monitored easily by the onset of the PL signal. 

C. Sample preparation 

The In0 4Ga0 6As quantum-dot sample was prepared using 
MOCVD by growing 0.94 nm In04Ga06As on an undoped 
GaAs(OOl) substrate and subsequent capping with a total of 
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FIG. 3. Series of 15 PL spectra taken at room temperature during one line scan with 180 nm spacing between neighboring spectra. On the left side, up to 
spectrum 7, almost no PL can be detected since there are no quantum dots close to the tip position. On the right side, the tip passes first one quantum dot 
(spectra 8-11) and then a group of at least two quantum dots (spectra 13-15). The inset shows spectra 10 and 14 in more detail, with G and £, representing 
the ground-state and first excited-state transition, respectively. 

20 nm of GaAs and AlGaAs layers for protection.6'7 They 
have already been characterized by transmission electron mi- 
croscopy (TEM), yielding an area dot density of a few quan- 
tum dots per /xm2, and by conventional spatially averaging 
PL at room temperature.6 In this latter experiment, the so- 
called ground-state transition was observed at hv = 0.93 eV, 
as well as the first and second excited-state transitions at 1.02 
and 1.10 eV. These PL lines were inhomogeneously broad- 
ened by at least 40 meV. 

III. RESULTS AND DISCUSSION 

A. Photoluminescence imaging 

In order to demonstrate the ability of our SNOM instru- 
ment to investigate the emission from single quantum dots, 
we first present PL imaging results. Figure 1(a) shows a spa- 
tial map of the spectrally integrated PL intensity of the quan- 
tum dots taken at room temperature. Most peaks are charac- 
terized by an almost circular shape and similar emission 
intensities, representing the signal from individual dots. In 
addition, some peaks are broader and brighter and have a 
more asymmetric shape, so that they can be assigned to small 
groups of dots. A lateral resolution of about 300 nm is ob- 
tained, as revealed from the cross section displayed in Fig. 
1(b). The observed areal density of the emission maxima is 
in the order of 2/yu.m2, in reasonable agreement with the re- 
sults from TEM experiments.6 

At tip positions between the dots, the signal reduces al- 
most to zero. This behavior demonstrates that there is only 
negligible background signal from neighboring dots, which 
is in strong contrast to our previous data obtained using un- 
coated fiber tips.'417 This result clearly demonstrates that 
etched, metal-coated fiber tips, operated in internal-reflection 
geometry, allow to resolve the pure PL signal of individual 
quantum dots with sufficient intensity. 

A first analysis of the spectral behavior of the quantum 
dots is presented in Fig. 2, which shows spectrally resolved 
PL images taken at room temperature for three different de- 
tection energies separated by about 0.018 eV. Some dots are 
only observed at one single photon energy, for example, the 
dot marked by 1, but others are found at two or even at all 
three different energies, like the ones marked by 2 and 3, 
respectively. This observation already indicates a finite spec- 
tral width of the emission from a single dot in the meV range 
at room temperature. 

B. Photoluminescence spectroscopy 

In order to analyze this behavior in more detail, PL spec- 
tra of single dots were recorded at different positions. Figure 
3 shows a series of PL spectra taken at room temperature 
along one scan line with 180 nm lateral spacing between 
neighboring spectra. They are characterized by the ground- 
state transition at 0.935 eV (G) and the first excited-state 
transition at 1.02 eV (£,), as shown in the detail in the inset. 
On the left side of the series, up to spectrum 7, almost no PL 
signal is observed, which is due to the absence of quantum 
dots in this area. This behavior again demonstrates that the 
use of metal-coated fiber tips efficiently eliminates the back- 
ground signal from neighboring dots by more than an order 
of magnitude. When going further to the right, the tip passes 
one single quantum dot, and the PL signal is first increasing 
to its maximum at spectrum 10, followed by an intensity 
decrease. On the far right side of the series, around spectrum 
14, the PL signal is increasing again because the tip ap- 
proaches a group of at least two quantum dots, resulting in a 
shoulder in the peaks, as shown in the inset of Fig. 3. 

From an analysis of the lateral variation in the peak inten- 
sity observed in Fig. 3, a lateral resolution for the ground- 
state emission of about 500 nm is obtained, which is due to a 
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FIG. 4. PL spectra of individual quantum dots, taken at room temperature 
(data points), together with Lorentzian fit curves (solid lines), (a) Spectrum 
from one dot, showing the ground-state (G) as well as the excited-state (£,) 
transition, (b) ground-state transition from two neighboring dots. The differ- 
ent linewidths (FWHM) are indicated, varying between 10 and 20 meV 
from dot to dot. 

larger opening in the metal layer of the tip used here as 
compared to the one used in Fig. 1. For the first excited-state 
transition, in contrast, the resolution is improved to about 
400 nm. This behavior is typical for the higher excited-state 
transitions, which show a quadratic or even higher-power 
response to the excitation intensity as compared with the 
linear increase for the ground-state transition.18 When the tip 
is too far away from the quantum dot, the excitation intensity 
is not sufficient to saturate the ground-state transition, result- 
ing in a much weaker emission from the excited-state tran- 
sition. This behavior is clearly observed when comparing 
spectra 8 and 10. 

The negligible background signal from neighboring dots 
now enables us to investigate the pure signal of a single 
quantum dot. In Fig. 4 representative PL spectra taken from 
selected quantum dots at room temperature are displayed. 
Figure 4(a) shows the emission from a single dot, including 
the ground-state and first excited-state transitions. The spec- 
trum shown in Fig. 4(b) displays the ground-state transitions 
from two neighboring dots. 

All spectra are characterized by relatively broad symmet- 
ric lines. The spectral shape can well be described by a 
Lorentzian line, as revealed from a least-squares fit analysis 
shown in Fig. 4. Fits with a Gaussian line regularly resulted 
in a worse agreement with the experimental line shape. The 
analysis of the spectra from several dots results in Lorentzian 
linewidths [full width at half maximum (FWHM)] scattering 
between 10 and 20 meV at room temperature, and the 
ground-state and first excited-state transitions show similar 
linewidths. The observation of a finite linewidth amounting 
to several meV is a surprising result, considering the ex- 
tremely narrow emission lines expected for these zero- 
dimensional quantum objects on the basis of the optical- 

1 —% S Q 10 transmission rates.   ■'•J-',1U 

Furthermore, the linewidth is found to vary strongly with 
temperature. Figure 5 shows four spectra taken at 4 K at 
nominally the same tip position. Because of thermal-drift 
effects and the long acquisition time for one spectrum of 
several minutes, the spectra probably stem from slightly dif- 
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FIG. 5. Four PL spectra taken at a temperature of 4 K at neighboring posi- 
tions with a lateral spacing of several 10 nm, showing linewidths limited by 
the experimental resolution of 1 meV. The spectra show an almost identical 
ground-state emission, but vary considerably in the excited-state emission. 

ferent positions with several 10 nm distance. The energy of 
the ground-state transition is now shifted to about 1 eV be- 
cause of the thermal variation of the band gaps.19 It consists 
mainly of two neighboring lines with widths determined by 
the monochromator resolution of about 1 meV, so that the 
actual linewidth is expected to be much lower. They can be 
assigned to the emission of one or two quantum dots. The 
origin of the broad background of the ground-state transition 
is still unknown; however, it can be related to the weak con- 
tribution from many dots, probably in the vicinity of the tip 
apex. 

The excited-state transition around 1.10 eV consists of 
several lines, which are also characterized by linewidths of 
about 1 meV. They show a much stronger variation with 
lateral position, again demonstrating the higher lateral reso- 
lution at higher-excited transitions. The observation of an 
extended fine structure indicates a complex term scheme for 
the excited states in the quantum dots. In addition, neighbor- 
ing dots may contribute as well. 

For a better understanding of the temperature dependence 
of the spectral properties, we performed an experiment with 
the tip fixed mechanically on the sample by gently touching 
the surface. In this way, we could eliminate thermal drift 
completely and detect the PL emission from the same sample 
region in the temperature range from 5 to 300 K, as shown in 
Fig. 6. For this experiment, an uncoated fiber tip was used, 
so that a stronger background signal is contributing, since the 
emission of surrounding quantum dots is also collected by 
the tip.14'17 In particular for the ground-state transition, a 
larger group of quantum dots is contributing to a rather un- 
structured background, while the signal from the excited- 
state transition is more selective and clearly shows the emis- 
sion from mainly three quantum dots. Therefore, the 
variation of the linewidth with temperature can best be moni- 
tored using the excited-state transition, but a similar trend is 
also observed for the ground-state transition. 

The linewidth gradually decreases from about 20 meV at 
room temperature to about 4 meV at 5 K. In this experiment, 
the spectral resolution was only about 4 meV, indicating a 
much lower value for the actual linewidth at low tempera- 
tures. As has been mentioned before, the actual linewidth of 
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FIG. 6. Temperature dependence of the PL spectra mainly dominated by a 
group of about three quantum dots, taken with an etched uncoated tip posi- 
tioned at a fixed location of the surface. The linewidths (FWHM) is decreas- 
ing from about 20 meV at 300 K down to the monochromator resolution of 
about 4 meV at 5 K. 

the quantum-dot emission in this temperature region is even 
less than 1 meV (see Fig. 5). Furthermore, it is observed that 
the PL intensity is decreasing by less than one order of mag- 
nitude when going to room temperature, and the transition 
energies show the expected redshift by about 60 meV.19 

C. Discussion of the linewidth 

In the following, a first attempt is made to explain the 
temperature-dependent linewidth and the Lorentzian line 
shape. Such a behavior is characteristic for a thermal excita- 
tion of carriers in the quantum dots, reducing the lifetime in 
particular at higher temperatures, in this way broadening the 
spectral lines which are then described by a Lorentzian line 
shape. In this case, the thermal excitation probability and 
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FIG. 7. Arrhenius plot of the linewidth observed in the PL spectra as a 
function of temperature. 

EA 

wetting layer quantum dot 

FIG. 8. Schematic model for the possible electronic structure of the 
In04Ga,|6As quantum dots. The ground-state (G) as well as the first and 
second excited-state (£,. E2) transitions are indicated. The binding energies 
of the hole states are separated by only a few meV, resulting in a thermal 
activation at higher temperatures. 

therewith the linewidth can be described approximately by 
r = r0 exp(-EA/kBT), where EA is the activation energy and 
T0 a prefactor mainly determined by the phonon energies. 
An Arrhenius plot of the linewidth is shown in Fig. 7. The 
rather large error bars result from the considerable scatter of 
the observed linewidths from different dots at a given tem- 
perature as well as from a strong influence of the experimen- 
tal resolution on the accuracy of the linewidth, in particular 
at lower temperatures. Therefore, the activation energy can 
only be estimated with a rather large uncertainty to 3±2 
meV. 

Terms schemes like the one shown in Fig. 8 have been 
proposed in recent theoretical calculations on the electronic 
structure of InAs dots.20'21 In these studies, both electrons 
and holes were found to have several states in the quantum 
dot, with a larger energy spacing for the electron states be- 
cause of their much lower effective mass. In particular larger 
quantum dots with a rather low ground-state transition en- 
ergy, like the ones investigated in the present study, are ex- 
pected to have a variety of states with small energy differ- 
ences. On the other hand, dipole selection rules or strongly 
varying oscillator strengths prevent many of the transitions 
or considerably reduce their intensities. It should be noted 
here that these more sophisticated calculations are in contrast 
to previous assumptions of only one electron state in the 
dot,22 which we recently stressed to explain our data.13 

Since the energy spacings between the hole states in suf- 
ficiently large dots can be in the order of a few meV,20, ' the 
thermal activation of holes can lead to a line broadening, as 
observed in the present work. The observed scatter in line- 
width for different dots can be attributed to different dot 
sizes and shapes, which in turn have an influence on their 
electronic structure, and in particular on the spacing between 
the energy states. 

It should be noted that the excited-state transitions were 
predicted to give rise to a variety of lines,21 in agreement 
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FIG. 9. Spectra taken from a line scan with 200 nm spacing. For large 
intensities, an energy shift as well as a line broadening is observed, indicat- 
ing the excitation of biexcitons within the quantum dots. 

assignment of the observed redshift in Fig. 9 to biexcitons is 
also in agreement with the occurrence of the excited-state 
transition at comparable excitation energies. 

It should be noted that the ground-state emission observed 
in Fig. 4(a) should also consist of two lines, since the 
excited-state transition is already observed. Two spectral 
lines could not be resolved in this spectrum because of the 
large Lorentzian linewidth, but fits with two Lorentzians 
separated by 8 meV also resulted in reasonable agreement 
with the experimental line shape. Also the complex spectra 
observed at low temperatures in Fig. 5 can now be discussed 
in terms of multiple excitons. Both the ground-state emission 
consisting mainly of two lines and the multiline excited-state 
emission can, at least partially, be caused by excitonic inter- 
actions. 

with the spectra in Fig. 5. The observed variation of these 
spectra with tip position can well be due to the strong polar- 
ization dependence of the transmission probabilities, which 
was also derived in the calculations.20'21 Furthermore, the 
thermal variation of the spectral intensity observed in Fig. 6 
can be explained within this model: At thermal energies ex- 
ceeding the activation energy, a significant fraction of the 
holes is excited to the other hole states, resulting in a 
strongly reduced optical transition probability. 

Although the present discussion may explain both the ob- 
served line shape and the thermal linewidth variation, a con- 
clusive model of the electronic structure of In04Gao6As 
quantum dots is not advisable on the basis of the present 
data. More detailed theoretical investigations, e.g., including 
the Coulomb interaction of the excitons, are thus required. 

D. Intensity-dependent shifts 

Figure 9 shows a series of PL spectra taken at room tem- 
perature during a line scan with 200 nm spacing between 
neighboring spectra, while passing a single quantum dot. In 
addition to the common intensity variation of the PL emis- 
sion, a shift of the peak emission by about 8 meV to lower 
transition energies is observed at higher excitation intensi- 
ties. The maximum shift is obtained when the first excited- 
state transition becomes visible (see arrow). 

This behavior can be explained by the excitation of biex- 
citons, which consist of two electron-hole pairs in a quantum 
dot and are therefore mainly excited at a higher excitation 
intensity. At even higher intensities, triple and other multiple 
excitons can form, two of them contributing to the ground- 
state transition, the following exciton pair to the first excited- 
state transition, and so forth.18 Biexcitons are expected to 
show a redshift of a few meV with respect to the single- 
exciton line in case of an attractive interaction of the two 
excitons.2 

In our case of broad Lorentzian lines, the excitonic and 
the biexcitonic transitions cannot be separated, and their su- 
perposition results in an additional broadening as well as in 
an energy shift with increasing excitation intensities. The 

IV. CONCLUSION 

In this work, we have investigated the PL of In0 4Gag 6As 
quantum dots with SNOM. Using etched metal-coated fiber 
tips we were able to investigate the pure PL of single quan- 
tum dots, even for optical transition energies as low as 0.9 
eV. In this way, the spectral shape could be studied in detail, 
resulting in Lorentzian lines with different linewidths be- 
tween 10 and 20 meV at room temperature, reducing to less 
than 1 meV at 4 K. The expected sharp emission lines with 
widths in the ^teV region, which are independent of tempera- 
ture, could not be observed. It is assumed that the thermal 
broadening is due to a lifetime effect, related to low excita- 
tion energies of the carriers in the dots. The spectra also 
show a redshift of about 8 meV with increasing excitation 
intensities, which can be explained by the excitation of biex- 
citons in the quantum dots. 

The In0 4Ga0 6As quantum dots investigated in this work 
show a remarkable linewidth behavior, which has not been 
observed up to now. In our initial attempts to explain the 
data, thermal excitation of holes in the dot is assumed. For a 
conclusive model, however, more information about the sys- 
tem is required, so that both a more detailed theoretical treat- 
ment and more systematic experimental studies have still to 
be performed. In order to investigate the line shape variation 
and the possible biexcitonic shifts in more detail, further 
SNOM experiments at low temperatures are currently in 
preparation. 
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Atomic structure of stacked InAs quantum dots grown by metal-organic 
chemical vapor deposition 
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We present a detailed cross-sectional scanning-tunneling microscopy investigation of threefold 
stacked InAs quantum dots in a GaAs matrix grown by metal-organic chemical vapor deposition. 
The dots are vertically aligned and show a layer-dependent size. Detailed images with atomic 
resolution indicate that the dots consist of pure InAs with a shape well described by prisms with 
{110} and additional {111} side faces as well as a (001) top face. The wetting layer is found to be 
inhomogeneous, while no In diffusion into the overgrowing GaAs layer is observed. These findings 
demonstrate that growth in the present sample is more related to kinetics than to equilibrium 
conditions. Furthermore it is demonstrated that the image contrast is strongly influenced by a 
cleavage-induced outward relaxation of the strained quantum dots. © 7999 American Vacuum 
Society. [S0734-211X(99)08704-1] 

I. INTRODUCTION 

During the last few years quantum dots have been inves- 
tigated intensively, mainly because of their peculiar elec- 
tronic properties characterized by a ^-function-like electronic 
density of states corresponding to atom-like energy levels.1 

Of particular interest are InAs or InGaAs quantum dots em- 
bedded in a GaAs matrix, since such dots can be grown 
easily in a self-organized way using either molecular-beam 
epitaxy (MBE) or metal-organic chemical vapor deposition 
(MOCVD).2"4 Recently, room-temperature lasing has been 
observed for such systems,4'5 with wavelengths between 1.1 
and 1.3 /mi, which are of high interest for applications in 
telecommunications. 

For InAs growth on GaAs(OOl) surfaces, the large lattice 
mismatch of about 7% leads to a Stranski-Krastanov growth 
mode, characterized by a wetting layer of about 1.5 mono- 
layers thickness, followed by the self-organized formation of 
strained quantum dots.6 Subsequent overgrowth of the first 
dot layer with a thin GaAs layer results in a lateral strain 
variation on the newly formed GaAs surface, a property that 
can be used for the growth of vertically stacked dots: Further 
deposition of InAs will now take place predominantly on top 
of the buried first-layer dots, since the local lattice constant 
of the GaAs surface is expanded at these positions, being 
energetically more favorable for InAs nucleation. In this 
way, self-assembled stacks of vertically aligned quantum 
dots can be grown.1'7'8 Such structures are of high interest for 
laser devices because of their higher dot density compared 
with the single-layer case.4'5 

The dot structure, notably their shapes, sizes, and area 
densities, depends on a variety of growth parameters like 
temperature, growth velocity, partial pressure of the different 
precursor materials, growth-interruption timing, and finally 

"'Electronic mail: ak@physik.tu-berlin.de 
b)Permanent address: Otto-von-Guericke-Universität Magdeburg, D-39016 

Magdeburg, Germany. 

on the amount of the deposited material. Furthermore the 
growth techniques like MBE or MOCVD will have an influ- 
ence. 

The size and the shape of the quantum dots are important 
factors for their electronic and optical properties.9 In recent 
years, mainly three experimental techniques were used for 
structural investigations of quantum dots: (1) transmission 
electron microscopy (TEM) of buried dots10"12 only provides 
integrated information on columns consisting of about 100 
atoms; it is furthermore strongly sensitive to the strain field 
of the sample in the dot region. (2) X-ray diffraction was 
recently applied for the first time to quantum dots,13 but has 
to be further developed since it suffers from small cross sec- 
tions and thus extended measuring times. (3) Top-view 
atomic force microscopy or scanning-tunneling microscopy 
(STM) can be used to determine the shape and size of un- 
buried dots directly.14-18 In order to conserve the surface 
structure, an in situ sample transfer to the microscope has to 
be managed, requiring further technical development, in par- 
ticular in the case of MOCVD growth. In addition, structural 
changes may occur upon overgrowth of the dot layer; in 
particular stacked dots are not accessible. 

A different and more promising method for the investiga- 
tion of buried quantum dots is cross-sectional scanning- 
tunneling microscopy (XSTM). In such an experiment the 
sample, which has been grown, e.g., along the [001] direc- 
tion, is cleaved at the perpendicular (110) surface. In this 
way, a cross-sectional (110) surface through the dot layers is 
obtained, which can be imaged by STM with atomic 
resolution.19"21 It should be noted that such an experiment 
requires an additional lateral-positioning mechanism for 
matching the scan range of the tip with the layer of interest, 
which is furthermore located very close to the edge of the 
cleavage surface. 

Recently, XSTM studies of stacked InAs dot structures in 
a GaAs matrix grown by MBE were presented.22"25 In these 
studies, rather uniform dots with disk-like shapes were ob- 
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served, showing an almost perfect vertical stacking. In addi- 
tion, In atoms were found to diffuse out of the wetting layer 
during GaAs overgrowth.22'24 Such a segregation also re- 
sulted in a roughening of the InAs-GaAs interface.23 

In a recent letter, we presented the first XSTM results of 
stacked InAs dots grown by MOCVD with atomic 
resolution.26 In this article, the results are presented in more 
detail. Imaging a variety of threefold dot stacks enables us to 
determine the atomic structure of the dots as well as the 
structure of the wetting layer. In particular it is found that 
stoichiometrically pure InAs dots were grown with prismatic 
shapes, which are different from those observed for the 
MBE-grown samples.22^25 Inhomogeneous wetting layers 
are formed without In diffusion into the GaAs overlayer, the 
latter again in contrast to the findings for the MBE-grown 
dots.22'24 The buckled GaAs overgrowth indicates that the 
growth conditions are far from thermal equilibrium, also re- 
sulting in a less perfect vertical stacking. As already ob- 
served in our initial XSTM experiments of fivefold stacked 
InAs dots also grown by MOCVD,27 the image contrast 
mainly results from a cleavage-induced outward relaxation 
of the strained quantum dots. For a quantitative analysis of 
the XSTM images, simulations of this relaxation by elasticity 
theory27 were performed. 
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FIG. 1. Overview XSTM image of the dot-stack layer and the surrounding 
buffer layers, taken at Vs= +2.6 V and IT= lOOpA. 

II. EXPERIMENT 

A. MOCVD growth conditions 

The sample was grown by MOCVD at a deposition rate of 
about 0.18 nm/s. Similar growth parameters were used for 
this sample as for the one for which room-temperature lasing 
was observed.4'5 The dot region studied in this work consists 
of three InAs dot layers in a GaAs matrix, surrounded by 
GaAs buffer layers and Al0^Gao 75As waveguide layers. 

The InAs dot layers were grown at a temperature of 
485 °C, using the following procedure: In order to obtain a 
smooth GaAs surface, the growth was first interrupted under 
AsH3 pressure for 10 s. Then a 0.47 nm (corresponding to 
1.7 monolayers) thick InAs layer was grown. For dot forma- 
tion, the growth was then interrupted for 4 s, in this case 
without AsH3 pressure, so that only the H2 atmosphere was 
present. Subsequently the dot layer was covered by a 3.5 nm 
thick GaAs overlayer. Then the growth was interrupted again 
for 2 s under AsH3 pressure, followed by the next InAs 
deposition cycle as above. In top-view TEM images taken of 
similar samples, a density of the dot stacks of (4±2) 
X 1010/cm2 was observed. 

B. XSTM experiment 

For the XSTM experiments a home-built system was 
used, operating at room temperature. The tips were prepared 
from an annealed tungsten wire by electrochemical etching. 
Subsequently they were sharpened by Ar+ ion etching inside 
a separate high-vacuum chamber.28 These tips were trans- 
ferred through air to the STM chamber and directly used for 
imaging without further treatment. 

For sample preparation, a small rectangular piece was cut 
out of the wafer. In order to define the cleavage edge, a small 
part of the (001) growth surface was marked by a short 
notch. After mounting the sample to the sample holder, it 
was electrically connected with indium. Then the sample was 
transferred into the ultrahigh vacuum (UHV) chamber, 
which operates at a base pressure below 1 X 10"8 Pa. Sample 
cleavage was performed inside the UHV. It should be noted 
that the rotational orientation of the sample is unknown in 
the present study, so that we cannot determine whether the 
(110) or the (HO) surface was formed by cleavage. In the 
following, the surface imaged by STM is thus always labeled 
(110). 

III. RESULTS AND DISCUSSION 

A. Growth behavior of stacked-dot structures 

In order to give an overview on the growth behavior of 
stacked quantum dots, an XSTM image of a larger area 
around the dot layers is presented in Fig. 1. The [001] growth 
direction is indicated, which will be the same for all XSTM 
images shown in this work. 

From the left bottom to the right top side of Fig. 1, the 
cross sections of the three wetting layers are visible in the 
form of noninterrupted bright lines. In the case of XSTM 
images of quantum dots, it has to be taken into account that 
the cleavage occurs at arbitrary cross sections of the dot 
layer. In this way, different cross-sectional planes of the dots 
are obtained, with the remaining parts of the dots having 
different depths below the cleavage surface. Figure 1 shows 
three dot stacks in the form of bright triple protrusions, 
which were cut by the cleavage. Furthermore, one subsurface 
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dot stack is identified, located underneath the cleavage sur- 

face, which can be identified by the surrounding strain field 

(as will be explained in Sec. IIIB 2). 

Figure 1 clearly demonstrates the Stranski-Krastanov 

growth mode, consisting of a wetting layer (leftmost line) 

and the formation of quantum dots on top (towards the right 

in the image). In the following layers, the stacking of the 

dots is observed, due to a preferential growth of the next- 

layer dots on top of dots already buried by the GaAs over- 

layer. In addition, the size of the dots is increasing from one 

layer to the next one, as can be seen, e.g., in the case of the 

stack at the top of the image. 

Furthermore, the second and third wetting layers are not 

plane any more, but have a wavy appearance, in particular 

close to the dots. While the separation far away from the dot 

stacks amounts to about 4.0 nm, in agreement with the nomi- 

nal distance outlined from the growth parameters, it is re- 

duced in close vicinity of the dot stacks to values around 3.3 

nm. On the other hand, the base lines of the dots within a dot 

stack are separated by a larger distance of about 4.5 nm. This 

observation indicates an inhomogeneous overgrowth by the 

GaAs layer, which is related to incomplete lateral segrega- 

tion during MOCVD growth. 

The dot layers are surrounded on both sides by the GaAs 

buffer layers and the Al025Ga075As waveguide layers. In the 

center of the image, a onefold surface step is crossing the dot 
layer, and on the left side a finger-like terrace is located. 

These features are caused by cleavage imperfections. In ad-, 

dition, some bright spots are found on the cleavage surface, 
in particular at the step edges, which occasionally move dur- 

ing scanning and can thus be attributed to adsorbate mol- 
ecules. 

About 98% of the observed dot stacks are well aligned. 
Very few images show an unusual stacking, as shown in Fig. 
2. The dot stack in the upper center of Fig. 2(a) is mostly cut 
away by the cleavage, so that only a weak contrast is ob- 

served. In addition, it is vertically not well aligned and the 
third dot is cut away almost completely, so that only one 

edge and the wetting layer remain at the cleavage surface. In 
Fig. 2(b) two dot stacks are imaged, which are located very 

close to each other. Here, the third dot of the upper stack is 
missing completely, while the third one of the lower stack is 
much larger. Figure 2(c) again shows a dot stack where the 
vertical alignment is not good. 

Both the poor vertical alignment and the missing dot in 
the third layer are probably due to a neighboring dot stack, 

modifying the strain field in such a way that it is not sym- 
metric any more around the center of the first-layer dot. This 

asymmetry then leads to a lateral offset of the energetically 

optimum position for the next dot and therefore to nonverti- 
cal alignment.8 In the extreme case of a closely neighboring 

stack, this effect can be so strong that only one site is pre- 

ferred for dot formation, as shown for the third layer in Fig. 

2(b). Such a coalescence of neighboring dot stacks leads to a 

decreasing area density in subsequent dot layers. 
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FIG. 2. XSTM images of stacking imperfections: (a) taken at Vs= + 1.5 V 
and/r=70pA, (b) at Vs= -3.0 V and /r=85 pA, and (c) at VS= + 1.8V 
and IT= 65 pA. 

B. Contrast mechanisms 

Before we discuss the atomic structure of the quantum 
dots and the wetting layer, the possible contrast mechanisms 
active in XSTM experiments at strained layers have to be 
reviewed. STM only monitors the height of the tip, depend- 
ing on both electronic and structural properties of the 
sample, superposing each other in XSTM images. 

1. Electronic contrast 

The different electronic structure, e.g., of InAs and GaAs 
leads to a chemical contrast. This is due to the number of 
states available for tunneling, which depends on the tunnel- 
ing voltage and the energetic position of the electronic states, 
e.g., the band edges in the case of infinite crystals. In par- 
ticular, this effect is pronounced at low tunneling voltages. In 
this way, the tip usually retracts above surface regions with a 
smaller band gap in order to keep a constant tunneling cur- 
rent, in this way yielding brighter regions in the image. Such 
a behavior was observed for broad quantum wells,19 as well 
as for single atoms29"31 and for depletion layers where band 
bending contributes.32 Furthermore, in samples containing 
potential wells, like the wetting layer or the quantum dots in 
the present case, the confined electronic states with their 
wave functions tailing into the matrix material will play a 
role. 
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In addition, the image depends on the sample voltage and, 
in particular, on its polarity.33'34 In this way atom-selective 
imaging can be performed with the STM: At positive sample 
bias, where the tip electrons tunnel into the empty sample 
states, the dangling bonds of the cation sublattice are imaged, 
i.e., in our case those of the In or Ga surface atoms. Images 
taken at negative sample bias, in contrast, are sensitive to the 
filled dangling bonds from the As atoms at the surface. 

2. Structural contrast 

Several properties contribute to the surface topography. 
Inside the relaxed (110) surface unit cell of GaAs or InAs, 
only every second monolayer along the [001] direction is 
visible in the form of a zigzag chain.34 Additional larger- 
scale topographic features of the cleavage surface, such as 
surface steps, terraces, or adsorbate molecules, will be more 
or less imaged in a realistic way, but these effects are not 
interesting for the present work, at least for ideally cleaved 
clean (110) surfaces. 

An additional topographic effect is due to strain in the 
structure. On the cleavage surface the strained dots relax 
outwards, forming smooth topographic protrusions on the 
cleavage surface, as we demonstrated recently.27 The magni- 
tude of this relaxation depends on the amount and the atomic 
arrangement of InAs inside GaAs underneath the cleavage 
surface, and values of about 0.3 nm can be obtained for InAs 
quantum dots. Since this effect is of pure topographic nature, 
it is independent of the tunneling conditions. Even single 
impurity atoms may relax outwards or inwards from the 
cleavage surface, caused by the bond lengths to the neigh- 
boring atoms.29'31 

In order to get an impression for the size and the shape of 
the dots, we have simulated the strain relaxation at the cleav- 
age surface for several different dot shapes by a finite ele- 
ment method based on continuum mechanical theory, as de- 
scribed in Ref. 27. A detailed report on these simulations 
will be given elsewhere.35 Using these simulations, we are 
able to separate topographic effects due to structural strain 
relaxation from electronic effects in the image contrast. 

C. Structural properties of the dots 

In this section, we will analyze the atomic structure of 
single dots. First of all, it should be noted that we never 
observed any dislocations or other growth-related imperfec- 
tions of the zincblende lattice in our XSTM images. Such a 
perfect growth is also expected, since room-temperature las- 
ing was observed at similarly grown samples.4,5 

1. Stoichiometry of the dots 

Figure 3(a) gives a close view of a typical dot stack. The 
superposed linear-grating structure is due to the III—V zigzag 
chains, where the filled states and therefore the dangling 
bonds of the As atoms are imaged because of the negative 
sample bias Vs. The five large white bumps are assigned to 
adsorbate molecules. Some minor imperfections are ob- 
served in certain scan lines due to an unstable tip, in particu- 
lar in the upper part of the image. 

Fio. 3. (a) Filled-state image of a threefold dot stack, taken at Vs 

= - 1.7 V and IT= 100 pA. (b) The same image after high-pass filtering in 
order to outline the chemical contrast. 

Usually it is not easy to decide from such a STM image 
where the interface line separating the dot from the surround- 
ing matrix is located. This is caused by the superposition of 
the chemically induced electronic contrast with the smooth 
structural height variation due to strain relaxation at the 
cleavage surface. In order to separate both effects, a high- 
pass filtered image is shown in Fig. 3(b). In this way the 
sudden tip-height variation resulting from the chemical dif- 
ference is much better visible, and the interface line can be 
outlined clearly. 

The base lines of these dots do not consist of homoge- 
neous InAs, which is probably due to a certain roughness of 
the GaAs starting surface. On the other hand, no indication is 
observed for GaAs inside the dots, since there are no sudden 
height variations along the zigzag chains. Thus the formation 
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FIG. 4. (a) Filled-state XSTM image of a typical dot stack, taken at Vs= -2.4 V and/r=85pA, (b) simulated image of the strain relaxation for a dot structure 
determined from (a). Height contours along the growth direction through the center of the dot stack, as indicated by C in (a), are plotted in (c), while (d) shows 
corresponding data taken perpendicular to the growth direction at the second zigzag chain of the second dot, as indicated by D in (a). The simulated height 
contours from (b) are also plotted in (c) and (d). In (d) the flanks induced by the buried material are marked, resulting from a cleavage position as shown 
schematically in the inset. 

of stoichiometrically pure InAs dots can be derived from our 
data. It should be noted, that even the strain relaxation at the 
Ga002In098As(110) surface would lead to a visible inhomo- 
geneity in the images, as we demonstrate elsewhere.36 In 
addition, no In atoms are observed in the GaAs overlayers. 
Thus only negligible intermixing of both materials seems to 
occur. This observation is in contrast to findings from top- 
view STM experiments on MBE-grown InAs dots.15 

2. Size of the dots 

Figure 4(a) shows a filled-state XSTM image of another 
representative dot stack. The arrows mark the positions of 
the height-contour curves through the center of the stack 

along the growth direction and perpendicular to the growth 
direction along the second zigzag chain of the second dot, as 
displayed in Figs. 4(c) and 4(d), respectively. 

In the height-contour curve in Fig. 4(d), flanks are visible 
besides the dots, indicating that InAs is buried underneath 
the surface, leading to a weak strain relaxation in these areas. 
Thus it can be concluded that the cleavage of this stack oc- 
curred above the dot center, leaving more than one half of 
the dot underneath the cleavage surface, as indicated in the 
inset of Fig. 4(d). Using the onsets of these flanks, it is found 
that the subsurface dot extends from about 3 to 19 nm on the 
lateral-position scale, yielding an actual diameter of about 16 
nm. The kink-like transitions from the flanks to the large 
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FIG. 5. Overview of the most relevant dot shapes an their possible cross 

sections with the (110) and (110) surface. 

bump observed at lateral positions of about 5 and 17 nm, in 
contrast, represent the position of the InAs-GaAs interface 
directly at the cleavage surface. 

From an inspection of about 30 dot stacks, average dot 
sizes can be determined, using the lateral extensions along 
the base line. In this way, (13.6±1.0) nm is obtained for the 
base diameter of the first dot layer, (15.2±1.0) nm for the 
second one, and (16.8± 1.0) nm for the third one. The 
heights of the dots show a similar trend: In the first dot layer, 
most often only four zigzag chains can be identified as InAs 

like, while the second and third one usually consist of five 
zigzag chains (see Figs. 3 and 4). For the evaluation of the 
size of the dots, their shape was assumed to be described by 
truncated pyramids with a quadratic base, as shown in the 
inset of Fig. 4(d). In this way it is derived that the dots in the 
first, second, and third layer consist of 5600 ±1000, 7400 
±1200, and 9400 ±1400 atoms, respectively. 

Two mechanisms are discussed in order to explain the 
observed increase in dot size, which is observed despite the 
nominally identical InAs layer thickness: First it can be as- 
sumed that some InAs diffuses during the GaAs-overgrowth 
process towards the surface, increasing the average In con- 
tent of the upper layers.37 Since no In atoms are observed 
inside the GaAs overlayers including the top buffer layer, 
this mechanism seems to be less probable. 

The second mechanism is based on the lateral strain of the 
GaAs overlayer, which is optimum for InAs nucleation di- 
rectly on top of the buried dot from the layer underneath. In 
this way, more InAs material is attracted from the surround- 
ing wetting layer to accumulate in the dot region, resulting in 
the formation of larger dots at the expense of the wetting 
layer. In subsequent layers, the conditions for selective 
nucleation are further improved because of the increasing 
lateral strain of the overgrowth layer, leading to even larger 
dots. Since about 80% of the total InAs deposition is forming 
the wetting layer, different dot sizes will only lead to negli- 
gible layer-dependent variations of the wetting-layer thick- 
ness. 

3. Shape of the dots 

In order to determine the shape of the dots, we have to 
imagine the possible dot structures and the shape of their 
cross sections with the (110) or (110) cleavage planes. In 
theoretical studies based on surface energies, shapes with 
{110} or {111} faces were proposed.38 Among the 19 possible 
dot shapes with these low-indexed side faces, Fig. 5 displays 
the five most relevant ones. The interface lines derived from 
the material contrast in the XSTM images, which describe 
the transition from InAs to GaAs at the surface, are forming 
various polygons, depending on the position where the cleav- 
age plane cuts the dot. In the lower part of Fig. 5, the corre- 
sponding series of contrast polygons is shown, both for the 
(110) and the (110) cleavage plane. Since only {110} or 
{111} side faces are assumed to occur, up to three different 
angles between the interface lines and the base line of the dot 
are expected to be observed in the images: 0° for the (001) 
top surface, and 35.3° for the {101} as well as 54.7° for the 
{111} side faces. 

A variety of images have been analyzed carefully with 
respect to the shape. A detailed shape analysis is possible on 
the basis of Fig. 6. In Fig. 6(a) an empty-state image of a dot 
stack is presented, where the interface line appears rather 
curved. The high-pass filtered image in Fig. 6(b), on the 
other hand, yields more detailed information on the shape. In 
particular, a kink is visible in the interfaces lines at the sides 
of the dot. This is demonstrated in Fig. 6(c), where the pos- 
sible structure of the cross-sectional plane is outlined sche- 
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FIG. 6. (a) Empty-state XSTM image of a threefold dot stack, taken at Vs 

= + 1.4 V and /r=65 pA. (b) The same image after high-pass filtering, (c) 
Schematic outline of the dot contour at the cleavage surface. 

matically. The steeper section between the base line and the 
third zigzag chain of the dots confines an angle of 55°±5° 
with the base line, while the flatter section between the third 
zigzag chain and the top of the dot is characterized by an 
angle of 35°±5°. Such a cross-sectional structure can only 

be induced from dot shapes 3, 4, or 5 in Fig. 5, but does not 
correspond to shape 1 or 2. 

For these shapes, cross-sectional cuts exhibiting only side 
lines with the angle of 35.3° are also expected, while the 
angle of 54.7° is absent. Indeed we occasionally observed 
such XSTM images, like the ones in Figs. 4 and 7. In this 
way it can be assumed that all dots are characterized by 
shapes 3, 4, or 5. This view is supported by an additional 
statistical observation: We never found cross sections with a 
short base line along the [110] direction, even in cases when 
the dots appeared very flat as, e.g., the upper dot stack in Fig. 
2(a) or the center one in Fig. 1. Such a cross-sectional image 
should be observed rather frequently in the case of shape 2. 
Furthermore it should be noted that triangular cross sections, 
as expected from the nontruncated pyramidal shape 1, were 
never observed. 

Nevertheless the actual shape of the dots could not be 
determined securely on the basis of the present data. The 
observed interface lines indicate the existence of a (001) top 
face as well as {101} and {111} side faces, corresponding to 
shapes 3, 4, or 5 in Fig. 5. By comparing these dot shapes to 
those proposed from theoretical calculations,38 the experi- 
mentally obtained dot heights are much smaller than the the- 
oretical ones. This indicates an incomplete segregation of 
InAs during dot formation, so that their shape and size is not 
in thermal equilibrium when the overgrowth process has al- 
ready started. A further indication for this kinetic limitation 
is the buckled shape of the wetting layer on top of the dots, 
which is due to incomplete GaAs segregation during over- 
growth. 

4. Strain-relaxation effects 

For a simulation of the cleavage-induced strain relaxation 
of the stack shown in Fig. 4, we used dot shape 2, with the 
dot located mainly underneath the cleavage surface. The 
simulated outward relaxation is shown in Fig. 4(b). It is 
noted that this image does not contain the structural informa- 
tion within the III-V unit cell, resulting in missing zigzag 
chains. The image looks similar to the measured one, with 
the exception that there is a much higher contrast at the in- 
terface lines. Since the actual dot shape is assumed to play 
only a minor role, this difference can be attributed to the 
continuum-mechanical simulation that was performed here,39 

which gives a better description of the strain relaxation in- 
side of one material than at material boundaries. A valence- 
force field simulation,40 on the other hand, would result in a 
better approximation of the material interfaces. At present, 
such a time-consuming simulation could not be performed. 

The height-contour curves along the lines indicated in 
Fig. 4(a), resulting from the simulation, are also presented in 
Figs. 4(c) and 4(d). By comparing the experiment with simu- 
lation in Fig. 4(d), the difficulties in simulating the interface 
are obvious, as mentioned above. In particular the flanks, 
induced by the buried material, are not described appropri- 
ately. Furthermore, the total elevation derived from the simu- 
lation is smaller than the measured protrusion, which is 
caused by an additional electronic contrast. 
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FIG. 7. (a) Filled-state XSTM image of a dot stack with high resolution, 
taken at Vs= - 2.5 V and IT= 110 pA. (b) Height contour through the center 
of the stack along growth direction, as indicated in (a), together with simu- 
lated data, (c) Distances between neighboring zigzag chains across the dot 
stack, together with the simulated data as well as the bulk lattice constants 
of GaAs and InAs for comparison. 

The strain simulation can also provide data on the strain- 
induced lateral relaxation in the [001] direction. A few 
XSTM images allow us to determine the distance of the zig- 
zag chains. Figure 7(a) shows a filled-state image of a dot 
stack. For the simulation, shape 4 in Fig. 5 was used, with a 
height of 10 monolayers, equivalent to five zigzag chains, 
and a separation of the base lines amounting to 16 monolay- 
ers. In Fig. 7(b), the height contour curve in the growth di- 
rection through the center of the dot stack is drawn, together 
with the result from the simulation, which show remarkable 
agreement. 

In Fig. 7(c) the distance between neighboring zigzag 
chains is plotted, together with the results of the simulation. 
In order to demonstrate the reproducibility, a second data set 
from a similar image of the same dot stack is shown. The 
nominal lattice constants of InAs and GaAs are also indi- 
cated. It is obvious that experiment and simulation agree 
well with respect to the sudden distance variations at the 
InAs-GaAs interfaces. This behavior again supports our as- 
signment of the bright zigzag chains to InAs, while the 
darker ones correspond to GaAs. 

In the GaAs buffer layers, the experimental zigzag-chain 
distances are in good agreement with the calculated ones. At 
the dots, however, the experimental values are considerably 
larger than the calculated ones, while they are smaller at the 
intermediate GaAs layers. On the other hand, such a differ- 
ence is also expected, since the STM imaged the filled dan- 
gling bonds, which may show a different distance than the 
corresponding As atoms because of the strain-induced sur- 
face curvature. In this way, the measured distance between 
neighboring dangling bonds is expanded at the dots and com- 
pressed at the surrounding GaAs layers. However, this geo- 
metrical effect could not be simulated within this work, and 
no measurement of the buckling behavior of strained III-V 
surfaces exists until now. 

5. Effects of the electronic structure 

Up to now, we did not perform tunneling spectroscopy for 
studying the electronic structure of the dots. However, one 
effect visible in Fig. 6(a) can be assigned to the electronic 
properties of the dots: At low positive sample voltages, it is 
not possible to image the zigzag chains at the single dots, 
while the surrounding GaAs region shows atomic resolution. 
Although the origin of this effect is not understood up to 
now, it can be speculated that the localized electron quantum 
states in the dot act as charge traps for tunneling electrons. In 
this case, charge fluctuations will result in strong potential 
fluctuations, which could prevent atomic resolution. How- 
ever, more detailed experiments have to be performed in 
order to study this effect. 

D. Properties of the wetting layers 

Considering the nominal InAs exposure of 1.7 monolay- 
ers and the amount of about 0.2-0.3 monolayers of InAs 
used for dot formation at the different dot layers, an average 
remaining thickness of the wetting layer of 1.4-1.5 mono- 
layers is determined. Therefore, lateral-thickness fluctuations 
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of 1-2 monolayers are expected. In addition, only every sec- 
ond monolayer is imaged by XSTM at the (110) surface. 

Figure 8(a) shows an empty-state image with a close view 
of the wetting layer, where one dot stack is located directly 
above the image. The white bump in the center and the six 
dark depressions are assigned to adsorbate molecules. As 
expected, fluctuations in the thickness of the wetting layers 
are observed. The typical wavelength of these fluctuations is 
much larger than expected for a statistical distribution of 
InAs in the second monolayer. Furthermore the distances 
between two wetting layers vary from five to six zigzag 
chains in the upper region to seven to eight in the lower 
region of the image, as already observed in the overview 
images in Figs. 1 and 2. This behavior demonstrates that 
there is already a considerable roughness at the GaAs over- 
growth surfaces, which again can be related to an incomplete 
smoothing of the surface during growth. 

In Fig. 8(b) two height contours along lines L and U 
through the wetting layers are plotted. These data were av- 
eraged by a few nm along the [110] direction in order to 
suppress the corrugation within one zigzag chain. From the 
simulation of strain relaxation of a one monolayer thick InAs 
layer, an elevation of the cleavage surface at the wetting- 
layer position of less than 0.03 nm is calculated. On the other 
hand, the corrugation in Fig. 8(b) shows a maximum height 
difference of about 0.2 nm. Thus this height contour cannot 
be explained by structural effects alone and should be mostly 
of electronic origin. In calculations of the wave function of 
the bound electron state of one or two InAs monolayers 
within GaAs,41"43 a tailing of the wave function into the 
GaAs layers similar to the observed height contour in Fig. 
8(b) was determined. The calculations yield a penetration 
depth of about three zigzag chains, in good agreement with 
our observations of 2-3 zigzag chains. Thus we can explain 
the observed corrugation by imaging the confined states of 
the wetting layer tailing into GaAs. 

For line L the distances between neighboring zigzag 
chains are analyzed, as described in Sec. Ill C 4, and drawn 
in Fig. 8(c) together with the GaAs lattice constant and the 
nominal lattice constant of 1 monolayer InAs inside GaAs.44 

A considerably larger distance between the two neighboring 
zigzag chains is found at the wetting layer, which can even 
be observed directly in the XSTM image in Fig. 8(a) in the 
form of a deeper depression. This behavior results from the 
larger lattice constant of InAs as well as from the strain- 
induced expansion mainly in the growth direction, which is 
induced by the compression perpendicular to the [001] direc- 
tion. 

IV. CONCLUSION AND OUTLOOK 
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In this work, we presented the first XSTM results of 
stacked InAs quantum dots grown by metal-organic chemical 
vapor deposition, enabling us to study the detailed structure 
with atomic resolution. The buffer and dot layers were found 
to be grown in a perfect way without any dislocation. No 

FIG. 8. (a) Empty-state XSTM image of a wetting-layer region, taken at 
Vc= + 1.5 V and 7j-=65pA, with a numbering of the zigzag chains, (b) 
Height-contour curves taken along the growth direction, as indicated in (a) 
by U and L. (c) Distances between neighboring zigzag chains across the 
wetting layers, together with the lattice constants of GaAs bulk and of one 
monolayer of InAs within GaAs (Ref. 44). 
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intermixing of the InAs and GaAs was observed in the dot 
region, so that the formation of stoichiometrically pure InAs 
quantum dots can be concluded. 

While the vertical alignment within a stack is quite good, 
the overgrowing GaAs layer does not smooth out the surface 
completely, in particular above the dots and within their 
close environment. This behavior is related mainly to an in- 
complete surface segregation, leading to kinetically limited 
structures rather than to a situation expected for thermal 
equilibrium. 

In a recent XSTM work on stacked InAs dots grown by 
MBE at 7=485 °C with a much lower growth rate of 0.028 
nm/s, a more symmetric disk-like shape and a more uniform 
size was observed, together with In diffusion into the sur- 
rounding GaAs matrix.22'24 In contrast, InAs dots grown at 
7,= 520°C at a higher rate of 0.55 nm/s show a weak In 
diffusion only at the material boundary.23 Thus different 
growth methods and parameters yield rather different dot 
structures, which can be related to a strong influence of 
growth kinetics. 

While the dot sizes are rather uniform within one layer, 
the size of the dots increases for subsequent layers within a 
stack. This effect is related to lateral strain of the GaAs sur- 
face above the buried dot, increasing for subsequent layers. 
Thus the nucleation of InAs at the strained GaAs surface 
above a buried dot is increasingly preferred from layer to 
layer. The dot shape can be described by prisms with {101} 
and additional {111} side faces and a (001) top face. 

Cleavage-induced strain relaxation plays a major role for 
explaining the large contrast observed when imaging the 
dots. At the wetting layers, in contrast, electronic effects 
dominate, and the wave function of the confined electron 
state could be imaged. 

Finally it should be noted that the present experiment pro- 
vides detailed structural information on a specific sample 
grown far from thermal equilibrium. For an analysis of the 
equilibrium shape of InAs quantum dots, XSTM experiments 
on samples grown at higher temperatures, slower growth 
rates, and/or with longer growth interrupts are in preparation. 
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Quantum dot-like behavior of GalnNAs in GalnNAs/GaAs quantum welis 
grown by gas-source molecular-beam epitaxy 
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A quantum dot-like behavior of GalnNAs in G^ 7In0JN^ASJ _x /GaAs quantum wells (QWs) grown 
by gas-source molecular-beam epitaxy has been studied using high-resolution x-ray rocking curves 
(XRC), cross-sectional transmission electron microscopy (XTEM), and photoluminescence (PL) 
spectroscopy. XRC determines the average alloy composition and thickness of the QWs to be In 
0.30 and N 0-0.030, and 6.2 nm, respectively. XTEM images show that the wells of both 
Ga0 7In03As/GaAs and Gag 7In0 3N0 02As0 98 /GaAs are undulated with lateral variations in strain, but 
the latter is much rougher. For Ga0 7In0 3 As/GaAs QWs, rapid thermal annealing results in the 
splitting of a broad excitonic emission into two peaks presumably due to In composition fluctuation. 
The separation between these two peaks increases with increasing N concentration. Increasing 
excitation intensity results in a significant blueshift for the low-energy peak, while little blueshift for 
the high-energy peak. The earlier PL behavior can be interpreted by a simple model where the 
low-energy peak originates from In and N-rich regions in the wells acting as quantum dots. The 
high-energy peak is likely due to the excitons of a more two-dimensional QW. © 7999 American 
Vacuum Society. [S0734-211X(99)03204-7] 

I. INTRODUCTION 

In optical fiber communication field, long wavelength (at 
1.3 and 1.55 yum) semiconductor lasers are often used as 
light sources to minimize the transmission loss at the optical 
fiber windows. However, the lasing properties of currently 
used 1.3 and 1.55 /j,m GalnAsP/InP laser diodes are still 
poor at higher operating temperature due to poor electron 
confinement (a result of the small conduction band offset). 
This conventional material system is also not suitable for 
vertical-cavity surface-emitting lasers (VCSELs) since its 
poor refractive index contrast as well as low-thermal conduc- 
tivity have made epitaxially grown distributed Bragg reflec- 
tors (DBRs) impractical. The GalnNAs/GaAs system was 
proposed to overcome these two problems.1 On the one hand, 
it has a large band gap bowing, resulting in light emission at 
1.3 /an and a large conduction band offset due to.the large 
electronegativity of N atoms. On the other hand, GaAs- 
AlAs DBRs can be easily grown on a GaAs substrate for 
VCSELs operating at 1.3 /mm. 

The first current-injection Gao 7In03N00o4As0996/GaAs 
quantum well (QW) laser grown by gas-source molecular- 
beam epitaxy (GSMBE) was obtained by Kondow et al, 
where a room-temperature (RT) continuous-wave lasing near 
1.18 /urn was achieved.2 A laser operating at near 1.3 /urn 
under RT pulse operation using a GalnNAs active layer 
grown by metalorganic chemical vapor deposition was real- 
ized by Sato et al? Recently, a GalnNAs/GaAs VCSEL di- 
ode near 1.18 /urn4 and a GalnNAs/GaAs QW laser with 

^Electronic mail: hxin@sdcclO.ucsd.edu 
b'Permanent address: National Laboratory of Functional Materials for Infor- 

matics, Shanghai Institute of Metallurgy, Chinese Academy of Sciences, 
People's Republic of China. 

continuous-wave lasing operation at  1.3  fim have been 
achieved.5 

Incorporation of nitrogen in GalnAs/GaAs, however, re- 
sults in lower photoluminescence (PL) intensities and wider 
line widths.2-6 This could be due to alloy composition fluc- 
tuation and/or associated nonradiative centers, and would in- 
crease the laser threshold. Therefore, understanding the dis- 
tribution of N and In in GalnNAs is especially valuable. In 
this article, a quantum dot-like behavior of GalnNAs due to 
a correlated nonuniform distribution of N and In in 
GalnNAs/GaAs QWs is observed. High resolution x-ray 
rocking curves (XRC), cross-sectional transmission electron 
microscopy (XTEM), and low-temperature PL techniques 
are used to characterize the samples before and after rapid 
thermal annealing (RTA). 

II. EXPERIMENTAL DETAILS 

7-period GalnNAs/GaAs multiple QWs (MQWs) were 
grown on semi-insulating (100) GaAs substrates in a modi- 
fied Varian Gen-II system equipped with two 2200 1/s cry- 
opumps. 7N elemental Ga, In, and thermally cracked AsH3 

were used. High-purity N2 was injected through a N radical 
beam source (Oxford Applied Research Model MPD21) op- 
erated at a radio frequency (rf) of 13.56 MHz with 200 W 
power to generate active N species. To determine the In and 
N composition in GalnNAs, a reference sample GalnAs/ 
GaAs QWs was grown at the same growth conditions with- 
out striking the rf source. For the GaAs buffer and cap lay- 
ers, the growth temperature was 600 °C. For GalnNAs/GaAs 
MQW, the growth temperature was decreased to 480 °C in 
order to incorporate In and N into the well layers. 

For XTEM observation, a sample consisting of a 2-period 
Ga0.7In0.3N0.o2Aso.98  (62  Ä)/GaAs  (169  Ä)  QWs  and  a 

1649     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1649/5/$15.00       ©1999 American Vacuum Society     1649 



1650 Xin et al.: Quantum dot-like behavior of GalnNAs in GalnNAs/GaAs 1650 

3 

CO 

CO 
c 
CD 

cc 
tr 

O) 

-6000      -3000 0 3000 

Angle (arcsec) 

FIG. 1. (a) (400) XRC of the Ga„ 7In0 3As/GaAs MQW, (a) dynamical theory 
simulation of (a), (a") (400) XRC of the 850 °C annealed Ga,, 7In0 3As/GaAs 
MQW; (b) XRC of the Ga0 7In0 3N0 02As0 ,)8/GaAs MQW with 1.5 seem N2 

flow rate, (b') dynamical theory simulation of XRC of (b), (b") (400) XRC 
of the 850 °C annealed GaojInojNo.oüAso^/GaAs MQW. 

2-period Gao.7In0.3As (62 Ä)/GaAs (169 Ä) QWs was also 
grown on an rc + -GaAs (100) substrate using the same 
growth conditions. 

XRC measurement was performed using a Phillip x-ray 
diffractometer. RTA was performed on these samples for 10 
s by using halogen lamps and flowing N2 ambient. During 
RTA, the samples were put on a GaAs wafer face-to-face to 
prevent the loss of arsenic at elevated temperatures. Trans- 
mission electron microscopy (TEM) was carried out using a 
Philips CM30 transmission electron microscope operating at 
a source voltage of 300 KV. Low-temperature PL measure- 
ment was carried out by mounting the samples in a liquid He 
cryostat and using the 514.5 nm line of an Ar+ laser as the 
excitation source. A thermo-electrically cooled Ge photodi- 
ode was used to detect the signal at the exit of a 50 cm 
monochromator through an amplifier. 

III. RESULTS AND DISCUSSIONS 

The layer composition and thickness are determined from 
high-resolution XRC and simulations based on the dynami- 
cal theory. Figure 1 shows (400) XRCs of (a) GalnAs/GaAs 
MQW and (b) GalnNAs/GaAs MQW with a 1.5 seem N2 

flow rate. Compared with that of the GalnAs/GaAs QWs, the 
zeroth order peak of the GalnNAs/GaAs MQW shifts closer 
toward the GaAs substrate peak, demonstrating that adding 
N into the GalnAs layer reduces the net compressive strain 
of the system. The satellite peaks, however, are broader than 
that of N-free samples, presumably due to composition fluc- 
tuations and worse interfaces of GalnNAs/GaAs. Also shown 
in Fig. 1 are the dynamical-theory simulation results, curves 
(a') and (b') corresponding to curves (a) and (b), respec- 
tively. The best fitting shows that curves (a) and (b) corre- 
spond to Ga07In03As (62 Ä)/GaAs (169 Ä) MQW and 
Ga0.7In0.3N0.02As0.98 (62 Ä)/GaAs (169 Ä) MQW, respec- 

FIG. 2. Bright field XTEM micrographs of an as-grown sample consisting of 
a 2-period Ga,, 7In„ 3N0 (l2As0,)g /GaAs QW and a 2-period Ga„ 7In0 3As/GaAs 
QW, £ = (220), (a) as-grown sample, (b) 850 °C annealed sample. 

tively. After RTA at 850 °C, no obvious change of (400) 
XRCs is observed for both MQWs, shown in curves (a") and 
(b"), respectively. It indicates no obvious loss of N and ar- 
senic during RTA. 

For the sample consisting of a 2-period 
Ga07In03N002As098/GaAs QW and a 2-period 
Gao 7In0 3As/GaAs QW, TEM bright field image of an as- 
grown sample and 850 °C annealed sample were taken with a 
2-beam, g = (220) diffraction condition, shown in Figs. 2(a) 
and 2(b), respectively. The thickness of QWs from XTEM 
images agrees well with XRC results. The wells of both 
Gao 7In03N002As098/GaAs and Gao.7In03 As/GaAs are undu- 
lated, showing a large lateral variation in strain. This is due 
to lateral variations in composition induced by large lattice 
mismatch (2.2% lattice mismatch for Ga0 7In0 3As/GaAs and 
1.7% lattice mismatch for Gan.7In0 3N0 02As0.98/GaAs), but it 
is interesting that the Gao.7In0.3No.o2As0.9S layers (the bottom 
two layers in each case) show significantly more lateral un- 
dulation in spite of the lower average strain. This lateral 
variations in strain of the well layers are presumably due to 
nonuniform In and N concentrations, which agrees well with 
XRC results that the satellite peaks of GalnNAs/GaAs MQW 
are broader than that of N-free MQW. Figure 2(b) shows that 
the degree of undulation in lateral strain for both materials 
decreases after annealing, likely caused by interdiffusion of 
Ga and In out of and within the same layer and the compo- 
sitions of N and In become predominantly bimodal. 

Figure 3 shows 10 K PL spectra of the 7-period 
Ga07Ino.3N0.o3Aso.97/GaAs MQW treated by RTA at a differ- 
ent temperature.  With  increasing  annealing  temperature, 
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FIG. 3. 10 K PL spectra of a Gao 7In0 3N0.03As0 97/GaAs 7-period MQW 
treated by RTA at different temperatures. The inset is the relationship of 
peak PL and PH emission energy as a function of RTA temperature. 

RTA further reduces the lateral strain variation and improves 
the composition uniformity, so the PL linewidth decreases. 
The integrated intensity of PL also is decreased, and peak PH 

emission becomes stronger compared with peak PL. PL and 
PH emission energies are plotted as a function of the anneal- 
ing temperature in the inset of Fig. 3. Since Rao et al. re- 
ported that annealing caused only a negligibly small blue- 
shift in the GaNAs/GaAs sample even with a higher N 
content (~4%),7 the blueshift in our GalnNAs/GaAs MQWs 
comes mainly from the interdiffusion of Ga and In. There- 
fore, the N distribution remains unchanged, and both PL and 
PH have the same blue shift with increasing RTA tempera- 
ture. 

10 K PL spectra of a 7-period Ga0 7In0 3As/GaAs MQW 
are shown in Fig. 4(a), where the dashed line and solid line 
correspond to as-grown and 900 °C annealed samples, re- 
spectively. RTA causes a blueshift of the PL peak due to the 
interdiffusion of In and Ga between well and barrier layers. 
For the as-grown Ga0 7In0 3As/GaAs QWs, the PL linewidth 
is broad, presumably due to larger interface roughness and In 
composition nonuniformity. RTA decreases the PL linewidth 
and results in a splitting of the broad as-grown PL emission 
into two peaks, a lower energy peak PL and a higher energy 
PH. The In composition fluctuation is more evident in the 
Ga06In04As/GaAs MQW, shown in Fig. 4(b). Due to too 
large a strain (about 2.8% lattice mismatch), the Ga06In04As 
phase separates and forms two broad PL peaks. The In com- 
position in the Ga0 7In0 3As layers after annealing becomes 
predominantly bimodal due to further phase segregation into 
two major compositions. The presence of two peaks is pre- 
sumably due to higher and lower In composition regions, 
consistent with the TEM data in Fig. 2(b). This is similar to 
the PL properties of an In0 20Ga0 80N (3 nm)/In0 05Gao 95N (6 
nm) MQW,8'9 which also shows clustering and two PL 
peaks. The main PL peak at 2.920 eV is attributed to the 
excitons localized at trap centers within the well, which 
originates from In-rich regions in the wells acting as quan- 
tum dots (QDs). Another weak peak at 3.155 eV is due to the 

=3 

-2- 
>> 
CO 
c 
CD 

a. 

(a) 

1 1     '      1 

10K                  ,~ 
[N] = 0    |    /   /    \\ 

'      /        \ ' '      /          \ ' 
'       /           \ * i                      \ * /        /              \ » 

'         /                 \v 
i                             \» /          / \   \ 

/          / \   \ 
/          / \    \ 

/           / \     \ 
'           /                           \  % 

/        /          PL       PH\\ 
•                          /                                                                         \               * 

1.24        1.26        1.28        1.30 

Energy (eV) 

1.32 

1.00 1.04 

(b) 

1.08       1.12 

Energy (eV) 

1.16 1.20 

FIG. 4. (a) 10 K PL of a Gao7In03As/GaAs 7-period MQW, where the 
dashed line and solid line correspond to as-grown and 900 °C annealed 
samples, respectively, (b) 10 K PL of an as-grown Ga0 6In0 4As/GaAs 
5-period MQW. 

excitons at the n = 1 quantized level between the conduction 
and valence band. With a higher power excitation, a 30 meV 
blueshift is observed for the main low-energy emission band 
and little blueshift for the 3.155 eV high-energy peak, due to 
the more easily band filling of the localized tail states than 
that of quantized energy levels in two-dimensional (2D) lay- 
ers. Therefore, we attribute PL to originate from In- and 
N-rich regions in the wells acting as QDs and PH to excitons 
from QWs. Such behavior has not been observed previously 
for GalnAs/GaAs MQWs, however, probably because they 
have either a lower In composition (less strain) or a higher In 
composition but thinner well or because the annealing tem- 
perature is lower.10 

For Gao.7Ino_3No.03Aso.97/GaAs MQW, RTA results in a 
splitting of the broad as-grown peak into two peaks PL and 
PH more clearly, as shown in Fig. 5. The In and N compo- 
sition fluctuation after annealing becomes predominantly bi- 
modal. The separation becomes larger and the relative inten- 
sity of PH over PL increases with higher N concentration. 
Since there is a big miscibility gap in mixed group V 
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FIG. 5. 10 K PL of a Gal)7In0jN00,Asü97/GaAs 7-period MQW, where the 
dashed line and solid line correspond to as-grown and 900 °C annealed 
samples, respectively. 

nitride-arsenide," incorporation of N in Gain As tends to 
phase separate and results in the fluctuation of N distribution. 
This is consistent with the XTEM images (Fig. 2), where the 
lateral strain variation in the Ga0 7In0 3N0 02As0 98 layer is sig- 
nificantly larger than the Ga0 7In0 3As layer. Due to the large 
strain, there is also a fluctuation of In distribution. As a re- 
sult, N with smaller atomic radius could be preferentially 
localized in In-rich region to reduce local strain, further shift- 
ing PL peak to low energy, so the separation between PL and 
PH increases. Since the composition fluctuation of clustering 
region is larger, the corresponding emission peak PL is much 
broader than PH. 

Figure 6 shows the temperature-dependent PL of a 900 °C 
annealed Ga0 7In0 3N0 03As0 97/GaAs MQW. With increasing 
temperature, both of the two peaks become weak due to 
more nonradiative centers. The PH intensity decreases much 
faster than that of PL since the carriers can transport to N- 
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FIG. 7. 10 K PL as a function of laser power for a 7-period (a) 900 °C 
annealed Gao7In(UAs/GaAs MQW, (b) 900 °C annealed 
Ga,uIna3N,,(„Asa97 /GaAs MQW. 

and In-rich regions from 2D regions easily at elevated tem- 
peratures. As a result, PH is not observable at 160 K. 

To provide more support for the earlier model, PL mea- 
surements were carried out using different excitation laser 
power. Figures 7(a) and 7(b) show 10 K PL spectra as a 
function of laser power for the 7-period Ga0 7In0 3As/GaAs 
MQW and Gao7In03Nü03As097/GaAs MQW after annealing 
at 900 °C, respectively. For the 7-period Garj 7In0 3As/GaAs 
MQW in Fig. 7(a), peak PH from 2D regions is too weak to 
be observed with 0.3 mW laser power since most free carri- 
ers in the 2D region transport to the In-rich regions and re- 
sults in stronger intensity of PL. With increasing laser 
power, the relative intensity of peak PH to PL increases due 
to carrier saturation in the In-rich region and more carriers in 
the 2D region. 

For the GaojInojNo.^Aso^/GaAs MQW in Fig. 7(b), 
peak PH is relatively stronger compared to PL even with 0.3 
mW laser power. Incorporation of N results in more nonra- 
diative centers in QWs.12 The intensity of PL decreases 
faster than that of PH due to two reasons. On the one hand, 
few carriers in 2D regions can transport to the N- and In-rich 
region. On the other hand, there are more nonradiative cen- 
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ters in the N- and In-rich regions. As a result, a relatively 
strong PH is observed. Since the peak PL originates from the 
In and N-rich regions in the well acting as QDs, the corre- 
sponding localized density of states is smaller than that of 
PH. Therefore, the blueshift is larger for PL than that for PH 

with increasing excitation power, mainly due to the easier 
band-filling effects. 

IV. CONCLUSIONS 

In summary, a quantum dot-like behavior of GalnNAs 
due to a nonuniform distribution of N and In is observed in 
GalnNAs/GaAs QWs. XTEM images show that the wells of 
both Gao 7In0 3As/GaAs and Ga07In03N002As09g/GaAs are 
undulated with lateral variations in strain, but the latter is 
more pronounced. RTA results in a splitting of the as-grown 
broad PL emission into two peaks PL and PH, where the In 
and N composition fluctuation after annealing became pre- 
dominantly bimodal. To reduce strain, N is preferentially 
localized in the In-rich regions, which results in larger sepa- 
ration between these two peaks. PL peak is originated from 
In and N-rich regions in the wells acting as QDs, whereas PH 

is likely due to the excitons of a more 2D QW. Increasing 
excitation intensity resulted in a significant blueshift for PL 

and little blueshift for PH, due to the easier band filling of 
QDs than that of 2D layers. 
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Influence of active nitrogen species on high temperature limitations 
for (0001) GaN growth by rf plasma-assisted molecular beam epitaxy 
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A reduced growth rate for plasma-assisted molecular beam epitaxy GaN growth often limits growth 
to temperatures less than 750 °C. The growth rate reduction is significantly larger than expected 
based on thermal decomposition. Characterization of various rf plasma source configurations 
indicated that a flux consisting predominantly of either atomic nitrogen or nitrogen metastables can 
be produced. The use of atomic nitrogen, possibly coupled with the presence of low energy ions, is 
associated with the premature decrease in growth rate. When the active nitrogen flux consists 
primarily of nitrogen metastables, the temperature dependence of the decrease is more consistent 
with decomposition rates. A significant improvement in electrical properties is observed for growth 
with molecular nitrogen metastables. In addition, atomic hydrogen stabilizes the growing surface of 
(0001) GaN.   © 1999 American Vacuum Society. [S0734-211X(99)03304-1] 

I. INTRODUCTION 

Applications of blue and ultraviolet optoelectronic de- 
vices based on GaN have been recognized for many years. 
Recent advances in epitaxial GaN growth by metalorganic 
chemical vapor deposition (MOCVD) are leading to the 
rapid commercialization of this material system. Significant 
progress is also being accomplished by molecular beam ep- 
itaxy (MBE) growth using active nitrogen species.1"5 Several 
issues remain to be resolved for MBE growth. While overall 
growth rate is no longer an issue, growth of GaN by plasma- 
assisted molecular beam epitaxy is typically limited to tem- 
peratures less than 750 °C due to a greatly reduced growth 
rate.6-11 The temperature for the onset of decreased growth 
rate varies from group to group, but is typically lower than 
expected based on thermal decomposition rates for GaN. Re- 
cent results12 also indicate that a significant increase in Ga 
flux can be required in order to obtain Ga-stabilized growth 
as the temperature is increased above 700 °C, suggesting a 
significant increase in Ga desorption. We present evidence 
that the observed decrease in growth rate and increase in Ga 
desorption are linked to the large reactivity of atomic nitro- 
gen. Our results indicate that metastable molecular nitrogen 
may be the preferred active nitrogen specie for both growth 
at higher temperature and for improved electrical properties. 

II. EXPERIMENTAL DETAILS 

The GaN layers for this study were grown at West Vir- 
ginia University by MBE in a custom system. A standard 
MBE source provided the Ga flux. Two rf plasma sources 
were used to produce active nitrogen, an Oxford Applied 
Research CARS-25 and an EPI Vacuum Products Unibulb 
source. The Oxford source featured a removable aperture 
plate allowing investigation of various hole configurations 

"'Electronic mail: tmyers@wvu.edu 

while maintaining the same overall conductance. The EPI 
source had a 400-hole aperture with an approximately 50% 
increase in conductance over the Oxford configuration. Char- 
acterization of these sources has been extensively reported 
elsewhere.13 In brief, the sources were in direct line of sight 
to an Extrel quadrupole mass spectrometer whose repeller 
grid was biased separately to determine ion energies. An 
electrostatic plate could also be used to completely deflect 
ions out of the flux. The ionizer energy was set high enough 
to ionize both molecular and atomic nitrogen (typically > 15 
eV), but below the dissociation threshold of molecular nitro- 
gen (<28 eV). During the EPI source characterization, con- 
siderable molecular nitrogen ions were produced with ioniza- 
tion energies approximately 6 eV lower than normally 
necessary to ionize molecular nitrogen. This energy corre- 
sponds to the A 32^ metastable state of the nitrogen 
molecule,14 indicating the EPI source produces a significant 
flux of molecular nitrogen metastables. The observation of 
metastables in the EPI source flux is consistent with the pre- 
vious spectroscopic study indicating that excited molecular 
nitrogen is generated in the plasma inside the source.1" 

Atomic hydrogen was produced using a thermal cracker 
(EPI-AHS). Typically, 1 X 10"6Torr beam equivalent pres- 
sure (BEP) of hydrogen was passed through the thermal 
source operating at 9.5 A, although the hydrogen flux was 
varied for several samples. Literature supplied with the 
source indicated that dissociation efficiency was between 5% 
and 10% for this operating condition. Therefore, the sample 
was exposed to both atomic and molecular hydrogen during 
growth. Considering system pumping speed for hydrogen 
source-to-substrate distance, this gave an atomic hydrogen 
flux of one monolayer equivalent every 1-3 s. 

Determination of relative sample growth rates were per- 
formed in situ by analyzing interference effects in reflectance 
measured from the growing layer using 680 nm light from a 
semiconductor laser. These measurements were converted to 

1654     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1654/5/$15.00       ©1999 American Vacuum Society     1654 



1655        Myers et al.\ Influence of active nitrogen species 1655 

TABLE J. Typical flux of ions and atomic nitrogen, and the actual incorporation rate into GaN. 

Apert are 

Source 

Hole 
diameter 

(mm) 
Number 
of holes 

Ion flux 
1013ionscm~2s_1 

N atom flux 
1015 atoms cm-2 s_1 

N incorporation 
in GaN 

1015 atoms cm-2 s_I 

Oxford 
CARS-25" 

EPI 600 Wb 

EPI 300 Wb 

1.0 
0.5 
0.2 
0.2 
0.2 

9 
37 

255 
400 
400 

7.6 
3.8 
2.3 
0.003 
0.001 

4.5 
3.0 
2.3 
0.63 
0.28 

0.58 
0.26 
0.19 
1.9 

1-1 

a600 W, 6 seem. 
b2 seem. 

an absolute growth rate by using total sample thickness and 
the growth time. The total thickness was determined from 
interference fringes in ex situ optical transmittance measure- 
ments using a Cary-14 spectrophotometer. This method of 
determination of total thickness was found to agree with val- 
ues determined by transmission electron microscopy. 

Desorption mass spectroscopy (DMS) was also performed 
during growth, primarily to observe the desorbed Ga flux. A 
differentially pumped UTI Model 100C quadrupole mass 
spectrometer was placed in direct line of sight with the grow- 
ing layer at normal incidence. The field of view was limited 
to the center of the samples using a series of apertures. All 
samples were grown on c-plane sapphire substrates (Union 
Carbide Crystal Products). Prior to growth, the substrates 
were degreased and etched in a phosphoric/sulfuric (1:3) acid 
mixture heated to 140 °C. Based on our earlier study,6 buffer 
layers were grown by heating the substrate to 730 °C under 
an atomic hydrogen flux for 20 min and then cooling to 
630 °C for the growth of a 200 Ä thick GaN buffer layer 
under highly Ga-stable conditions. This procedure led exclu- 
sively to the nucleation and growth of (00011)-oriented (or 
N-polarity) GaN as determined using the polarity-indicating 
etch described by Seelmann-Eggebert et a/.16 

rates). Several observations can be made. Neither source pro- 
duces enough ionic nitrogen to account for the observed 
growth rate, indicating that growth is due to other nitrogen 
species. The Oxford source configurations studied produced 
primarily atomic nitrogen, with little indication of the pres- 
ence of molecular metastables based on the electron energies 
required for molecular ionization. Our study with this source 
indicates that atomic nitrogen is relatively inefficient for 
growing GaN, requiring about ten atoms in the flux for each 
one incorporated into the growing layer. In contrast, the EPI 
source configuration used produced significantly less atomic 
nitrogen and yet gave a factor of 3-5 increase in growth rate. 
These results, coupled with the ionization evidence for mo- 
lecular metastables during source characterization, indicate 
that metastable molecular nitrogen is the dominant active 
nitrogen specie for our EPI source configuration. 

Figure 1 illustrates the relative growth rate of GaN as a 
function of temperature for various configurations of the EPI 
and Oxford sources. Growth using a predominantly atomic 
nitrogen flux (the Oxford source) led to the early onset of 
decreased growth rate as reported previously.18 Reported 
rates for Ga desorption from GaN surfaces indicate that Ga 

III. DEPENDENCE OF GROWTH RATE ON ACTIVE 
NITROGEN SPECIES 

Determining the effect of various active nitrogen species 
on layer growth is complicated when using rf plasma 
sources. These sources typically produce a complex mixture 
of active nitrogen superimposed on a background of pre- 
sumed inert molecular nitrogen. This is illustrated by the 
source characterization data contained in Table I. The condi- 
tions shown are for those resulting in a maximum growth 
rate, plus one intermediate condition for the EPI source. The 
ion flux given is for the total ion flux (atomic plus molecu- 
lar). The atomic ion flux was typically two to three times 
larger than that of the molecular ions. As reported 
previously,17 the maximum ion energy for the Oxford source 
ranged from —45 eV for the 9-hole aperture to 10 eV for the 
255-hole aperture. The relatively insignificant ion flux from 
the EPI source had a maximum energy of about 3 eV. 

Also included in Table I is the measured incorporation 
rate of nitrogen into the growing GaN (based on growth 
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TABLE II. Mechanisms occurring during the growth of GaN. 

1656 

Growth Competition to growth 

Ga+jN^+e" *GaN 

Ga+^N? GaN 
Ga+N->GaN 
Ga+N+ + e~->GaN 

GaN^GaT + JN2| 
(Decomposition) 
Gaads[)rbcli—»Gaf 

GaN+N-»Ga+N2t 
GaN+N+ + c_->Ga+N2t 

desorption may play significant role over this temperature 
range.'9 To illustrate this, the temperature dependent growth 
rate decrease expected if the only contributing factor was the 
increased Ga-desorption rate is also shown in Fig. 1. This 
trend is also consistent with a recent study12 using reflection 
high energy electron diffraction (RHEED) which indicated a 
rapidly increasing Ga flux is required to maintain Ga- 
stabilized conditions for rf plasma MBE growth above 
700 °C. However, Ga-desorption alone is not the origin of 
the decreasing growth rate as increasing the Ga overpressure 
does not overcome the decreased growth rate for a given 
temperature.618 

The relative growth rate versus temperature is shown for 
two operating conditions of the EPI source. For Ga-stable 
conditions and growth rates comparable to the Oxford 
source, the decrease in growth rate is now shifted to a higher 
temperature. A similar trend is observed for growth at 1 
fim/h. Shown for comparison is the growth rate dependence 
on temperature expected if the only contributing factor was 
GaN decomposition.19 The decrease in growth rate is now 
more comparable to the decomposition rate and is similar to 
that reported for ammonia-based MBE.2021 The results with 
the EPI source indicate that Ga desorption is not the domi- 
nant limiting factor, and that the role of active nitrogen spe- 
cies must be analyzed. 

Table II contains a subset of possible reactions occurring 
during Ga-stable growth. The first column lists reactions 
leading to growth, while the second column details reactions 
in competition with growth. Of particular relevance is that 
ionic and neutral atomic nitrogen can participate both in the 
growth and in the decomposition of GaN. While rate con- 
stants for these reactions are not known there is a significant 
driving force based on free energy considerations.1 This 
may explain the relatively poor efficiency for growth with 
atomic nitrogen indicated in Table I. Competition between 
growth, surface decomposition, and adsorbed nitrogen cap- 
ture may limit the efficacy of atomic nitrogen. Such a situa- 
tion would promote point defect formation, supported by the 
poor electrical properties discussed later. The decrease in 
growth rate observed at 775 °C for the EPI source may also 
be related to the residual atomic nitrogen flux. 

Another interesting scenario22 has been proposed suggest- 
ing a mechanism allowing improved growth using excited 
molecular nitrogen. Both atomic and metastable molecular 
nitrogen contain significantly more energy than required for 
GaN formation.14 Incorporation of atomic nitrogen releases 
this energy into the lattice where it can drive unfavorable 
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FIG. 2. Desorbed Ga flux vs temperature for two different growth rates and 
for growth under an atomic hydrogen flux. 

reactions. In contrast, the excited molecule can incorporate 
one atom into growing GaN while the other desorbs, carry- 
ing away the excess energy. 

DMS was used to monitor reflected Ga flux during growth 
with the EPI source. Reduction of the desorbed Ga flux to 
values less than 0.3X 10   cm -v led to N-stable growth, 
as indicated by the RHEED pattern switching from a streaky, 
two-dimensional (2D) pattern to a spotty 3D pattern. In gen- 
eral, we maintained Ga-stable conditions during growth with 
a desorbed Ga flux between 0.5 and 1 X 1014cm"2s-1. Fig- 
ure 2 shows the temperature dependence of the desorbed Ga 
flux for different growth conditions measured with DMS. In 
obtaining the data shown in Fig. 2, the Ga- and nitrogen- 
source operating conditions were held constant. An approxi- 
mate 20% increase in desorbing Ga flux was observed be- 
tween 700 and 780 °C. While this correlates well with the 
observed decrease in growth rate, the observed increase in 
Ga desorption is significantly less than the rate indicated in 
Fig. 1. This gives further evidence that while Ga desorption 
plays a role in GaN growth, it is not a significant contributor 
for Ga-stable growth at these temperatures. 

Figure 3 compares the electrical properties of samples 
grown with the various source configurations. As shown in 
Fig. 3(a), a significant increase in mobility occurred when 
using the EPI source, accompanied by a significant decrease 
in carrier concentration as indicated in Fig. 3(b). The results 
for the Oxford source are comparable to most values re- 
ported for rf plasma MBE, while the EPI results are consis- 
tent with improved electrical properties also observed by 
other groups4,5,23 using a similar source configuration. Fur- 
ther indication of improvement in material quality is the ob- 
servation of free excitonic transitions in preliminary photo- 
luminescence measurements made on our GaN grown with 
the EPI source. Our current study indicates that growth with 
predominantly atomic nitrogen may result in significant point 
defects limiting layer quality. Indeed, our highest mobility 
values with the Oxford source were obtained for growth un- 
der a hydrogen flux, which may stabilize the growing surface 
as discussed later. Although lower carrier concentrations 
could be obtained with the Oxford source for growth without 
hydrogen, the accompanying mobilities were also signifi- 
cantly smaller. 
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IV. EFFECTS OF ATOMIC HYDROGEN 

The dramatic effect of atomic hydrogen on the growth of 
GaN by rf plasma MBE reported in previous studies17'18 can 
now be better understood, at least for N-polarity growth. A 
bulk terminated surface would have a nitrogen dangling 
bond at the surface. This is normally accommodated by the 
formation of a surface Ga adlayer, as described by Smith 
et al.24 The dangling bond, however, would make this sur- 
face more prone to decomposition through attack by atomic 
nitrogen. The rapid decrease in growth rate with increasing 
temperature may be related to the thermal activation of this 
reaction. If atomic hydrogen is available, it can also attach to 
the dangling bond thereby passivating the surface. The pres- 
ence of a N-H bond would prevent the enhanced decompo- 
sition due to attack by atomic nitrogen. This scenario is sup- 
ported by the recovery of the growth rate for the Oxford 
source when using atomic hydrogen as shown in Fig. 1. At 
the highest temperature investigated, growth with atomic hy- 
drogen results in a growth rate about a factor of 3 larger than 
growth without atomic hydrogen. Growth under atomic hy- 
drogen using the Oxford source appeared to be N stable as 
indicated by a spotty 3D RHEED pattern, the growth char- 
acteristics of inversion domains, and Ga-limited growth 
rates.6'18 The recovery to the 0.3 jxm growth rate indicated in 
Fig. 1 is reflective of the Ga-limited nature coupled with the 
fact that the Ga flux was kept constant for this comparison. 
Increasing the Ga flux led to steadily increasing growth rates 
until Ga condensation occurred at the temperatures investi- 
gated, to a maximum growth rate of 0.5 yurn/h in our study. 
However, the relatively poor electrical properties of these 
growths resulted in our efforts being focused elsewhere. 

The effect of atomic hydrogen on growth with the EPI 
source was significantly different, possibly reflecting the dif- 
ference in the predominant active nitrogen specie. Rather 
than recovering the growth rate for a fixed Ga flux, an in- 
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FIG. 4. Effect of atomic hydrogen on the growth rate of GaN when using the 
EPI source. 

crease in the growth rate was observed for the same growth 
conditions as the 0.3 /um case, as indicated by relative 
growth rates larger than unity in Fig. 1. Interestingly, the 
increase at the lower temperature was approximately the 
same magnitude as the measured atomic nitrogen flux. The 
effect of the atomic hydrogen on growth rate became less for 
higher temperatures, with the growth rates being comparable 
with and without atomic hydrogen at the highest temperature 
investigated. Figure 2 also contains the desorbed Ga flux 
observed for growth under atomic hydrogen. Since the same 
source conditions were used as the 0.3 ßm case, the reduced 
Ga desorption reflects the increase in growth rate. Increasing 
the substrate temperature led to a larger increase in desorp- 
tion rate than for growth without atomic H. 

The effect of increasing the atomic hydrogen flux for 
fixed growth conditions is shown in Fig. 4. Here, the base 
conditions lead to a GaN growth rate of about 1.6 fim/h. 
Addition of an atomic hydrogen flux increased the rate to 
more than 2 fim/h. Further increase in the atomic hydrogen 
flux then led to a steadily decreasing growth rate. The BEP 
shown reflect the total hydrogen flux. Based on published 
cracking efficiencies for this type of source along with rela- 
tive ion gauge sensitivities, we estimate that lXlO~6Torr 
BEP corresponds to approximately 0.5-1 monolayer/s 
equivalent of atomic H. The temperature is large enough for 
N-H bond breaking coupled with hydrogen desorption, and 
so any "passivation" effect must be dynamic. It is conceiv- 
able that the interaction of atomic hydrogen with the growing 
GaN surface is a complex situation. A relatively low concen- 
tration may protect the growing surface from attack by 
atomic nitrogen, while at higher concentrations the atomic 
hydrogen begins to compete with Ga for nitrogen bonds, 
resulting in a higher probability for Ga desorption. In addi- 
tion, there is some evidence that hydrogen may even enhance 
the surface decomposition of GaN at higher temperatures, 
such as those used for MOCVD growth.25'26 Since hydrogen 
is used in most successful growth approaches for GaN, fur- 
ther study is warranted. 

V. CONCLUSIONS 

The flux from rf plasma sources is a complex mixture of 
ionic and neutral atomic and molecular nitrogen. Studies of 
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growth rate as a function of temperature suggest the GaN 
surface is prone to "attack" by neutral and ionic atomic 
nitrogen above 700 °C, promoting decomposition. Growth 
using neutral metastable molecular nitrogen results in a 
temperature-dependent growth rate similar to that of growth 
with ammonia. Hydrogen can be used to stabilize the grow- 
ing surface, at least for N-polarity growth. Too much hydro- 
gen may promote Ga desorption, possibly due to competition 
for N bonds. Growth with predominantly metastable nitrogen 
also resulted in improved electrical quality. Metastable or 
low energy ionic molecular nitrogen may be preferable to 
neutral or ionic atomic nitrogen for MBE growth. 
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Nitridation of the GaAs(001) surface: Thermal behavior of the (3x3) 
reconstruction and its evolution 
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The nitridation of the GaAs(OOl) surface using a radio frequency atomic nitrogen plasma source in 
a molecular beam epitaxy growth chamber has been studied. The resulting nitrogen induced 
GaAs(OOl) (3X3) reconstruction was investigated by in situ reflection high energy electron 
diffraction and x-ray photoemission spectroscopy (XPS). It was found that this reconstruction is 
only obtained in the temperature range 400-580 °C with a very low dose of atomic nitrogen. The 
nitrogen coverage corresponding to the (3X3) reconstruction was determined by quantitative XPS 
to be 0.30±0.09 ML. Below 400 °C an As-N species of disordered structure was found on the 
GaAs(OOl) surface. Subsequent annealing at about 500 °C produced the (3X3) reconstruction. 
Above 580 °C, nitridation lead to direct formation of /3-GaN islands. In addition, the (3X3) 
reconstruction was found to be unstable to both exposure to atomic hydrogen and annealing. The N 
desorption activation energy of the (3X3) was estimated to be 2.75 ±0.55 eV. A surface phase 
diagram of the (3X3) has thus been deduced. © 1999 American Vacuum Society. 
[S0734-211X(99)08804-6] 

I. INTRODUCTION 

GaN has become the most interesting wide-band-gap 
semiconductor material of recent years, mainly due to its 
rapid development in the optoelectronics industry for the 
manufacture of blue light emitting diodes1 and blue laser 
diodes,2 but also for its promising future for high frequency, 
high temperature and high power device applications.3 GaN 
has two major polytypes, viz. the stable wurtzite phase (a- 
GaN) and the metastable zincblende phase (/3-GaN). Most of 
the achievements so far in device applications have been 
made using a-GaN grown on sapphire substrates. Mean-. 
while, the zincblende GaN (/?-GaN polytype) grown on cu- 
bic substrates has drawn attention to its potential advantages 
over the conventional a-GaN. For example, /3-GaN is theo- 
retically predicted to have a higher electron mobility and the 
device fabrication will be simplified by using substrates such 
as GaAs,4"10 which have well-established substrate and de- 
vice processing procedures and a convenient cleavage plane 
for laser facet. Nonetheless, due to the large lattice mismatch 
between /3-GaN and GaAs(OOl) (-20%), as with the het- 
eroepitaxial growth of the wurtzite GaN, the strain relief 
mechanism and the interface configuration in the initial 
stages of growth play a key role in the whole growth process. 

A (3X3) reconstruction has been observed during the 
early stage of /?-GaN/GaAs(001) molecular beam epitaxy 
(MBE) growth5"7 or when clean GaAs(OOl) is briefly ex- 
posed to an atomic N flux.""15 The (3X3) reconstructions 
were obtained at substrate temperatures between 500 and 
600 °C in these reports. The (3X3) could persist for about 1 
min at 600 °C" and under an As2 flux gradually changes 
back to the original clean GaAs (2X4) As terminated 
reconstructions.12 Gwo et a/.13 have proposed an atomic 

"'Electronic mail: luj@cardiff.ac.uk 

model of the (3X3) which consists of nitrogen dimer rows 
with a missing row along both (110) directions, implying a N 
coverage of 4/9 ML. However this model has been 
questioned14 due to the large distortions required by the for- 
mation of nitrogen dimers, which make the very structure 
energetically unfavorable. In order to better understand the 
(3X3) reconstruction, a more comprehensive and systematic 
investigation has been undertaken to verify its formation 
temperature depedence and its nitrogen coverage. 

II. EXPERIMENT 

The GaAs(OOl) nitridations were performed in a home- 
built MBE growth chamber with a base pressure of about 
~5 X 10"10mb. Atomic N and H were supplied by an Ox- 
ford Applied Research CARS-25 radio frequency plasma 
source. Reflection high energy electron diffraction (RHEED) 
with a 15 kV electron gun was used for in situ surface struc- 
ture monitoring. For surface chemical compositional analysis 
we used a VG ESCALAB Mk II x-ray photoemission spec- 
trometer (XPS) equiped with Al/Mg twin anodes (which give 
photon energies of 1486.6 and 1253.6 eV for the Al and Mg, 
respectively). The ESCALAB is connected to the growth 
chamber via an ultrahigh vacuum (UHV) gate valve. The 
work function of the XPS spectrometer was calibrated using 
the Au4/7/2 peak at 83.8 eV. 

An undoped GaAs (001) wafer was initially cleaved into 
1X1 cm square sample pieces. The sample was etched and 
mounted onto a molybdenum spade with indium prior to 
being loaded into the growth chamber. Atomic hydrogen was 
used to clean the GaAs(OOl) surface at 400 °C for 5 min 
using, a radio frequency (if) power of 400 W, a chamber 
pressure of 5 X 10"5 mb, and a plasma intensity measured by 
an optical emission detector (OED) of about 1.0 V. After this 
cleaning  procedure,   a   sharp   streaky   GaAs (001)   (2X4) 
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RHEED pattern was obtained, and surface oxygen and car- 
bon contamination were below the XPS detectable limit, in- 
dicating that the surface was atomicälly flat and clean.- 

Since the (3X3) reconstruction occurs for very small 
doses of atomic nitrogen, in order to better control the ex- 
periments, the nitridation process was intentionally slowed 
by operating with the N plasma source shutter closed. Since 
the shutter is not 100% efficient, a small but definite: amount 
of N still reaches the sample. The rf power for the N plasma 
was 200 W, and the N2 flow rate was 1.0 seem, correspond- 
ing to a chamber pressure of 5 X10~5 mb, giving a plasma 
intensity measured by the OED of 1.0-1.2 V. With the shut- 
ter open these conditions would give an atomic N flux of 
about 1 X 1014 atoms/cm2 s, deduced from the thickness of 
stoichiometric grown /3-GaN film measured by a scanning 
electron microscope. With the shutter closed, it was esti- 
mated that approximately 5%-10% of this N flux reaches the 
sample. The substrate temperature Ts was measured by a 
thermocouple positioned between the heater and samples, 
calibrated regularly by an infrared pyrometer with estimated 
errors of ±5 °C. 

III. RESULTS AND DISCUSSIONS 

A. RHEED observation 

1. Temperature dependence of the (3x3) 

Under UHV, the atomic hydrogen cleaned GaAs(OOl) 
surface had an As terminated (2X4) reconstruction at 400 °C 
or lower temperatures [Fig. 1(a)]. When the temperature was 
increased to 450-580 °C the (2X4) would change to the 
(4X6) Ga rich reconstruction. At Ts higher than 580 °C a 
slightly spotty nonreconstructed GaAs (1X1) pattern indi- 
cated the surface was roughened. 

For nitridation at substrate temperatures Ts higher than 
580 °C, the GaAs (1X1) nonreconstructed RHEED pattern 
first weakened, then after 40-60 s of nitridation new dis- 
persed spots with different spacing from that of GaAs(OOl) 
appeared [Fig. 1(b)]. Comparison of the spacings of these 
spots with those of GaAs(OOl) leads to the conclusion that 
these spots correspond to /3-GaN islands with the 
crystallographic relationship GaN[001]IIGaAs[001], 
GaN[110]IIGaAs[110]. The (3X3) reconstruction was not ob- 
served in this temperature range. 

For Ts in the range of 400-580 °C, (3X3) patterns were 
observed for nitridation times in the range of 20-40 s [Fig. 
1(c)] the (3X3) first appeared after —20 s increased to a 
maximum intensity at —30 s before decreasing, and finally 
disappeared at —40 s. At 500 °C further nitridation for 10 
min resulted in a nonreconstructed weak bulk GaAs(OOl) 
(1X1) pattern with high background, suggesting a disordered 
surface structure. Nitridation for 10-20 min at this tempera- 
ture finally led to a broad weak streaky ß-GdN pattern as 
shown in Fig. 1(d), indicating the formation of la relatively 
flat /S-GaN surface which was still disordered to some extent. 

Nitridation at room temperature up to 400 °C led to non- 
reconstructed GaAs (1X1) streaks with a hazy background, 
again indicating a disordered surface. Although the (3X3) 

a) 

b) 

c) 

d) 

FIG. 1. RHEED pattern during the nitridation of GaAs(OOl). Only [110] 
azimuth patterns are shown here, (a) The (2X4) reconstruction of the atomic 
hydrogen cleaned GaAs(OOl) surface (b) nitrided at 580 °C, /3-GaN spots 
indicating the formation of /3-GaN islands, (c) The (3X3) obtained by slight 
nitridation at temperature 580 °C. (d) After 20 min nitridation at 500 °C, 
broad ß-GaN streaks. 

reconstruction could not be obtained directly, following 40 s 
of nitridation in this low Ts regime, annealing at 500 °C did 
result in a nice sharp (3X3) RHEED pattern. 

2. Stability of the (3x3) 

The stability of the (3X3) reconstruction was tested by 
exposing it to atomic hydrogen. Within a few seconds of 
atomic H exposure at 400 °C, the (3X3) would give way to a 
(2X4) reconstructed pattern, which was even sharper and 
brighter than that of the original atomic H cleaned (2X4) 
pattern, indicating that the surface N species were removed 
and the clean GaAs(OOl) surface was recovered. The re- 
moval of the surface N atoms was also confirmed by the 
absence of a N 1 * peak in XPS spectra. In fact, it was pos- 
sible to perform multiple cycles of nitridation and atomic H 
cleaning of the (3X3) on one sample. By contrast, with the 
same N dose at higher temperature (580 °C) so that the 
/3-GaN islands formed, its spotty RHEED pattern would re- 
main unchanged even after exposing it to atomic H for as 
long as 20 min at 400 °C, suggesting that Ga-N bonds in 
those jß-GaN islands are stronger. 

The removal of surface N in the (3X3) by atomic hydro- 
gen might involve the following surface reaction: 
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FIG. 2. Thermal stability of the (3X3). r is the lifetime of the (3X3), and T 
is the substrate temperature in K. The experimental data points are fitted by 
a straight line and the gradient of this line gives the N desorption activation 
energy Ed=2.75 ±0.55 eV. 

Ga-N (surface)+3H => Ga+NH3 (1) 

Considering the strength of the bulk Ga-N bond of 405 kJ/ 
mol (4.2 eV for an average single bond)16 and H-N bond 
strength of 339 kJ/mol (3.5 eV for a single bond);17 it is 
energetically unlikely for atomic H to break bulk-like Ga-N 
bonds and combine with N atoms. However, the surface 
Ga-N bond in the (3X3) appeared to be weaker than the 
bulk Ga-N bond, and is probably weaker than the H-N 
bond, so that it is more likely to be removed by atomic 
hydrogen. 

The stability of the (3X3) was further investigated by 
annealing the (3X3) at different temperatures. RHEED ob- 
servation showed that the lifetime of the (3X3) decreased 
quickly as the annealing temperature increased. Annealing at 
temperatures of 470 and 500 °C would lead to the return of 
the clean GaAs(OOl) (4X6) reconstructions, suggesting that 
the surface N in the (3X3) was desorbed. However, in the 
case of annealing at 550 and 580 °C, very weak /3-GaN 
RHEED spots together with (1X1) GaAs(OOl) bulk streaks 
could be observed following the decay of the (3X3), indicat- 
ing the nucleation and growth of small ß-GaN islands. 

The thermal stability of the (3X3) can be understood as 
follows. In general, the loss of the (3X3) could be caused by 
evaporation (desorption) of the N adatoms, or the migration 
(surface diffusion) of the N adatoms to some energetically 
favorable nucleation sites to form GaN islands with stronger 
Ga-N bonds. At medium temperatures (475 and 500 °C), the 
desorption of N adatoms dominates, whereas at higher tem- 
perature (550 or 580 °C), surface diffusion is fast enough to 
allow nucleation of /3-GaN to also occur. Despite the com- 
plexity of the process occuring the lifetime of the (3X3) with 
temperature could be described by a simple Arrhenius equa- 
tion 

T=T0exp(Ed/kT), (2) 

where Tis the lifetime and Ed is a thermal activation energy 
for evaporation of N. The experimental data and fitted line is 
plotted in Fig. 2, where the lifetime was measured by observ- 

TABLE I. Inelastic mean free paths of some core levels in GaAs. 

Core levels As 2p3/2 Ga 2p3l2 Ga3J Nli 
X-ray source Al Al Mg Mg 
Electron kinetic energy (eV) 163.6 369.6 1234.6 856 
IMFP(Ä) 6.6 10.7 25.9 19.6 

ing the (3X3) RHEED pattern until it returned to clean 
GaAs(OOl) patterns. The fitted thermal activation energy Ed 

is 2.75±0.55 eV, which is larger than the (3X3) activation 
energy of 2.1 eV obtained by Bandic et a/.18 for similar ex- 
periments but with an As2 flux, but still lower than the de- 
sorption activation energy of bulk a-GaN of 3.24 eV.19 

B. XPS study 

1. Quantification of the N coverage 

XPS was used to analyze the chemical composition of the 
(3X3) and further nitrided GaAs(OOl) surfaces. In order to 
verify the possible XPS surface charging effect on the un- 
doped GaAs(OOl) sample, an XPS spectrum of a undoped 
GaAs(OOl) sample was compared with that of a heavily 
doped GaAs(OOl) sample. No detectable spectrum shift was 
found, indicating that the surface charging effects could be 
neglected in our XPS measurements. 

As2/?3/2, Ga2/?3/2, Ga3d, and Nls core levels were 
used for XPS analysis. The XPS surface sensitivity of these 
core levels can be described by the inelastic mean free paths 
(IMFP) of photoelectrons from these core levels. We used 
the Mg anode for Ga3J and N Is, and the Al anode for 
As 2p and Ga 2p. The theoretically calculated IMFPs20 are 
listed in Table I. 

Quantitative XPS was carried out to determine the N cov- 
erage using Ga3d and Nls core level peak areas with an 
XPS analyzer electron pass energy of 50 eV. This large pass 
energy was employed due to the low coverage of nitrogen. 
Even so it was not simple to determine the N1 * peak area 
due to its coincidence with a small Ga Auger LMM peak and 
close proximity to another two Ga Auger LMM features la- 
beled A2, A1, and A3, respectively, in Fig. 3. Careful back- 
ground subtraction was therefore required and two ap- 
proaches were used and compared. The first was to match the 
Al and A3 profile of a clean GaAs(OOl) sample with those 
of nitrided samples by application of a multiplying factor to 
the spectrum of the clean sample. This modified spectrum of 
clean GaAs(OOl) was then subtracted from spectra of ni- 
trided samples. In the second approach, the peak area ratio 
for the two Ga Auger peaks A2/A3 for the clean GaAs(OOl) 
was first determined to be 2.5±0.2. Next the peak area for a 
combined N 1 s + A2 peak and the A3 peak area of a nitrided 
sample were measured. Subsequently, the N1 ä peak area 
would be the combined N Is/A2 peak area subtracted by 
(A3 area)/2.5. These two methods gave consistent N Is peak 
areas within an error of less than 10%. 

Figure 4 shows the N1 s peaks following background sub- 
traction using the first method for nitridation times in the 
range 0-5 min at Ts =475 °C. Due to the small signal and 
coinciding with the Ga Auger feature, it is impossible to 
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FIG. 3. XPS Ga Auger LMM peaks coincident with N 1 s peak: (a) spectrum 
of GaAs(OOl) nitrided at 475 °C for 2 min, (b) clean GaAs spectrum, show- 
ing three Ga Auger LMM peaks. 

precisely determine the peak position. Nevertheless, having 
compared the N 1 s peak position of a longer nitrided (> 1 
min) sample with that of thick /3-GaN/GaAs(001) films, no 
significant chemical shift was found, and the peak full width 
at half maximum (FWHM) in these two cases are very close. 

The N coverages of the GaAs(OOl) surface were calcu- 
lated using the approach of Carley and Roberts21 for sub- 
monolayer films. The surface atomic density of the deposited 
nitrogen can be written as 

0" = ^N^Ga^GaNAPGaAs^-Ga COS iplIGa/J,NTNMGaAs , (3) 

where /N and /Ga are the XPS peak areas for N 1 s and 
Ga3d, respectively, /% and yu.Ga are the subshell photoniza- 
tion cross section of the N Is and Ga3d, respectively, for 
x-ray photon energy of 1253.6 eV (Mg anode) 
/*N=0.039X106b, ,uGa=0.026Xl06b,22 TN and rGa are the 
transmission functions of the XPS analyzer for N 1 s and 
Ga3d, respectively (for our XPS analyzer, T=(Ek)~

m,23 
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B c 

390 400 
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FIG. 4. XPS background subtracted N 1 s peaks of 475 °C nitrided 
GaAs(OOl) for different nitridation times. The (3X3) reconstruction was 
observed at nitridation time of 20 s. 
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FIG. 5. Nitrogen coverage of nitrided GaAs(OOl) against nitridation time, 
derived by quantantive XPS calculation. The nitridation temperature was 
475 °C. 

where Ek is kinetic energy of the photoelectrons. So 
TN/TGa=(Ek_N/Ek_G:iy

m), NA is Avogadro's number, 
PGaAs is tne bulk density of the substrate, \Ga is the IMFP of 
the Ga3J photoelectron in GaAs (\Ga=25.9Ä from Table 
I), MGaAs is the molecular weight of GaAs, <p is the angle 
between detector and sample surface normal, and is zero in 
our case. 

Using the fact that the surface of GaAs (001) corresponds 
to 6.26X 1014 atoms/cm2, the calculated N coverage is plot- 
ted in monolayers in Fig. 5. Since the (3X3) reconstruction 
exists for nitridation times in the range 20-40 s, the (3X3) 
exists for N coverages in the range from 0.2 to 0.4 ML. The 
estimated error on these values is ±30%. A nitridation time 
of 30 s gave the strongest (3X3) and indicates that the N 
coverage for this reconstruction is most likely 0.30±0.09 
ML. 

The Carley and Roberts approach used above does not 
take into account the peak intensity attenuation due to the 
existence of the overlayer, therefore theoretically it is only 
valid for submonolayer deposition, and may give erroneous 
values for over 1 ML films. Therefore calculations consider- 
ing attenuation caused by inelastic scattering of the photo- 
electrons were also carried out, all the results were very close 
to those obtained using Carley and Roberts approach in the 
N coverage range of 1-1.5 ML, and therefore are not shown 
in Fig. 5. 

A slowing down in nitridation rate can be seen after about 
1 ML deposition in Fig. 5. This could be understood as fol- 
lows. Once the surfaces are bonded to nitrogen, the second 
layer nitridation must involve both As-N anion exchange 
reactions. In addition, the 1 ML film already formed on top 
will hinder the diffusion of incoming N and outgoing As 
atoms (products of anion exchange), therefore hampering the 
nitridation reaction. 

To summarize this section, XPS Nls and Ga.3d peaks 
were used to quantify the N coverage. Two methods have 
been used for Nls background subtraction, and they gave 
consistent results. To calculate the N coverage, an approach 
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FIG. 6. N coverage against annealing temperatures in experiment A: anneal- 
ing of 1 ML N covered GaAs(OOl). 

for the submonolayer and for thicker layers were both used, 
and are in good agreement within a range of <2 ML. The N 
coverage for the (3X3) was found to be 0.30 ±0.09 ML. 

2. XPS study of the temperature dependence of 
nitridation and nitrided films 

In order to further investigate the temperature dependence 
of the nitrided GaAs(OOl) surface, we carried out two more 
experiments (due to the change of the geometry of the N 
source shutter in our system, the N flux was not identical to 
the previous experiments): (A) Nitridation of GaAs(OOl) at 
90 °C to 1 ML N coverage, followed by annealing for 20 min 
at increasing temperatures; (B) Nitridation of the GaAs(OOl) 
surface for 60 s at different temperatures. XPS scans were 
performed at room temperature after every anneal or nitrida- 
tion. XPS peaks were analyzed to determine N coverage and 
FWHM was measured to analyze the possible change of sur- 
face chemical state. 

Experiment A: Annealing of 1 ML film. The N coverage 
measured by XPS against annealing temperature in experi- 
ment A is shown in Fig. 6. The N coverage was largely 
unchanged up to 450 °C but decreased drastically at 500 °C. 
Since /3-GaN RHEED spots were never observed even up to 
620 °C, it is clear that most of the N atoms were evaporated 
at higher temperatures. After the final annealing at 620 °C, a 
spotty GaAs(OOl) (1X1) RHEED pattern was obtained. This 
behavior is consistent with N desorption at 450-550 °C pre- 
venting the formation of /3-GaN islands and with the 
RHEED observation of the (3X3) lifetime in this tempera- 
ture range. Due to the small N coverage, chemically reacted 
compounds of the substrate As 1p and Ga 2p peaks cannot 
be distinguished directly, therefore peak FWHM was used to 
analyze the possible chemical changes. The As 2p and 
Ga.2p peak FWHMs against annealing temperature in ex- 
periment A are shown in Fig. 7. After nitridation at room 
temperature the As 2p FWHM was increased, however with 
annealing at higher and higher temperature it decreased back 
to that of clean GaAs(OOl) after annealing at 550 °C. The 
increased As 2p peak FWHM after low temperature nitrida- 

I 
I 

CD 

& 
<n 
X 

150      300      450      600 

Annealing temperature (°C) 

750 

FIG. 7. XPS As 2p}/2 and Ga 2p3/2 peak FWHM after annealing in experi- 
ment A: annealing of 1 ML N covered GaAs(OOl). 

tion gave evidence of the existence of another chemical state 
of As, possibly the As-N species which has been reported 
previously and has ~2 eV higher binding energy.24 The re- 
turn to the clean GaAs(OOl) FWHM after 550 °C annealing 
is an indicator of the desorption of the N-As species. The 
relatively small Ga 2p peak width change on the other hand, 
are an inevitable consequence of the smaller chemical shift 
of Ga2p in the Ga-N species with respect to that in 
GaAs(001)(0.6 eV).25 The slight Ga2/? FWHM increase at 
550 °C might imply a formation of the Ga-N species. It is 
noticed that there was an increase for As 2p FWHM at above 
550 °C. We cannot find a satisfactory explanation for this 
effect to date. 

Nitridation to 1 ML at 90 °C also resulted in an energy 
shift of the whole XPS spectrum, and the value of the shift 
decreased when the sample was annealed in higher tempera- 
tures. This shift may be due to the different band bending 
effects caused by the surface states of the nitrided sample 
and by that of clean GaAs surface. 

Experiment B: 60 s nitridation at different temperatures. 
The results of experiment B showed very similar features 
(Figs. 8 and 9). Again the decrease of N coverage starts at 
450 °C, and at —550 °C there is a N coverage increase, and 
the As 2p and Ga 2p peak width have a minimum and maxi- 
mum, respectively (Fig. 9). The N combination rate (or stick- 
ing coefficient) decreased at elevated temperatures (e.g., 
500 °C) under this very low N flux. However, it should be 
noted that under normal growth conditions, the N flux is 
more than ten times higher, and the Ga-N bond formed dur- 
ing the growth is stronger than that on the GaAs surface, 
therefore the sticking coefficient is much larger and close to 
unity up to 680 °C.26 

In order to clearly show the very existence of the As-N 
species at different temperatures, a longer time nitridation 
was carried out and the As2/?3/2 peak was analyzed. The 
As 2/? 3/2 peaks of samples nitrided at 300 and 500 °C for 20 
min are plotted in Fig. 10 with an As 2pm peak of a clean 
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FIG. 8. N coverage in experiment B: GaAs(OOl) nitride for 60 s at various 
temperatures. 

GaAs(OOl) sample for comparison. At 300 °C, two peak 
components can be resolved clearly. Compared with the 
clean GaAs spectrum, one can see that the first component 
with lower binding energy is from the Ga-As bonds in the 
GaAs substrate, the second component of about 2 eV higher 
binding energy could be assigned to the As-N species in the 
nitrided layer.24 By contrast, at 500 °C [well within the 
(3X3) existing temperature region] the As-N component 
was small. At the same time the RHEED pattern showed 
broad /3-GaN streaks indicating the formation of /3-GaN film. 

C. Discussion 

From the above RHEED observations and XPS measure- 
ments, we can summarize the temperature and N coverage 
dependence of the (3X3) in a surface phase diagram (Fig. 
11). Since there is possibly more than one phase at the same 
time, and due to the uncertainty of the RHEED observation 
of development and loss of the (3X3) and the errors in N 
coverage measurements, some of the boundaries between 
phases in the diagram are presented as a broad shadowed 
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FIG. 9. XPS As 2p3/2 and Ga 2pil2 peak FWHM against nitridation tempera- 
tures in experiment B: GaAs(OOl) nitride for 60 s at various temperatures. 
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FIG. 10. XPS As2py2 peaks of: (a) 20 min nitrided at 500°C, (b) 20 min 
nitrided at 300 °C, (c) clean GaAs(OOl) (2X4) surface. 

region. At close to zero N coverage of the diagram, the H 
cleaned GaAs(OOl) surface reconstructions under UHV con- 
ditions are shown. When slightly nitrided at temperatures in 
the range of 400-580 °C, these reconstructions would give 
way to the (3X3). The (3X3) area in the diagram is in a 
rectangular shape. The strongest (3X3) was found in the 
middle of the square region. Near both borders of the (3X3) 
region, this reconstruction was weak as observed by 
RHEED, and therefore it is possible that the (3X3) recon- 
struction only occupied a very small proportion of area of the 
sample surface in these cases. Nitridation beyond the (3X3) 
regime leads to either spotty /3-GaN islands at higher tem- 
perature or a hazy high background RHEED pattern at lower 
temperature. 

Gwo's N dimer model13 is the only published atomic 
model of the (3X3) to our knowledge. However, the exis- 
tence of the N dimers have been questioned due to the ener- 
getic consideration of the fact that the small bond length 
between the two N atoms in a N dimer may induce large 
distortion. The large distortion energy needed makes it ener- 
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FIG. 11. Phase map of nitrided GaAs(OOl) surface. The shadow regions in 
boundary between two phases are due to the uncertain nature of the RHEED 
observation and the errors in N coverage measurements. 
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getically unfavorable. Our quantitative XPS showed that 
when the (3X3) RHEED pattern was strongest, i.e., when 
maximum proportion of the surface was covered by the (3 
X3), the N coverage was 0.30±0.09 ML. This N coverage is 
in the vicinity of, but still significantly smaller than, that 
derived by Gwo's model (0.44 ML). However, taking into 
account the possibly unforseen systematic errors the mea- 
sured N coverage may be taken to moderately support Gwo's 
model. Jung et dl.n suggested that the formation of the 
(3X3) is associated with rearrangement and partial desorp- 
tion of As atoms. Since we obtained the (3X3) by nitriding 
either the As stabilized (2X4) or the Ga rich (4X6) 
GaAs(OOl) surfaces, it seems that the As-N anion exchange 
reaction or As rearrangement is not necessary to achieve the 
(3X3). Although our results support the view that the (3X3) 
consists of weak Ga-N bonds, the exact atomic structure of 
the (3X3) is still an open question. 

IV. CONCLUSIONS 

The nitridation of the GaAs(OOl) surface, particularly the 
(3X3) reconstruction in the early stage of the nitridation and 
its thermal stability, has been studied. RHEED studies 
showed that slight nitridation of GaAs(OOl) clean surface at 
a substrate temperature 400-580 °C leads to a N induced 
(3X3) reconstruction. After nitridation, at temperatures 
lower than 400 °C, disordered As-N species were found on 
the nitrided GaAs(OOl) surface. The (3X3) reconstruction 
cannot be obtained directly. However, the (3X3) could be 
obtained by annealing at 450 °C following low temperature 
nitridation. At temperatures higher than 580 °C, the yß-GaN 
islands formed quickly and no (3X3) reconstuction was ob- 
served. The coverage of N for the (3X3) reconstruction was 
estimated to be 0.2-0.4 ML by quantitative XPS. The stron- 
gest (3X3) RHEED pattern, indicating the maximum propor- 
tion of the (3X3) on the surface, was shown to occur at N 
coverage of 0.30+0.09 ML. The N induced (3X3) was vul- 
nerable to atomic hydrogen, and it is unstable at higher tem- 
perature due to the desorption of the N adatoms or the nucle- 
ation of /3-GaN islands. The characteristic thermal activation 
energy for removal of the (3X3) is estimated to be 2.75 
±0.55 eV. 
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Use of ultrathin ZnSe dipole layers for band offset engineering at Ge 
and Si homo/heterojunctions 
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The ability to control semiconductor band discontinuities would allow solid devices to be 
specifically tailored so that efficiency and performance could be dramatically improved. This article 
reports the use of an ordered ZnSe monolayer to induce a valence band discontinuity at the Ge 
homojunction (0.38 eV), at the Ge-Si heterojunction (0.53 eV), and at the Si homojunction (—0.2 
eV). Soft x-ray photoemission was used to probe the interfaces as they were formed under ultrahigh 
vacuum conditions. The effect of overlayer band bending on the interpretation of band offset 
measurements is discussed. As the interfacial bonding and orientation of the dipole layer are key 
factors in determining the direction and magnitude of the band modification, x-ray standing wave 
measurements were performed on the Ge-ZnSe-Ge systems to identify the atomic structure of the 
junction. Se atoms were always found to bond to the Ge substrate in the a-top position, while the 
Zn atoms adopted the H3 sites, bonding to the overlayer. The results for these interfaces are 
interpreted in terms of the charge transfer; other factors such as strain and order are also addressed. 
© 1999 American Vacuum Society. [S0734-211X(99)07504-6] 

I. INTRODUCTION 

The ability to control or tailor the conduction and valence 
band profiles across semiconductor junctions has been 
viewed as somewhat of a holy grail in the area of solid state 
device engineering. Such a technique would allow more ef- 
ficient devices to be produced, or more novel interface prop- 
erties to be exploited in material systems that were previ- 
ously redundant due to the unsuitable magnitude of the band 
discontinuities formed. This is surprising as the fundamental 
mechanisms dictating the formation of semiconductor het- 
erojunctions are understood and have been thoroughly inves- 
tigated both theoretically and experimentally. It is accepted 
that the model proposed by Tejedor and Flores1 in 1978 and 
later developed by Harrison and Tersoff,2 which took into 
account the interactions and resulting dipole due to the inter- 
face formation, provided the basic platform to understand the 
microscopic nature of band alignment. This theoretical treat- 
ment set the trend for interface calculations to predict the 
magnitude of the band offsets as a direct result of preferential 
bonding at the interface. Therefore, due to the thermody- 
namic nature of the interface, the same characteristic band 
alignment will always occur for a particular semiconductor 
heterojunction. Unfortunately, this fixes the band offsets 
formed at each heterojunction. 

This inflexibility means that any device that is based on 
heterojunction technology [quantum well laser, high electron 
mobility transistor (HEMT), waveguides] is usually operat- 
ing under conditions that are far from optimum. Further- 
more, this issue is a significant factor that hinders the devel- 
opment of novel devices based on the more conventional 
semiconductor material systems. Since the natural band off- 

a,Electronic mail: s.p.wilks@swansea.ac.uk 

sets are dependent on the charge transfer (intrinsic dipole) 
across the heterojunction, the interfacial geometry/chemistry 
and the quantum mechanical nature, the ability to control one 
or more of these properties allows bands to be selectively 
engineered. Hence, over the last two decades, much effort 
has been directed at these issues resulting in several methods 
to control the effective magnitude and direction of band dis- 
continuities: (a) S doping,3'4 (b) multi-quantum barriers 
(MQBs),5"7 and (c) interface dipoles.8"13 All of these meth- 
ods rely on the production of a sharp potential step at or near 
the interface region, which adds algebraically to the natural 
junction profile. This is extremely difficult to generate in 
practice, normally due to experimental limitations. For ex- 
ample, the use of 8 layers to create a potential step requires a 
sheet of positive donors and negative acceptors to be placed 
in close proximity (~5 nm). Furthermore, charge neutrality 
must be achieved, otherwise the resultant profile will be ex- 
tremely distorted as shown by Wilks and Kestle;8 an error of 
10% can result in a large background potential. Such accu- 
racy is difficult to achieve during the growth of such struc- 
tures. The use of MQBs also suffers from similar limitations 
where the production of abrupt superlattices is not a reality 
for some material systems; a limited success has been dem- 
onstrated for the GaAs/AlGaAs system. However, extrinsic 

• interfacial dipoles can circumvent the problems associated 
with charge neutrality if they can be formed by the congruent 
deposition of an ionic molecule. This is an area that this 
article explores in detail. 

The concept of band engineering using extrinsic dipoles 
placed at the heterojunction originated from the work of 
Niles et al.9 from 1985 onwards. These initial studies in- 
volved the introduction of thin metallic interlayers of Al or 
Au at the interface of a variety of heterojunctions (CdS-Ge,9 
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Si-CdS,9 Ge-ZnSe,10 and Si-GaP11). Such studies revealed 
that the valance band offset increased by 0.1-0.3 eV, de- 
pending on the thickness of the metallic interlayer. It was 
deduced that presence of the intralayer modified the charge 
transfer across the interface and hence induced a dipole ef- 
fect. This notion was extended to the use of binary intralay- 
ers (GaAs,12 AlAs,13 GaP,13 and AIP13) to induce a dipole 
moment and hence modify the alignment of homojunctions, 
based on Si or Ge. The results of such investigations yielded 
discontinuities of between 0.4 and 0.5 eV. In some cases the 
valence band discontinuity was observed to change polarity 
when the anion-cation deposition sequence was reversed 
(e.g., Si-AIP-Si13).. 

However, the chemical nature of the substrate-dipole in- 
terface is extremely important as reactions or out-diffusion 
can destroy the dipole moment. If, for example, the 
substrate-anion bond is much stronger than the substrate- 
cation bond, the dynamics of the interface formation and 
hence the structure, will be dependent on the deposition se- 
quence. This was demonstrated by Marsi et al.13 for the Ge- 
AlAs-Ge homojunction where the valence band offset pos- 
sessed the same polarity for anion first and cation first 
scenarios. This result implied a rearrangement of the interfa- 
cial geometry, i.e., clustering, in-diffusion, or even the anion 
and cation layers interchanging to produce the same dipole 
orientation. Clearly, the chemical nature and structural ge- 
ometry at the interface are of vital importance in determining 
the magnitude and direction of the dipole moment and hence 
the band offset. In order for the dipole modification mecha- 
nism to be understood, idealized systems must be used 
whereby the heterojunction must retain its integrity on the 
incorporation of the dipole layer. In essence, the junctions 
should be prototypical, that is abrupt, ordered, and free from 
chemical reactions. 

The results presented in this article are based on the use of 
ZnSe as an interfacial dipole layer placed at a Ge homojunc- 
tion and a Ge/Si heterojunction. Soft x-ray photoelectron 
spectroscopy (SXPS) measurements were performed during 
the in situ formation of each interface to establish the elec- 
tronic and chemical nature of the junctions. The effect of the 
dipole layer on the valence band discontinuities is clearly 
demonstrated. Furthermore, as the orientation and geometric 
configuration of the ZnSe molecule at the interface is be- 
lieved to be a fundamental issue dictating the charge transfer, 
x-ray standing wave (XSW) was utilized to probe the sited 
incorporation of the Zn and Se atoms. 

II. EXPERIMENT 

The photoemission and x-ray standing wave experiments 
were carried out on the 2 GeV storage ring at the Synchro- 
tron Radiation Source in Daresbury Laboratory, UK. The 
Ge(lll) samples were cut from «-type commercial wafers, 
with a resistivity in the range of 5-20 flcm, and inserted 
into the ultrahigh vacuum (UHV) system. A clean Ge(lll) 
surface was obtained by 12-14 cycles of argon ion bombard- 
ment at an energy of 1.2 KeV for 20 min and annealing at 
about 700 °C for 15 min. After this procedure a sharp 

c(2 X 8) reconstruction was observed by low energy electron 
diffraction (LEED). The quality of the sample surface was 
verified from the core level line shapes and the well-known 
valence band features in the photoemission spectra.14'15 ZnSe 
was deposited from a well outgassed W filament onto the 
clean Ge(lll) surface at an elevated temperature of 270 °C 
to produce an ordered (1X1) surface reconstruction. Silicon 
or germanium was deposited from a commercial e-beam 
source with the sample held at room temperature, producing 
an amorphous overlayer.15 

As part of this study, two types of systems were investi- 
gated, requiring three samples. Sample 1 refers to the 
Ge-ZnSe-aGe homojunction while samples 2 and 3 related 
to the Ge-aSi and the Ge-ZnSe-aSi heterojunction. 
Sample 2 was required as a control experiment so that the 
effect of the ordered ZnSe interlayer on the heterojunction in 
sample 3 could be ascertained. SXPS was used to study each 
system at all stages during the sequential formation of the 
interfacial regions. Si and Ge overlayer coverages, ranging 
from 0.5 up to 20 Ä, were considered in this study. 

The XSW study was performed during the formation of 
the Ge-ZnSe-aGe homojunction, with adsorption spectra 
recorded after the deposition of ZnSe and 2 ML of aGe. In 
order to triangulate the position of the Ge, Zn, and Se atoms, 
the (220), (311), and (3 Tl) Bragg reflections were energy 
scanned, while monitoring the Ge2^3/2, Se2p1/2> and 
Zn2p3/2 photoelectron core levels. The typical collection 
time for a set of spectra was around 4 h for each Bragg 
reflection; no surface contamination was detected during this 
period. 

III. RESULTS AND DISCUSSION 

Each system will be considered in turn and the results 
pertaining to each presented in the following sections. Any 
similarities and differences will be used to explain the nature 
of the dipole moment responsible for the modification of the 
band profile. 

A. SXPS study of the Ge/ZnSe/aGe homojunction 

ZnSe and Ge have a small lattice mismatch making them 
ideal candidates for heteroepitaxial growth, previous work 
has indicated that crystalline ZnSe can be grown on Ge for 
substrate temperatures around 270 °C. The structural quality 
of the ZnSe layers used in this study was indicated by a 
sharp (1X1) LEED pattern, indicative of a highly ordered 
interface. The Ge3d core level for each stage of the 
Ge(lll)-ZnSe interface formation is depicted in Fig. 1, 
along with the deconvoluted components. The spectrum ob- 
tained from the clean c(2X8) surface consisted of three com- 
ponents, the largest emanating from the bulk, and the two 
higher kinetic energy features were associated with the re- 
constructed surface. These observations are consistent with 
work reported by others.14 However, after the deposition of 1 
ordered ZnSe ML, the line shape of the Ge3rf core level 
changed dramatically. Again the largest peak was associated 
with the bulk derived photoelectrons, yet two interface com- 
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Kinetic Energy (eV) 

FIG. 1. Evolution of the Ge3d core level spectra; illustrating the clean 
c(2 X 8) surface, 1 ML ZnSe and deposition of 10 and 20 Ä of Ge. Dots are 
data points; the solid curves are fits to the data and deconvoluted compo- 
nents. The relative shift between the overlayer Ge and the substrate Ge is 
illustrated. 

ponents were required to successfully fit the experimental 
spectrum. The larger feature located at lower kinetic energy 
was associated with Ge-Se bonds while the higher kinetic 
energy component was associated with Ge-Zn bonds. Intu- 
itively, on the deposition of a Ge overlayer, one might expect 
these three features to be attenuated, with the addition of a 
bulk derived component derived from the deposited Ge. In- 
deed, this was found to be the case, where the Ge bulk over- 
layer component grew as the coverage was increased. This 
can be clearly seen in Fig. 1 where the overlayer related 
feature is located at a lower kinetic energy (0.30-0.38 eV) 
with respect to the substrate component. This difference in 
energy, which stabilized at 0.38 eV for coverages >10 Ä, is 
a direct consequence of the potential difference induced by 
the dipole moment of the ZnSe interlayer. It is worth noting 
that the line shape of the bulk overlayer component was 
slightly broader than the substrate and interface components, 
allowing for the amorphous nature of the Ge growth at room 
temperature. (The parameters corresponding to the overlayer 
line shape were obtained by fitting a thick coverage with a 
single component.) When this result was compared to a con- 
trol sample for this interface, i.e., Ge/aGe homojunction, a 
negligible shift of 0.1 eV between the substrate and over- 
layer derived components was observed. Clearly, the energy 
difference of 0.38 eV was due to the presence of the ZnSe 
dipole layer. 

It is also interesting to note the behavior of the Ge-Se and 

Ge-Zn derived features as a function of the overlayer 
growth. As expected, the Ge-Se component decreased in 
intensity as the interface was buried by the increasing Ge 
coverage. Conversely, the Ge-Zn peak at higher kinetic en- 
ergy initially increased for the first few depositions of Ge, 
after which, the intensity of the component decreased as with 
the Ge-Se feature. This was believed to be a direct conse- 
quence of the deposited Ge bonding to the exposed Zn atoms 
on the surface. These results imply that the ZnSe molecule is 
bonded at the interface such that Se attaches to the Ge sub- 
strate while the Zn atoms are available for bonding with the 
overlayer. This hypothesis was supported by the variation of 
Zn:Se ratio as a function of the takeoff angle of the emitted 
photoelectrons. 

B. XSW study of the Ge/ZnSe/aGe homojunction 

The adsorption profiles for the (220), (311), and (311) 
Bragg reflections are shown in Figs. 2 and 3, for the buried 
Se and Zn atoms, respectively. The corresponding spectra for 
the Ge/ZnSe junction are not shown as very little difference 
was detected after the deposition of the aGe overlayer; 
clearly this is an indication that the ZnSe layer is stable and 
fixed at the interface boundary. The adsorption spectra were 
fitted based on the standard theoretical model16 to yield the 
coherent position (P) and the coherent fraction (F). The 
former parameter provides the distance of the atom from the 
Bragg reflection plane while the coherent fraction is a mea- 
sure of the order present in the atomic layer. The results from 
the deconvolution are presented in Table I. From this data it 
can be seen that the Se adsorption spectra exhibited high 
coherent fractions in all three Bragg directions (~0.7-0.8). 
A simple interpretation of this result would be that 70%- 
80% of the Se atoms occupy a single adsorption site forming 
an ordered layer. In contrast, the Zn adsorption spectra 
yielded much lower coherent fractions (—0.4-0.6) implying 
that only 40%-60% of the Zn atoms exist in a unique ad- 
sorption site. However, low coherent fractions are not always 
indicative of disorder. It is possible that multiple adsorption 
sites occur in the Zn layer or even that domain averaging 
occurs if the atoms are slightly displaced from a high sym- 
metry adsorption site. However, as the coherent fraction is 
relatively low in all of the directions selected, it is believed 
that the values are associated with either a degree of disorder 
in the Zn layer, cluster formation, or that domain averaging 
does indeed occur. To clarify this point, other Bragg condi- 
tions would need to be considered. Furthermore, it is impor- 
tant to note that the coherent fractions reported above for the 
buried dipole include a 10% reduction as compared to the 
Ge/ZnSe interface (not shown). This was also true for the Ge 
substrate adsorption profiles and is indicative of a Ge over- 
layer that is slightly out of registry with the substrate. 

However, meaningful information can still be gleaned 
from the coherent positions, as this parameter is less sensi- 
tive to the disorder or domain averaging effects. In essence, 
under these conditions, the coherent position will yield the 
perpendicular distance of the ordered species from the Bragg 
plane. The adsorption sites of the Zn and Se species were 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



1669        Wilks et a/.: Use of ultrathin ZnSe dipole layers 

(a) 

1669 

3090          3095 3100          3105 

(b) 
c 

o o 
-fr-* 1.05 
n. 
o 

1.00 #+M tT. L/terAltr (0 

CO r^H/Wr N WvvVA/\ CO 

(U 
.> 
'■4—» 

0.95 'ii 
CD 

"CO 
(1) 

ct 0.90 a: 
3652.5                   3657.5 

(< 3) 

3645 3650 3655 3660 

Photon Energy 

FIG. 2. Se2pl/2 XSW profiles corresponding to (a) the (220), (b) the (311), 
and (c) the (311) reflections for the Ge-ZnSe-aGe buried interface. The 
continuous smooth solid line represents the theoretical fit. 
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FIG. 3. Zn 2p3l2 XSW profiles corresponding to (a) the (220), (b) the (311), 
and (c) the (311) reflections for the Ge-ZnSe-aGe buried interface. The 
continuous smooth solid line represents the theoretical fit. 

identified by triangulation. This was achieved by calculating 
the coherent positions expected for the (311) and (311) 
Bragg reflections in high symmetry sites, based on the ex- 
perimental value measured in the (220) direction. The results 
are displayed in Table II, where the shaded area represents 
the sites that produced the best fit to the experimental values. 
Note that higher order coherent positions were also exam- 
ined due to the invariant nature of the XSW technique to 
perpendicular translations relative to the Bragg plane (e.g., 
coherent positions of 0.5 and 1.5 are equivalent). The coher- 
ent position associated with the (111) reflection is also cal- 

culated as this provides a measure of the displacement in the 
[111] direction, i.e., perpendicular to the interface. From this 
comparison it is clear that the Se atoms preferentially locate 
in the a-top position, while a proportion of the Zn atoms rest 
in the H3 site. This implies that Se bonds directly to the Ge 
substrate while Zn bonds to the aGe overlayer. The signals 
associated with the overlayer suggest that the growth mode is 
predominantly epitaxial for the coverages investigated in this 
study; for thicker layers one might expect a less ordered 
nature. A cross section through the interface is illustrated in 
Fig. 4, where the inter-plane distances are labeled. Based on 
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TABLE I. Coherent positions (P) and the coherent fractions (F) extracted 
from the theoretical fits of the Se and Zn XSW profiles measured for the 

(220), (3l"l), and (311) Bragg reflections. 

[Ill] 

Reflection Se parameters Zn parameters 

(220) 0.94 0.70 0.92 0.43 

(311) 1.07 0.72 0.72 0.43 

(311) 0.80 0.72 1.05 0.60 

the measurements performed as part of this investigation, the 
Zn-Se bond length was found to be (2.45±0.06) Ä, which 
is in excellent agreement with the value found in bulk ZnSe. 
Furthermore, the Ge-Se bond length is (2.71 ±0.06) Ä, 0.2 
Ä smaller than that based on the sum of the covalent radii, 
implying a relaxation of the Se towards the Ge. Thus, the 
vertical separation of the Zn and Se atomic planes was found 
to be 0.78 Ä in the [111] direction. 

C. Study of the Ge/ZnSe/aSi heterojunction 

To determine the valence band discontinuity, \EV, an 
indirect approach was adopted because the Si and Ge valence 
band edges could not be resolved in the same spectrum.15 

The energy difference between the clean substrate valence 
band maximum (VBM) and the overlayer VBM was mea- 
sured by the linear extrapolation of valence band leading 
edges. This difference was corrected for the change in sub- 
strate band bending, due to the interface formation, by moni- 
toring any shift in the energy of the substrate core level peak 

TABLE II. Predicted (111), (311), and (3l"l) layer spacings calculated for 
symmetry adsorption sites, assuming (a) the experimental Se (220) coherent 
positions of 0.94 and 1.94, and (b) the experimental Zn (220) coherent 
positions of 0.92 and 1.92. Gray shading marks site consistent with experi- 
mental parameters. 

(a) 
Measured Calculated Se layer spacing 
Se values Site based on measured P(220) 

P(220) P(lll) P(311) P(31"l) 
0.94 a-top 0.83 1.05 0.83 
1.94 1.58 2.29 1.58 
0.94 T4 0.58 1.29 0.58 
1,94 1.33 2.54 1.33 
0.94 Hi 0.33 0.54 0.33 
1.94 1.08 1.79 1.08 

(b) 
Measured Calculated Zn layer spacing 
Zn values Site based on measured P(220) 

P(220) F(lll) P(311) ppn) 
0.92 a-top 0.81 1.02 0.81 
1.92 1.56 2.27 1.56 
0.92 T* 0.57 1.28 0.57 
1.92 1.32 2.53 1.32 
0.92 H, 0.32 0.53 0.32 
1.92 1.07 1.78 1.07 

%   Ge 
O   Se 

aGe overlayer      Q   Zn 

0.78 Ä 

Ge substrate 

FIG. 4. Cross-sectional view of the Ge(lll)-ZnSe-aGe interface. The Se 
atoms bond to the Ge(lll) substrate in the a-top position while the Zn 
atoms bond in the H3 hollows, adjacent to the aGe overlayer. 

and hence the correct discontinuity established. The error in 
the measurement of band offsets did not exceed 0.07 eV. 

For the Ge-aSi heterojunction, sample 2, Ge3d core 
level spectra on the clean Ge(lll) surface were deconvo- 
lved into three components, as indicated by the lowest spec- 
trum of Fig. 5. The component labeled B emanated from 

37 38 39 40 41 42 

Kinetic Energy (eV) 

FIG. 5. Ge 3d core level spectra taken at photon energy of 75 eV. The lower 
three spectra are from the Si/ZnSe/Ge(lll) sample, the upper one is the 
spectrum of the Si/Ge(l 11) sample after 10 Ä Si deposition for comparison. 
Dots are data points; the solid curves are fits to the data and deconvoluted 
components. 
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CSe(lll) Si Ge(lll) ZnSe Si 

(b) 

FIG. 6. Schematic diagram of energy bands in (a) a-Si/Ge(lll) sample and 

(b) Si/ZnSe/Ge(lll) system, the thin solid lines represent Fermi level EF, 
the dashed lines correspond to the band positions after deposition of 1 ML 
ZnSe, and the thick solid lines correspond to the final positions of bands 

after 10 Ä of Si. The energy band gaps of amorphous Si(a-Si) and ZnSe 
crystal are from the typical values of 1.36 and 2.58 eV in Refs. 26 and 27. 

bulk emission while components SI and S2 were derived 
from the reconstructed surface. This is in good agreement 
with previous studies.14 The fit parameters for the clean Ge 
surface were used throughout the deconvolution of the Ge 3 d 
signal after the deposition of subsequent layers. As illus- 
trated in the topmost spectrum of Fig. 1 there was no change 
in the Ge3J line shapes and the peak position of the bulk 
component after the Si overlayer was deposited. This indi- 
cated no change in band bending during the interface forma- 
tion, which is in agreement with the results of Katnani 
et al.15 Therefore, the energy difference of - 0.04 ± 0.07 eV 
between the clean Ge(lll) VBM and that of the thick Si 
overlayer established the valence band offset A£„, with the 
Si valence band maximum at a lower binding energy than the 
substrate. This is schematically shown in Fig. 6(a). Several 
theoretical calculations and experimental measurements of 
the valence band offsets for Si/Ge heterojunctions have been 
reported, in particular, band offsets of 0.15 ±0.1 and 0.4 
±0.1 eV were observed for Si on cleaved Ge(lll) by Kat- 
nani et al.15 and Mahowald et al.,11 respectively. The result 
from this study is in reasonable agreement with the previous 
value bearing in mind that the two starting surfaces were not 
identical; the relatively poorer agreement with the latter 
could originate from the different strain configurations notic- 
ing the overlayer thicknesses were quite different in the two 
studies. 

The deconvoluted G&3d core level spectra of sample 3 
are also presented in Fig. 5 and correspond to an identical 
clean surface, the subsequent deposition of 1 ML of ZnSe 
and successive overlayers of Si. The deposition of 1 ML of 
ZnSe produced dramatic changes on the core level line 
shapes where an obvious shoulder on the low kinetic energy 
side appeared. This shoulder is indicative of Ge-Se bonding 
as demonstrated by the previous photoemission studies de- 
tailed earlier in this article.18'19 In the best fit, three compo- 
nents (P2, P3, and P4) were required to describe the Ge-Se 
bonding, a large peak (B) for the bulk derived feature, and an 
additional small component (P5) at higher kinetic energy. 

1671 

For this experiment the resolution of the system was im- 
proved and thus more peaks were identifiable. From the pre- 
vious study detailed earlier, P5 was attributed to the Ge-Zn 
bonds and the uncovered bare areas of Ge substrate. Another 
important feature of the Ge3<i bulk component (B) was its 
movement by 0.5 ±0.03 eV to lower kinetic energy after the 
deposition of ZnSe, implying a flattening of the bands as 
compared to the clean surface and a passivation of the sur- 
face. 

After the initial shift in the Ge3d bulk signal on ZnSe 
deposition, it continued to shift to lower kinetic energy for 
increasing Si coverages; after 10 Ä of Si, an additional 
~0.2±0.03eV movement was observed. Energy shifts in 
intralayer core levels were also observed during the interface 
formation. The Zn3d and the Se3d core levels both shifted 
to lower kinetic energy by ~0.3± 0.03 eV, yet the energy 
position of Si 2p core level remained relatively constant. 

Photoemission spectra were taken near the valence band 
maximum to monitor the evolution of the band edges. After 
the deposition of ZnSe, emissions from both the ZnSe layer 
and Ge substrate were clearly visible and thus resolved 
within the same spectrum. A direct measurement yielded a 
"valence band discontinuity" of 1.12±0.07eV between 
ZnSe and Ge. Similar results of 0.95 ±0.05 and 1.29 
± 0.03 eV were reported for ~20 Ä of ZnSe grown on a 
Ge(001) substrate and a Ge(110) substrate, respectively.20'21 

A well characterized valence band of ZnSe might not be 
fully developed since only 1 ML of ZnSe was used in this 
study. Successive deposition of the Si overlayer gradually 
masked the Ge related features in the valence band spectra. 
At 10 Ä Si coverage, the Si-induced leading edge in valence 
band had well developed. 

Based on the above discussion of core level and band 
edge movements, an energy band diagram at the Si coverage 
of 10 Ä is shown in Fig. 6(b) for sample 3. All VBM were 
corrected for band bending extracted from core level move- 
ments. A valence band offset of + 0.53 ± 0.07 eV was de- 
duced from the final positions of valence band edges, with 
higher binding energy on the Si side. Furthermore, the 
change in the energy separation between Ge3d and Si 2p 
core levels, when comparing sample 2 and sample 3, also 
supported the above observation. From Figs. 6(a) and 6(b), 
the ZnSe intralayer induced modification of the valence band 
offset is evident. Specifically, the offset increased signifi- 
cantly in magnitude from -0.04 ±0.07 to + 0.53 ± 0.07 eV 
upon the introduction of the ZnSe intralayer at the interface. 
It is believed that the change in AEV is attributable to the 
modifications of the intrinsic interface dipole. 

Above 10 Ä, the interface becomes unstable and results in 
the out-diffusion of Se into the a Si overlayer; this was evi- 
dent from the attenuation plots of the various core levels. 
When considering the thermodynamic aspects, this is not 
surprising, as the Si-Se bond is the most stable. However, 
the mechanism for the breakdown of the interface is not clear 
yet could possibly be related to strain as the critical thickness 
of Si on Ge is approximately 11 Ä. 

JVST B - Microelectronics and Nanometer Structures 



1672        Wilks et al.\ Use of ultrathin ZnSe dipole layers 1672 

D. Comparison with theory 

The electrostatic dipole due to the ZnSe was estimated 
Si overlayer 

22 
VBM 

based on the simple microscopic capacitor model and elec- 
tronegativity considerations,23 respectively. In the micro- 
scopic capacitor picture, the effect of the ZnSe intralayer was 
viewed as a two-plate capacitor; whereas charge transfer was 
assumed to only occur between Zn and Se atomic planes in 
the electronegativity estimation. The resulting potential 
across the intralayer can be expressed in a common form for 
both the approaches as, V=qd/ee0, where q is the charge 
per unit area, e is the relative dielectric constant of the ma- 
terial, and e0 is the permittivity of vacuum. The term d is 
either the distance of the capacitor which is of the value of 
0.78± 0.08 Ä19 or the Zn-Se bond length (2.45 Ä). Since the 
intralayer was very thin, the dielectric constant e would fall 
in between the two extreme values of 16.0 for Ge and 9.12 
for ZnSe.24 Thus V was found to be in the range of 0.64- 
1.12 and 0.31-0.55 eV in the capacitor and the electronega- 
tivity models, respectively. Considering the realistic inter- 
face configurations,19 V had a value of 0.1-0.17 eV or less 
for the corrected Zn to Se plane separation in the electrone- 
gativity model. It seems therefore that the estimation from 
the capacitor model is closer to the observed value. The two 
calculations were very approximate and have their 
limitations,24 so it is not clear which model better describes 
the physical situation. In addition, these models neglect the 
nature of the realistic interface, for example, the complex 
bonding of the ZnSe layer and indeed its geometric configu- 
ration. Furthermore, from the XSW results, it is known that a 
small degree of disorder is present at the junction where the 
dipole effect could possibly be reversed producing a lateral 
inhomogeneity in the modification of the band offset. Clearly 
all of these effects must be included in any realistic calcula- 
tions of the dipole effect for true comparison with experi- 
mental data. However, it is certain that the presence of ZnSe 
intralayer set up an electric field and hence an additional 
dipole at the interface, which modified the interface charge 
distribution. The induced change in valence band offset had 
the same sign and magnitude as the estimation of the dipole, 
indicating that the ZnSe dipole is one of the major contribu- 
tions responsible for the changes in the band offsets. 

E. Effect of band bending on the measured A£v 

The extraction of the valence band discontinuity from 
SXPS measurements assumes that there is no band bending 
in the overlayer materials system, i.e., the bands are flat from 
the interface to the surface as shown in Fig. 6(b) for the 
Ge/ZnSe/aSi heterojunction. However, there has been much 
discussion in the literature recently regarding apparent dis- 
continuities as a result of heavy band bending in the over- 
layer, resulting in distorted and shifted photoelectron 
spectra.25 This is an important issue that should be consid- 
ered when extracting band offsets from SXPS data. 

A model was developed to calculate the core level line 
shape for the Si overlayer in the presence and absence of 
band bending. The conduction and valence band profiles 
across the Ge/ZnSe/aSi interfaces were calculated by solv- 

Ge substrate        &EV 

atomic layers 

I(x) = Itlexp(-x/A) 

i A A I 
E2 E3 E2  Ef 

Resultant peak 

Aki 
Increasing 
band bending 

FIG. 7. Schematic representation of the effect of band bending on the mea- 
surement of the valence band discontinuity and core levels in comparison to 

the flatband scenario. 

ing Poisson's equation, assuming known parameters ex- 
tracted from the results presented in Sec. IIIC. In particular, 
the movement of the bulk derived component from the Ge 
substrate and the valence band discontinuity between the Ge/ 
ZnSe systems. The latter assumption may appear contradic- 
tory, however the Ge and ZnSe valance bands were resolved 
within the same spectra, providing a direct measurement of 
this offset, which was in good agreement with the work of 
others. In addition, the Fermi level at the surface of the aSi 
overlayer was presumed to be pinned at the midgap position, 
causing the bands to bend upwards in the overlayer. The 
calculation proceeded by summing the contributions to the 
Si 2p spectra from each atomic layer, taking into account the 
reduction of the core level intensity due to the finite mean 
free path and the variation in kinetic energy of each core 
level as a result of the band bending. As can be seen in Fig. 
7, the effective centroid of the peak will be distorted to 
higher kinetic energy as compared to the flatband case. It is 
clear that as the band bending increases, the core level line 
shape will be distorted, and asymmetric towards lower ki- 
netic energy. To illustrate the effect of band bending, a band 
discontinuity of -0.53 eV was used in the calculation and 
the movement of the peak centroid was compared to that of 
the flatband case. The simulation revealed that the Si 2p core 
level would appear 0.3 eV lower in kinetic energy, due to the 
presence of band bending. This would result in a measured 
discontinuity (AEvm) of 0.23 eV. Therefore, in order to 
achieve a measured value of 0.53 eV, the valence band dis- 
continuity, due to the presence of the dipole layer, would 
have to be much larger (~ 1 eV) which would result in severe 
deformation of the Si 2p core level line shape. Experimen- 
tally, this was not observed. This would suggest that the 
band bending in the a Si overlayer was negligible, or smaller 
than the resolution of the SXPS technique (—0.1 eV). 
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IV. CONCLUSIONS 

Photoemission spectroscopy was used to study the effect 
of placing a ZnSe interlayer at a Ge homojunction and a 
Ge/aSi heterojunction. Effective valence band discontinui- 
ties of -0.38 and -0.53 eV, respectively, were measured 
due to the presence of the ZnSe dipole as compared to 
sample with no interlayer. It is evident that the ZnSe layer 
modifies the charge transfer across the interface, resulting in 
an additional potential step. Clearly the structure and orien- 
tation of the interlayer within the interface are important pa- 
rameters that determine the magnitude and direction of the 
dipole moment associated with the ZnSe layer. Hence, XSW 
was applied to identify the incorporation sites of the Zn and 
Se atoms at the Ge homojunction. Results implied that Se 
bonded to the Ge substrate in the a-top position while the Zn 
atom bonded in the H3 site within the next atomic layer, 
closest to the aGe overlay er. Furthermore, the XSW tech- 
nique identified an element of disorder within the Zn layer, 
possibly due to multiple incorporation sites. These measure- 
ments yielded a Se-Zn bond length of 0.78 Ä in the [111] 
direction, normal to the interface, enabling the potential due 
to the presence of the dipole to be estimated based on theo- 
retical models. The best agreement was obtained using the 
capacitor-based model, predicting a discontinuity of (0.64- 
1.12 eV). Finally, the effect of band bending on the interpre- 
tation of the valence band discontinuity was found to be 
negligible for the interfaces studied in this article. 
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From a series of in situ photoemission experiments macroscopic electric fields are clearly 
demonstrated in SiC/AIN, SiC/GaN, and GaN/AIN heterostructures grown by molecular beam 
epitaxy on 6H-SiC(0001). A significant contribution is due to the spontaneous polarization; the 
piezoelectric term alone would not explain the sign of the field measured in SiC/AIN. The 
experimental field has lower intensity as compared to theory: the role of electronic gap states at the 
surface is pointed out. A self-consistent tight-binding approach which is able to describe 
polarization fields, dielectric screening, and free carrier screening is applied for a more consistent 
theoretical discussion of the experimental data. The valence band offset (VBO) has been determined 
for all heterojunctions under study and the apparent dependence on the overlayer thickness, due to 
the presence of the strong polarization fields, has been pointed out in view of a correct determination 
of the VBO. The VBOs at the heterojunctions obtained by extrapolation to zero overlayer thickness 
are (substrate/overlayer): [(1.5-1.7)±0.1] eV for SiC/AIN, [(0.7-0.9)±0.1] eV for SiC/GaN, 
(-0.3±0.1) eV for AIN/GaN, and [(0.15-0.4)±0.1] eV for GaN/AIN. © 1999 American Vacuum 
Society. [S0734-21 lX(99)02704-3] 

I. INTRODUCTION 

Group III nitride heterostructures are meanwhile consid- 
ered in many applications, optoelectronic as well as power 
microelectronic devices.' When designing and simulating de- 
vice heterostructures the energy band scheme has to be 
known, in particular band offsets and macroscopic electro- 
static fields play a central role in the device performance. 
Beside space charge regions, which we are very familiar with 
in common semiconductor heterostructures, polarization 
charges resulting from polarization discontinuities at the het- 
erointerfaces characterize nitride heterostructures. 

The nitride equilibrium crystal structure is wurtzite, in 
which the uniaxial symmetry causes the presence of a spon- 
taneous polarization directed along the principal c axis. Such 
materials are commonly called pyroelectrics, but not neces- 
sarily a temperature variation has to be considered to tackle 
these polarization effects. The polarization discontinuity at a 
heterojunction, for instance, manifests itself with charges at 
the interface and with electrostatic fields, which in the ni- 

a)Electronic mail: rizzi.angela@unimo.it 

trides can be of the same order of magnitude as in ferroelec- 
trics (~ MV/cm). Furthermore, in the case of thin epitaxial 
strained layers the piezoelectric polarization also has to be 
taken into account. Since this latter one is more common for 
semiconductor heterostructures2 most of the experiments 
concerned with macroscopic electric fields in III-N hetero- 
structures so far have emphasized just the piezoeffect, over- 
looking the important contribution of the spontaneous 
polarization.3"7 On the other hand Bernardini et al. have very 
clearly pointed out the magnitude and the practical impor- 
tance of the spontaneous polarization by ab initio calcula- 
tions, which also provide the theoretical piezoelectric cou- 
pling constants of the nitride binary compounds.8' 

In this article, after recalling the main concepts on polar- 
ization effects in wurtzite nitride heterostructures, we present 
a series of photoemission experiments on the 6H-SiC/AlN, 
6H-SiC/GaN, and GaN/AIN heterostructures. A systematic 
in situ analysis considering, in particular, the dependence of 
the observed effects on the overlayer thickness reveals the 
presence of strong built-in electrostatic fields, which are in- 
duced by the macroscopic polarization, but lowered by the 
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presence of surface electronic states. The valence band offset 
at the heterojunctions are determined by XPS. A self- 
consistent tight-binding (TB) approach which is able to de- 
scribe polarization fields, dielectric screening, and free car- 
rier screening is applied for a more consistent theoretical 
discussion of the experimental data. 

II. POLARIZATION FIELDS IN THE WURTZITE 
HETEROSTRUCTURES 

In this section some basic concepts on the macroscopic 
polarization in wurtzite heterostructures shall be pointed out, 
that will be helpful for the discussion of the experimental 
results. For a deeper insight into this field, the reader is re- 
ferred to the original theoretical work.8"12 

In an anisotropic dielectric crystal the linear relationship 
between electrical induction D and electrical field E is more 
generally characterized by the presence of a constant term D0 

such that Dj = D0i+EikEk, where sik is the second-rank di- 
electric tensor.13 For most crystallographic symmetries D0 

vanishes, whereas in the remaining cases the dielectric me- 
dium shows a spontaneous polarization even in the absence 
of an external field. Since the physical properties of a crystal 
remain unchanged by any symmetry transformation, crystals 
that have a direction invariant for such transformations (e.g., 
uniaxial symmetry) have nonvanishing D0, which then lies 
in this direction. The wurtzite structure belongs to this crys- 
tal class. The spontaneous polarization can induce very 
strong electric fields, which cannot exist in large crystals 
because this would lead to a nonequilibrium situation: even 
if small, a finite conductivity always induces a current in the 
presence of a polarization field, which flows until the charges 
built up at the surface compensate the internal field. This 
effect does not hold for very thin heterostructure layers, 
where the electrostatic field can well be sustained. 

Theoretically the polarization calculated for a periodic 
system is a transverse polarization P7, i.e., it is derived in 
the absence of a depolarization field. In reality polarization 
charges present at surfaces and interfaces under the assump- 
tion of a uniform polarization give rise to the longitudinal 
polarization P1, the one measured in the presence of a depo- 
larization field. In the regime of linear response and in pres- 
ence of ion relaxation PT=s(0)PL, where e(0) is the static 
dielectric constant.14'15 

In the following we will restrict ourselves to contributions 
along the wurtzite c axis and for the general case of strained 
layers we get for the macroscopic transverse polarization 

IN-PLANE LATTICE MISMATCH TO GaN 
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p1 =psP+ <yp3. The latter term is the piezoelectric polariza- 
tion obtained via the piezoelectric stress coefficients e31 

?33 as = e32 and e-. 

SP3 = e31(e1 + e2) + e33e3, (1) 

where and e3 are the strains in the basal plane and 
along the c axis, respectively. The positive direction of the c 
axis points from the cation to the anion, along the longitudi- 
nal bond. Under the assumption of biaxial stress for thin 
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FIG. 1. Spontaneous (filled circles) and piezoelectric (open squares) polar- 
izations for the binary III-N compounds. The piezoelectric polarization is 
calculated for a pseudomorphic epitaxial layer on a GaN thick substrate, 
with the assumption of biaxial strain in the basal plane. The spontaneous 
polarizations are taken from Refs. 8 and 9. 

unrelaxed epitaxial layers the strain components along the c 
axis and in the basal plane are related to the elastic constants 
through e3=-2(C13/C33)e1.

16 

In Fig. 1 theoretical spontaneous and piezoelectric polar- 
izations are shown for the AIN, GaN, and InN system. The 
connecting lines represent the corresponding quantities for 
the alloys under the assumption of linear interpolation be- 
tween the binary compounds. The piezoelectric terms are 
calculated for pseudomorphic epitaxial layers on GaN 
(<5P3

3aN=0), which is the most common case in device het- 
erostructures. Relevant for the built-in electrostatic fields in 
multiquantum well heterostructures (MQWs) are the polar- 
ization differences between two interfacing layers.9 It can 
clearly be seen that while in the case of InGaN/GaN the 
piezoelectric contribution is dominant this is not at all the 
case for AlGaN/GaN heterostructures. Here the polarization 
differences are quite exactly the same and therefore, both 
contributions must be considered equally for a correct deter- 
mination of the electrostatic fields. 

In the case of interest here, a single heterojunction with a 
thin overlayer on top of a thick field free substrate, the po- 
larization fields in each layer i are simply given by 

Er 
J<e0 

(2) 

In Fig. 2 the band scheme is plotted for some selected 
single heterojunctions. With the assumption that the polar- 
ization fields can be sustained in very thin overlayers (<10 
nm of thickness) such fields are expected to be very high, of 
the order of 1-10 MV/cm. This is true even if only the 
spontaneous polarization is considered, in absence of strain 
(continuous lines). In the presence of strain, only the valence 
band is indicated under the assumption that the valence band 
discontinuity does not change significantly with the strain. 
There are some indications in the literature that at least for 
wurtzite GaN only small energy changes with strain are seen 
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FIG. 2. Calculated band scheme at some nitride heterojunctions by consid- 
ering the contribution of only the spontaneous polarization for relaxed het- 
erostructures according to Eq. (2) (continuous line). For each heterojunction 
as well the valence band for the case of a pseudomorphic overlayer. spon- 
taneous plus piezoelectric contributions, is shown (dashed line). Space and 
surface state charges are not considered. Polarization charge densities at the 
surface of the relaxed GaN and AIN overlayers as well as the electrostatic 
fields are shown (in parentheses for a pseudomorphic overlayer). 

in the highest valence band.17 Of course the gap energy and 
the conduction band minimum of the strained layer will be 
more affected by strain but these effects are not indicated 
here. 

In the following we will show how photoemission experi- 
ments can give insight into these polarization properties at 
single heterojunctions. The band offsets shown in Fig. 2 are 
those determined from our experiments (Sec. IV C). 

III. EXPERIMENT 

AIN and GaN epitaxial layers are grown by MBE with a 
rf plasma source for the activated nitrogen supply. The GaN/ 
SiC and AIN/SiC heterostructures are grown on ultrahigh 
vacuum clean 6H-SiC(0001)-(lXl) Si terminated sub- 
strates at a temperature of 620-640 °C. The AIN on GaN 
heterostructure is grown on a thick (~1 /mm) GaN epitaxial 
layer and the GaN on AIN on a thick AIN layer. In both 
cases the thick layers are deposited on a LT-A1N (20 nm)/ 
6H-SiC substrate. The growth temperatures are 790 °C for 
GaN, 790-870 °C for AIN, and 620 °C for the LT-A1N 
buffer. For all heterostructures under study successive thin 
overlayers are deposited with a total thickness between 0.5 
and 6 nm. After each deposition the sample is transferred in 
situ into the XPS unit, where photoemission spectra are mea- 
sured with monochromatized Al Ka radiation (hv 
= 1486.6 eV) and with an overall energy resolution of 0.43 
eV. After each deposition step both AIN and GaN surfaces 
show a clear (1X1) electron diffraction pattern (LEED), with 
the same orientation as on the substrate. 

Convergent beam electron diffraction (CBED) pattern 
analysis was applied to determine the polarity of nitrides 
grown by MBE on 6H-SiCsi. In this experiment the CBED 
pattern on a thick epitaxial GaN layer grown on an AIN 
(buffer)/6H-SiCSi substrate was measured and the polarity 
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AIN THICKNESS (nm) 

FIG. 3. XPS core level energy positions measured after successive AIN 
deposition steps, (a) Al 2p from the AIN overlayer; (b) C Is from the SiC 
substrate. Two independent sets of experiments (squares and circles) are 
shown. 

was evaluated by comparison with simulations. The ob- 
tained result is: GaN growth along the [0001] or Ga-face 
growth, which confirms analogous recent results.19 Here the 
same polarity (Al-face growth or correspondingly Si-N in- 
terface bond) is reasonably assumed as well for the thin AIN 
interface layer. 

The core level shifts observed in the following is ex- 
plained by the presence of an electric field in the overlayer, 
which bends the energy band diagram. In fact, due to the 
surface sensitivity of XPS the main contribution to the pho- 
toemitted signal arises from the topmost layers whereas the 
intensity from underlying regions is exponentially reduced 
according to the escape depth of the photoelectrons. The 
given data representation in Figs. 3-5 with decreasing bind- 
ing energy scales directly reflects the band bending direction. 

The valence band discontinuity at a given heterojunction 
is determined by three independent core level XPS 
measurements.20 In this study the Al2p, Ga3p, and C Is 
core levels are considered for the overlayers and the sub- 
strate, respectively. First the energetic distance of the core 
level relative to the valence band maximum Ev is determined 
on bulk standards. The energy difference A£'c/ = [E*"b 

— E°1] of the two core levels is then measured at the inter- 
face in the actual heterojunction and the valence band offset 
is given by 

\Ev=E™h-E°J=AEcl + [Ecl-Evr-[Ecl-EvYüb. 
(3) 
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FIG. 4. XPS core level energy positions measured after successive GaN 
deposition steps, (a) Ga 3p from the AIN overlayer; (b) C 15 from the SiC 
substrate. Two independent sets of experiments (squares and circles) are 
shown. 
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FIG. 5. XPS core level energy positions measured after successive deposi- 
tion steps, (a) Al 2s from the AIN overlayer; (b) Ga3/> from the GaN 
"substrate." (c) Ga3/> from the GaN overlayer; (d) Al 2s for the AIN 
substrate. Two independent sets of experiments (squares and circles) are 
shown in (a) and (b). 

IV. PHOTOEMISSION RESULTS 

A. AIN on 6H-SiC-GaN on 6H-SiC 

Figure 3 shows the evolution of the Al 2p and C 1 s core 
level binding energies measured after deposition of succes- 
sive AIN overlayers. Two independent sets of data are 
shown, corresponding to epitaxial layers grown under very 
similar experimental conditions. The dashed lines are only a 
guide to the eye for a qualitative recognition of the band 
bending in the overlayer and in the substrate. 

The Al 2p shifts to lower binding energies at increasing 
AIN thickness, up to 6 nm. The slope at lower thicknesses 
corresponds to an electric field £A1N~0.1 V/nm in the AIN; 
the shift tends to saturation at higher thicknesses. The C 1 s 
after a slight shift to lower EB shows an increasing binding 
energy with the overlayer thickness. The value of AEci is 
determined for each AIN thickness and obviously the shift of 
the core levels causes an apparent dependence of AEV on 
the AIN thickness [Eq. (3) and Fig. 6]. 

AIN on SiC 

8 

AIN on GaN 

0 2 4 6 8 
AIN THICKNESS (nm) 

0 2 4 
GaN THICKNESS (nm) 

6H-SiC AIN GaN 

EF- 
Ey- 

£„(eV) 
■£w(eV) 

2.1±0.1 3.59±0.1 2.36±0.1 
281.32C Is 71.41 Al 2p 102.59 Ga3p3/2 

150.17 Si 2s 115.93 Al 2s 17.46Ga3rf 

FIG. 6. Valence band offset as determined from the XPS core level mea- 
surements through Eq. (3). 

The same analysis has been performed for epitaxial GaN 
on 6H-SiC and the core level shift in dependence on the 
GaN thickness is shown in Fig. 4. The two series of data 
show the same trend for the substrate peak [Fig. 4(b)] 
whereas a different one is revealed for the overlayer core 
level [Fig. 4(a)]. The first set of data (open circles) has been 
obtained on four different SiC/GaN samples, each grown un- 
der the same conditions (T=620°C) but with increasing 
overlayer thicknesses. X-ray absorption spectroscopy at the 
Ga edge on these samples revealed that the growth of GaN is 
always relaxed.21 The electric field extracted here is 
£^}aN~0.05 V/nm. The second set of data (open squares) has 
been obtained from one and the same sample after successive 
growth steps (r=620°C) and shows an opposite direction 
of the built-in field, is°aN appproximately —0.06 V/nm. 

B. AIN on GaN-GaN on AIN 

The AIN/GaN and reverse heterojunctions have been re- 
alized on a thick GaN (AIN) epilayer, otherwise the experi- 
ments were performed within the same scheme as previ- 
ously. In Fig. 5 the core level shifts for the two 
heterojunctions are summarized, left AIN on GaN and right 
GaN on AIN. For the AIN on GaN a clear shift downwards is 
obtained for both core levels, more pronounced in the over- 
layer. The field in the AIN extracted by a linear interpolation 
of the points at lower thickness (<3 nm) is ZsA1N approxi- 
mately —0.23 V/nm. It is worth noting, that the thickness 
and energy scales are such that the slopes in all plots are 
comparable. More difficult is to identify a clear tendency for 
the GaN on AIN experimental data, the guide lines shown 
are drawn neglecting the points at the smallest thickness be- 
cause of the margin of error. 

C. Valence band offsets 

The valence band offset has been determined for each 
thickness by considering the core level energy distance at the 
heterojunctions, together with their distance from the VBM 
in their respective bulk materials [Eq. (3)]. The values deter- 
mined for the bulk standards are summarized in Table I. 

As can be seen in Fig. 6, AEV shows a dependence on the 
thickness for all heterojunctions, which arises from the core 
level shifts described in the previous sections. To eliminate 
any apparent dependence arising from the presence of polar- 
ization fields, we decided to determine the VBO at the dif- 
ferent heterojunctions as extrapolated value at zero thickness. 
These values are summarized in Table II. 
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TABLE II. Valence band offsets (eV) as determined by XPS by extrapolating 
the observed dependence at zero thickness (Fig. 6). A positive value indi- 
cates that the compound on the right-hand side has a lower valence band. 

Substrate AIN GaN 

6H-SiC 
AIN 
GaN 

(1.5-1.7)±0.1 

(0.15-0.4) ±0.1 

(0.7-0.9)±0.1 
-0.3 ± 0.1 

V. 6H-SiC/AIN AND 6H-SiC/GaN: BAND SCHEME 
AT THE HETEROJUNCTIONS 

A self-consistent sp2d5s* tight-binding approach which 
is able to describe the system in the whole Brillouin zone, 
thus allowing to consider both direct and indirect semicon- 
ductors has been applied.22,23 Moreover, the microscopic de- 
scription is able to treat thin overlayers, overcoming all the 
limitations of the envelope function methods. In this way a 
comprehensive theoretical discussion of the experimental 
data is provided. The parameter of our empirical TB model 
were determined by fitting DFT-LDA band structure as out- 
lined in Ref. 24. Self-consistency is obtain coupling the 
Schrödinger equation (in the TB basis) with the Poisson 
equation 

d did \ 

Tz
D=Tz[-°d-zV+pTH?-n)- (4) 

The (position-dependent) quantities D, e, and V are, respec- 
tively, the displacement field, dielectric constant, and poten- 
tial. The (position-dependent) transverse polarization PT is in 
general the sum of the spontaneous component calculated ab 
initio* and of the piezoelectric component. In this first study, 
only the band scheme at relaxed overlayers (no piezoelectric 
component) will be presented and discussed. 

The band scheme close to the n-6H-SiC/2H-AlN het- 
erojunction has been calculated [Fig. 7(a)]. The substrate 
doping is «=1018cm~3, the AIN overlayer is undoped. It 
can be seen that the polarization field bends the band scheme 
upwards in AIN, with £ = 0.75 V/nm independent of the 
overlayer thickness. No bending is observed in the substrate. 

- 6H-SiC 

Q)  4 

2H-AIN 

:<a) SDOS=lo'W2eV1 

- 6H-SiC 2H-AIN 

1     ' 

: 

- "V^ 
: (b> 
.i.i. 

SDOS=31013cm"2eV1 

-6    -4    -2    0 '  2 
z(nm) 

6     8-8-6 -4-2024 
z(nm) 

6     8 

FIG. 7. TB self-consistent calculation of a relaxed AIN/SiC heterostructure 
for growing thickness of the overlayer and taking into account the role of a 
constant surface density of states SDOS (sketched with vertical dashed 
lines), (a) and (b) refer to different values of the SDOS at the AIN surface, 
located from 2.5 to 4.5 eV above the VBM. 

Experimentally a similar upwards bending is measured as 
can be seen from the M2p core level shifts in Fig. 3(a) 
however with a field, —0.1 V/nm, lower than calculated. 
Taking into account a strain induced field (Epz 

= — 0.23 V/nm) in the case of a pseudomorphic AIN over- 
layer would only slightly reduce the field due to the sponta- 
neous polarization (Fig. 2), not enough to explain the experi- 
mental data. It is worth noting here that since the 
piezoelectric field points in the (0001) direction, neglecting 
the contribution of the spontaneous polarization would result 
in a downwards band bending in AIN, obviously in contra- 
diction with the experiment. 

A probable mechanism for the reduction of the polariza- 
tion field is related to the presence of AIN surface states. 
These are accounted for in a simplified way, by considering 
a uniform distribution in the AIN gap. The energy position of 
the AIN gap states is between 2.5 and 4.5 eV above the AIN 
VBM; their charge neutrality level is in the middle. This 
midgap surface density of states (SDOS) is in qualitative 
agreement with the surface state energies calculated for a 
(1X1) ideal surface.25 Furthermore it is consistent with the 
EF energy position close to midgap determined experimen- 
tally (Table I). Different electronic properties have been in- 
ferred for the AIN (0001) surface by Wu and Kahn,26 which 
derive a pinning of the Fermi level in the upper part of the 
gap, 1.4 eV from the CBM. Two main points are noticed 
here: (i) the AIN in Ref. 26 has been grown on a large mis- 
matched substrate, Si(lll), (ii) the surface analysis has been 
performed in a separate UHV system after repeated nitrogen 
sputtering and annealing cycles to get a clean surface. We 
think both are critical issues in achieving a well- defined 
(intrinsic) surface. The in situ analysis of the MBE as grown 
surface performed in our study guarantees a surface structure 
closer to the ideal one; furthermore, the chosen growth con- 
ditions ensure a two dimensional growth of AIN on 6H-SiC, 
as confirmed by the exponential attenuation of the substrate 
core level intensities. 

We have performed several calculations for a surface den- 
sity of states ranging between 1012 and 1016cm~2eV_1. Fig- 
ure 7(b) shows the surface state (SS) effect for an interme- 
diate SDOS (3Xl013cm~2eV_1). At increasing AIN 
thickness the SS carries an increasing positive charge, which 
partially compensates the negative surface polarization 
charge. As a consequence the electric field intensity de- 
creases with the AIN thickness. The energy shift of the va- 
lence band edge qualitatively reproduces the experimental 
Al 2p core level shift in Fig. 3(a). Even the substrate C 1* 
energy shift [Fig. 3(b)] can be explained by the downward 
bending in SiC induced by the positive surface charge in 
AIN, which attracts electrons from the SiC close to the het- 
erojunction. 

The interplay of AIN surface states with the polarization 
fields is further supported by the adsorption of activated hy- 
drogen on the AIN surface. This experiment has been carried 
out for several samples and systematically a 0.2 eV shift of 
the Al 2/7 towards lower binding energies is observed. This 
is consistent with the removal of the surface state DOS in the 
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FIG. 8. TB self-consistent calculation of a relaxed GaN/SiC heterostructure 
for growing thickness of the overlayer and taking into account the role of a 
constant surface density of states SDOS (sketched with vertical dashed 
lines), (a) and (b) refer to different values of the SDOS at the GaN surface, 
located from 2.4 to 3.4 eV above the VBM. 

gap, i.e., of the compensating positive charge, with conse- 
quent increase of the polarization field in the overlayer. 

An analogous model has been considered for the relaxed 
6H-SiC/GaN heterojunction in Fig. 8. A GaN SDOS has 
been assumed between 2.4 and 3.4 eV, consistent with pre- 
vious determinations of the Fermi level pinning at such 
surfaces.27'28 Even in this case the SDOS induces a reduction 
of the polarization field in GaN, according to the same charg- 
ing behavior as for AIN. This scheme would account for the 
set of data with an upward shift in Fig. 4. A different mecha- 
nism must be responsible for the downward shifting squares. 
A strained SiC/GaN heterostructure would explain the ob- 
served results, as seen in Fig. 2. Since the growth conditions 
are different for the two cases (Sec. IV A) this assumption 
cannot be excluded a priori, but needs experimental confir- 
mation. 

We now turn to the AIN on GaN and reverse heterojunc- 
tions for which a more qualitative discussion, based on the 
band scheme in Fig. 2 is presented here. As already pointed 
out in Sec. IV B the AIN on GaN shows a pronounced shift 
for thicknesses lower than 3 nm, with a decreasing slope at 
higher overlayer thicknesses. The critical thickness in a GaN/ 
AIN multilayer structure has been determined to be around 3 
nm6 and a lower field is expected for a relaxed AIN layer as 
compared with the pseudomorphic structure (Fig. 2). The 
experimental data are well consistent with this picture, but 
the band bending has the opposite sign. A straightforward 
explanation is that the polarity of the AIN grown on GaN has 
changed to [000f] (N face), opposite to that of ultrathin AIN 
grown directly on 6H-SiC. This could be explained if the 
growth of ultrathin AIN on GaN at the experimental condi- 
tions chosen here is affected by the presence of antiphase 
domains. A TEM analysis of the kind of samples presented 
here is in progress. 

The last heterojunction is GaN on AIN [Figs. 5(c) and 
5(d)]. Since we only have one set of data, these results 
should be treated as preliminary. If any tendency is observed, 
this corresponds to the growth of a relaxed GaN overlayer on 
top of AIN. 

VI. VALENCE BAND OFFSETS AND POLARIZATION 
FIELDS 

It is worthwhile to point out the main message here: if not 
aware of the role played by the strong polarization fields in 
nitride heterostructures the VBO determination by XPS 
might well be erroneous. In fact, Fig. 6 clearly shows that a 
band offset value obtained for a single overlayer thickness is 
meaningless. Since the potential step at a heterojunction is 
determined by the band structure of the two interfacing sol- 
ids and extends just over one or two atomic interface planes, 
in our opinion the experimental value which best represents 
the band offset is that obtained by extrapolation to zero 
thickness of the overlayer (Table II). 

All heterojunctions but GaN on 6H-SiC are of type I 
(straddled), whereas the 6H-SiC/GaN is staggered. Our re- 
sults for 6H-SiC/AlN are in good agreement with the only 
experimentally determined ones known to us at the same 
heterojunction,29 if one considers that there the value of (1.4 
±0.3) has been measured on a 1-2 nm thick AIN. Theoret- 
ical calculations give a wide range of values for the polar 
SiC/AIN and SiC/GaN heterojunctions, depending on the in- 
terface compositions,30'31 in particular valence band offsets 
for SiC/AIN as high as 2.5 eV are obtained for neutral inter- 
faces with an Al/Si mixed plane and as low as 1.3 eV with a 
N/C mixed plane.30 We do not have any experimental evi- 
dence of a strong intermixing at the two heterovalent inter- 
faces, which would be evident with reacted core level com- 
ponents at the lowest overlayer thicknesses. Interestingly at 
the SiC/GaN interface the band discontinuity is completely 
found in the valence band, which makes the GaN very ap- 
pealing as a wide band gap emitter in n-GaN/p-SiC/n- 
SiC HBTs. This band alignment in fact results in a very low 
base-emitter current, which improves the transistor perfor- 
mances. The value of 0.8 eV confirms the result obtained on 
device structures32 and is higher than the valence band bar- 
rier of 0.43 eV for holes, determined by temperature depen- 
dent current gain measurements by Pankove et al.33 Empiri- 
cal tight-binding calculation of the branch-point energy of 
the continuum of interface-induced gap states has been re- 
ported to describe the band lineup at semiconductor 
heterostructures.34 Values for the VBO of 1.53 and 0.93 eV 
are derived for SiC/AIN and SiC/GaN, respectively, in ex- 
cellent agreement with our experimental data. 

More puzzling are the data reported in the literature for 
the AIN/GaN system. A comprehensive table of experimen- 
tal and theoretical VBO is reported by King et äl. in Ref. 35. 
Experimental values reported up to now ranges from 0.5 eV 
(Refs. 35 and 36) through 0.7-0.8 eV (Refs. 35 and 37) up to 
1.36 eV.38 With the exception of Ref. 36, where the band 
discontinuity is obtained from the energy position in the gap 
of the (—/0) acceptor levels of iron, all the other studies are 
concerned with the VBO determination from XPS experi- 
ments. An extensive discussion about the reason of the large 
differences in the XPS determined VBOs is found in Ref. 35. 
We in principle agree with the conclusion drawn there, that 
the discrepancies are most related to differences in the 
heterostructure material quality, such as surface preparation, 
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defects, and stoichiometry. It is worth noting that the choice 
of the Ga 3d as the reference core level in GaN, which is the 
one generally considered in the literature, is in this respect 
questionable. In fact it is well known that due to the strong 
hybridization of the d bands with the bottom s-like valence 
band stemming from N2s, the Ga3d levels cannot be 
treated as inert.39 This explains the large scattering of the 
Ga3d-VBM energy values observed in the literature (cf. 
Table II in Ref. 35) with reference to different material qual- 
ity. For this reason the deeper Ga3/?3/2 is chosen in our 
experiment, which also has a binding energy much closer to 
the Al 2s and therefore very similar photoelectron escape 
depth. 

The VBO value of -0.3±0.1 eV for GaN on AIN is 
smaller than any value reported up to now in the literature.35 

It has already been noticed that the upwards shift of the 
Ga3p core level with increasing thickness in Fig. 5 is an 
indication of a nonstrained GaN. We therefore assign this 
value to a relaxed AIN/GaN heterostructure. More difficult is 
to give a VBO value for the reverse heterojunction, AIN on 
GaN (Fig. 6). The large shifts with the overlayer thickness 
observed in Figs. 5(a) and 5(b) force us to indicate an energy 
range extracted from the lower thickness values (0.15-0.4) 
±0.1. Whether or not this corresponds to a strained hetero- 
structure is unclear even though a trend with the thickness is 
recognized; furthermore the sign of the polarization fields 
has to be cleared as discussed in the previous section. We 
also here determine very small values, as compared with the 
literature. A tendency towards larger apparent VBO values 
is seen at increasing thicknesses for both AIN/GaN hetero- 
structures (Fig. 6). This is apparent in the sense that is 
masked by the presence of the large polarization fields, how- 
ever the trend possibly related to the AIN relaxation gives 
VBO values which increase with strain relaxation. Theoreti- 
cal studies calculate for wurtzite GaN/AlN(0001) VBOs 
which range from 0.57 to 0.85 ev.34-40"42 Even though strain 
effects are emphasized, the two works which report on 
strained heterojunctions give values at the opposite sides of 
the range for the same AIN/GaN system: 0.57 eV40 and 0.85 
ey 42 jjjg VBOS for nonstrained heterostructures are found 
in between.34'41 The value of 0.2 eV calculated by Bernardini 
and Fiorentini for strained AIN on GaN compares fairly well 
with our experiment. The large strain induced asymmetry 
calculated by the same authors, 0.2 eV for AlN/GaN(0001), 
0.85 for GaN/AlN(0001), is not reproduced by our experi- 
ment. On the other hand there is evidence for a relaxed GaN/ 
A1N(0001) heterostructure in our experiment, which would 
explain the discrepancy with the theory. 

VII. CONCLUSIONS 

From a series of in situ photoemission experiments mac- 
roscopic electric fields are clearly demonstrated in wurtzite 
nitride heterostructures grown by MBE on 6H-SiC(0001). A 
significant contribution is due to the spontaneous polariza- 
tion; the piezoelectric term alone would not explain the sign 
of the field measured in SiC/AlN. The experimental field has 
lower intensity as compared to theory: the role of electronic 

gap states at the surface is pointed out. For AIN the influence 
of such band gap states has been evidenced by hydrogen 
absorption. The valence band offset has been determined for 
all heterojunctions under study and the apparent dependence 
on the overlayer thickness, due to the presence of the strong 
polarization fields, has been pointed out in view of a correct 
determination of the VBO. The VBOs at the heterojunctions 
obtained by extrapolation to zero overlayer thickness are 
(substrate/overlayer): [(1.5-1.7)±0.1] eV for SiC/AlN, 
[(0.7-0.9)±0.1] eV for SiC/GaN, (-0.3+0.1) eV for AIN/ 
GaN, and [(0.15-0.4) ±0.1] eV for GaN/AlN. 
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We present an investigation of Gd, Dy, Er, and Lu silicides epitaxially grown on «-type Si(l 11) 
using scanning-tunneling microscopy, low-energy electron diffraction, and core-level 
photoemission. With varying silicide film thickness, we observe structurally, electronically, and 
chemically different silicide phases. In particular we found that the Si-2p photoelectron spectra 
from monolayer silicides are different from those at higher coverages. This observation is attributed 
to the structure of the layered hexagonal silicide, with a Si vacancy lattice only present in case of 
multilayer films. Furthermore, we observe peculiar electronic properties: An extremely low band 
bending is found in the monolayer range, with a Fermi-level position of only 0.08 ±0.05 eV below 
the conduction-band minimum of silicon, representing the lowest value ever observed on «-type 
silicon. With increasing coverage, a final Schottky-barrier height of 0.32± 0.05 eV is obtained. This 
behavior is interpreted as a consequence of the developing metallicity of the silicide overlayer and 
will be discussed in the framework of theoretical models for Schottky-barrier formation. © 1999 
American Vacuum Society. [S0734-211X(99)03404-6] 

I. INTRODUCTION 

The atomic arrangement and the electronic structure of 
metal overlayers on semiconductors are of considerable in- 
terest, both because of their importance for contacts in mi- 
croelectronic devices and for a fundamental physical under- 
standing. From a technological point of view, one main goal 
is to find materials forming a stable interface with low lattice 
mismatch. Their applicability depends further on their 
Schottky-barrier height. The barrier heights of common met- 
als such as Al, Ag, Cu, and Au on n-type Si fall in the range 
between 0.7 and 0.8 eV, whereas only a few Schottky con- 
tacts are known with lower values, e.g., Hf and Ti silicides 
with barrier heights scattering between 0.5 and 0.6 eV.1 

Silicides of the heavy trivalent lanthanides (Ln) on 
Si(lll), in contrast, show even lower Schottky-barrier 
heights of only 0.3-0.4 eV, currently representing the lowest 
known values for metal/n-Si contacts.2 This behavior makes 
them in particular interesting for applications as ohmic con- 
tacts for n-type Si. Furthermore, the corresponding high bar- 
rier height on p-type Si substrates3 is an interesting property 
for infrared detectors or photovoltaic applications. Moreover, 
these silicides are characterized by a small lattice mismatch 
relative to the Si(lll) surface, ranging from zero to 2.5%, 
therewith allowing epitaxial growth with chemically sharp 
interfaces and a high degree of crystallinity and structural 
perfection. These interfaces are thus well suited for a micro- 
scopic understanding of the structural and electronic proper- 
ties as well as their influence on Schottky-barrier formation. 

Ln silicides can be grown on Si substrates by codeposi- 
tion of Ln and Si at elevated temperatures or by solid-phase 
epitaxy,   i.e.,   by   Ln   deposition   on   Si   and   subsequent 

"'Electronic mail: daehne@physik.tu-berlin.de 

annealing.2'4"6 In the latter case, the diffusion processes nec- 
essary for silicide formation give rise to a complex interplay 
of energetics and kinetical processes, requiring a detailed 
control of the process parameters. 

In the present article, we report on a detailed study of the 
epitaxial growth, the chemical composition, and the 
Schottky-barrier formation of silicides from the heavy triva- 
lent lanthanides Gd, Dy, Er, and Lu on n-type Si(lll) by 
means of scanning-tunneling microscopy (STM), low-energy 
electron diffraction (LEED), and in particular high-resolution 
core-level photoemission spectroscopy (PES). The high 
spectral resolution in the PES experiments allows for the first 
time to identify chemically different components of the 
Si-2/7 lines as a function of silicide thickness, while the Ln- 
4/ spectra always consist of only one component. This be- 
havior can be interpreted within the A1B2 structure model for 
the silicide, developing Si vacancies in case of thicker films.7 

Furthermore, the variation of the Schottky-barrier height 
with the film thickness of the silicide is monitored using the 
Si-2/7 substrate emission. In the monolayer regime, we found 
the lowest barrier heights ever observed for metal/n-Si inter- 
faces, increasing towards higher values with growing film 
thickness.8 This behavior is assigned to the developing me- 
tallicity of the silicide films. 

II. EXPERIMENTAL DETAILS 

The PES experiments were performed at the PM-2 and 
PM-5 beamlines of the Berlin storage ring BESSY I, using a 
hemispherical Leybold EA-11 electron-energy analyzer in 
normal-emission geometry with an angular acceptance of 
about ±10°. The total-system resolution varied between 200 
and 300 meV [full width at half maximum (FWHM)], de- 
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pending on the photon energy. The reproducibility of the 
kinetic energies was 0.01 eV. In addition, LEED and STM 
were used for structural analysis. ■ ••-•■• 

The n-type Si(lll) wafers (10-20 ft cm) were rinsed 
with ethanol and destilled water before transfer into the ul- 
trahigh vacuum. For the preparation of clean and well or- 
dered Si(lll)7X7surfaces, the samples were thoroughly 
outgassed at 600 °C for several hours. Then the Si-oxide 
layer was removed by a series of rapid heating up to 
1200 °C, and the sample was subsequently cooled down 
slowly to room temperature with rates of 50°C/min between 
900 and 700 °C in order to provide sufficient formation time 
for the 7X7 reconstruction.9 The sample temperature was 
controlled by means of an infrared pyrometer. 

Silicide films were prepared by vapor-phase deposition of 
different high-purity Ln metals (Gd, Dy, Er, and Lu) out of 
W crucibles heated by electron bombardment. The evapora- 
tion rates of typically 1 Ä/min were controlled using a 
quartz-crystal oscillator. Subsequent annealing at 
500-600 °C yields epitaxially ordered silicide films. Their 
high degree of crystallinity is evidenced by sharp LEED pat- 
terns. The base pressure in the experimental chamber was 
5X10*" mbar, rising to 5X10~10 mbar during sample 
preparation. 

III. RESULTS AND DISCUSSION 

A. Growth of epitaxial silicide films 

A variety of techniques has been used to determine the 
atomic structure of epitaxial Ln suicides on Si(l 11), with the 
main emphasis on Dy and Er suicides.10"17 Since it was 
found that Dy and Er behave in a similar way, it can be 
assumed that these findings are representative for most of the 
members of the chemically similar heavy trivalent Ln. 

For submonolayer coverages of 0.5 Ä Dy on Si(lll) the 
STM topograph in Fig. 1(a) shows that the Si( 111)7 X 7 sur- 
face is inhomogeneously covered by silicide patches with a 
2V3X2\/3R30° superstructure interspersed with domain 
boundaries, which are related to kinetic limits during layer 
formation. In a detailed STM study on Er submonolayers it 
was demonstrated that the corresponding unit cell consists of 
two inequivalent halves filled with a total of six Er atoms.16 

Therefore this reconstruction will be obtained for coverages 
around 0.5 monolayers. Most probably this specific structure 
is not significant for the interface geometry of thicker films, 
where more Ln is available. 

At increasing coverages the growth of flat silicide 
terraces is observed, as shown in Fig. 1(b). This monolayer 
silicide, which can be prepared from about 2.6 Ä Ln, has a 
p(lXl) structure with threefold rotational symmetry. The 
corresponding atomic structure consists of an ordered hex- 

• agonal monolayer of Ln atoms accommodated underneath a 
buckled Si surface layer, which is similar to the (111) bilay- 
ers in bulk Si. This structure is shown in Fig. 2(a) and can be 
considered a single LnSi2 layer with one Ln and two Si at- 
oms in each (1 X 1) unit cell.15 

With further increasing coverage, the growth of epitaxi- 

(a) 0.5 Ä Dy 

2\;3x2'\ '3R30° 
*   '■■■ 

•    i       * 
Si(Nl)7x7     " 

hTof 

—    200 A    - 

(b) 1.5 Ä Dy 

400 A 

(c) 20 Ä Dy 

looo A 

FIG. 1. STM images of Dy suicides on Si(l 11) prepared by Dy deposition 
and subsequent annealing, (a) 2V3X2V3R30° superstructure of a sub- 
monolayer annealed at a temperature of 7*o = 500 °C, (b) coexistence of the 
2 %/3 X 2 V3R30" superstructure with (1X1) reconstructed Dy-silicide islands 
formed at Ta = 500 °C, and (c) topography of a thick silicide film formed at 
ra = 600 °C. Some screw dislocations are indicated by arrows. 

ally ordered Ln3Si5 layers is observed, as depicted in Fig. 
1(c). This bulk-like silicide forms a defected AlB2-type 
structure, consisting of stacked hexagonal Ln planes and 
graphite-like Si planes with an ordered arrangement of 
vacancies at every sixth Si lattice site,7 as shown in Fig. 2(b). 
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(a) 1 monolayerLnSi2/Si(lll) 
Silicide Surface:- 
buckled Si layer 

© Si(R) 

G Lanthanide 

Substrate 

• Si(B) 

(b) 3 monolayers Ln3Si5/Si(lll) 
Silicide Surface: 
buckled Si layer 

Silicide Bulk: 
Si hexagons with 
vacancies 

e Si(Rl) 

O Lanthanide 
© Si(R2) 

o  Si vacancy 

Substrate 
• Si(B) 

FIG. 2. Sketch of the atomic structure of (a) one monolayer LnSi2 and (b) 3 
monolayers Ln3Si5 on Si(l 11) (Refs. 7 and 15). See the text for details. 

Its surface is again formed by a buckled Si layer without 
vacancies and was shown to be essentially identical to that 
of the monolayer silicide.13"15 In LEED experiments of 
Gd, Dy, and Er silicide films, we observed the characteristic 
^3 X X/3R300 pattern, which is assigned to an ordered super- 
lattice of Si vacancies producing a -J3 X </3 mesh in the sil- 
icide film. In contrast, we found a (1X 1) pattern in case of 
several monolayer thick Lu coverages, indicating a different 
structure. This may be related to the Ln contraction towards 
the heavier Ln metals.18 It should be mentioned that the 
growth of thick layers is relatively free of defects, but nev- 
ertheless accompanied by pinholes, stacking faults, and 
screw dislocations, as demonstrated in STM images like the 
one in Fig. 1(c). This growth behavior indicates the strong 
influence of formation kinetics, resulting in incomplete dif- 
fusion of the Ln and Si atoms upon postgrowth annealing. 

B. Photoemission results 

The electronic structure was studied in detail with PES. In 
Figs. 3 and 4, spectra of the Si-2p core level are presented 
for Er silicides. "~ 

In order to demonstrate the spectral behavior upon silicide 
formation, Fig. 3 shows S\-2p spectra of the bare Si(lll) 
7X7 surface as well as after deposition of 5 A Er and sub- 
sequent stepwise annealing up to 600 °C. After Er deposition 

Eri.xSix/Si(lll)S 
i    ■    i    ■ 

Si-2p 

hv = 130eV          J| 
e =5ä   r*z&. Er                               4             $P \ epitaxial 

L      silicide T = 600 °C j       v£ 

£? 
T = 500 °C   /      ^2. 

<» 
Ö « 
Ö 

:^>A Er rich 
as deposited JHF       ^ jJi^L silicides 

i.i.i. 

^  
i.i. 

25 26 27 28 29 

Kinetic Energy (eV) 

FIG. 3. Photoemission spectra of the Si-2p core level of 5 Ä Er on 
Si( 111)7X7 recorded at a photon energy of 130 eV as a function of an- 
nealing temperature Ta, demonstrating silicide formation. The spectra are 
normalized to equal heights. The shaded areas indicate the contribution from 
Si reacted with Er. 

the substrate spectrum is superposed by intense features lo- 
cated at the high kinetic-energy side (shaded in Fig. 3). Since 
Si is the element with higher electronegativity, spectral com- 
ponents from Si reacted with Ln are expected to shift to 
higher kinetic energies with respect to those from nonreacted 
Si.1 Therefore the new features can mostly be assigned to Si 
diffused into the Er overlayer forming an Er-rich silicide. 
After annealing at 500 °C a noticeable decrease in intensity 
of this Er-rich silicide occurs, resulting in the growth of a 
narrow line at lower kinetic energies dominating the Si-2p 
spectrum. This behavior indicates the formation of the epi- 
taxial silicide. The disappearance of the Er-rich component is 
observed after further annealing at 600 °C and is assigned to 
complete silicide formation. 

In the following, the annealing temperatures were ad- 
justed to minimize the contribution from the Ln-rich compo- 
nents in order to achieve the best silicide formation with a 
large degree of ordering. At these temperatures, the LEED 
patterns exhibit sharp spots and the STM images show ex- 
tended flat areas, further demonstrating the high crystallinity. 

More details about the silicide formation can be inferred 
from Fig. 4, where a representative set of Si-2/? spectra as a 
function of Er exposure is shown for optimum annealing 
temperatures, together with the components of a least- 
squares fit analysis. The data are taken at different photon 
energies in order to tune the escape depth of the photoelec- 
trons, resulting in the highest surface sensitivity at hv= 130 
eV. In this way, an unambiguous assignment of the spectral 
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"i—'—i—^h—'—i—i—i—i—i—i—HI-' T    '    i    '—i—'—r 

hv = 110eV Er    Si/Si(lll)   Si-2/? hv = 250eV 

e 

1-X       X 

hv = 130eV 

147    148    149    150 

FIG. 4. Photoemission spectra of the Si-2p core level 
for Er silicides on Si(lll) recorded at photon energies 
of 110, 130, and 250 eV as a function of Er coverage. 
The spectra (bold dots), normalized to equal heights, 
are shown together with the corresponding line shape 
analysis, consisting of substrate bulk (B, B*, thick solid 
lines), substrate surface (S, thin solid lines), reacted sil- 
icides (R, Rl, R2, thin solid lines), and minor compo- 
nents related to edges, pinholes and screw dislocations 
(thin dotted lines). The latter components were mini- 
mized by selecting an appropriate annealing tempera- 
ture Ta . The energy variation of the substrate bulk sili- 
con component, which reflects the band bending 
behavior, is indicated by the solid vertical lines. 

Kinetic Energy (eV) 

components to the silicide or to the underlying substrate is 
possible on the basis of their relative intensities. 

The spectra are well described by a superposition of 
Lorentzian peaks (FWHM=0.08±0.02 eV) convoluted by a 
Gaussian for describing both experimental resolution and 
crystalline order. Asymmetric Doniach-Sunjic shapes were 
also tried, since the Si( 111)7X7 surface as well as the lan- 
thanide silicides exhibit metallic character, but did not result 
in an improved fit of the line shape. An exponential back- 
ground was used to simulate the secondary-electron contri- 
bution at hv= 110 eV, and an integral background was taken 
to describe the contribution of inelastic processes at hv 
= 130 and 250 eV. 

The spectra of the bare Si( 111)7X7 surface consist of 
five identically spin-orbit split doublets, which originate 
from the substrate bulk (thick solid subspectrum B) and dif- 
ferent surface sites (thin solid subspectra S).19 For Er cover- 
ages between 0.5 and 1 Ä only weak changes occur (not 

shown here). According to the manifold lattice sites observed 
by STM,16 a variety of weak spectral components contributes 
to the spectra, making an unambiguous assignment impos- 
sible. 

At Er coverages of 2 Ä, the substrate-bulk signal shifts to 
lower kinetic energies. This observation is caused by band 
bending and will be discussed in detail in Sec. Ill D. In ad- 
dition, the Si-2/? substrate emission is now superposed by 
one doublet from reacted silicon (thin solid subspectrum R), 
shifted by 0.54 ±0.03 eV to higher kinetic energies with re- 
spect to the bulk-substrate component. This chemical shift is 
assigned to the above-mentioned charge transfer from Er to 
Si. Furthermore, there is still a weak unshifted spectral con- 
tribution (B*) from the bulk underneath the initial bare 
Si( 111)7X7 surface or the 2V3X2V3R300 reconstructed 
monolayer, demonstrating that the surface is not completely 
covered by the silicide monolayer. This behavior is also sup- 
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ported by the STM image shown in Fig. 1(b) as well as by 
the nominal Er coverage, which is only sufficient for about 
0.8 monolayers of the silicide. 

Upon exposure of 5 Ä Er and more, i.e., for several 
monolayer thick films, the substrate component shifts back to 
higher kinetic energies, and its intensity decreases relative to 
the emission from the silicide overlayer. The latter is now 
characterized by two silicide doublets (thin subspectra R\ 
and R2) shifted by 0.36±0.04 and 0.65±0.04 eV to higher 
kinetic energies with respect to the bulk-substrate compo- 
nent. This behavior clearly reflects the structural transition 
from the p(l X 1) to the V3X V3R300 symmetry observed 
by STM and LEED,15 as will be discussed in Sec. IIIC. 

In general, the Ln-silicide components are characterized 
by very sharp core-level features, indicating the high crystal- 
linity of the silicide. Nevertheless, there are still weak spec- 
tral contributions (thin dotted subspectra) at the low- and 
high-energy sides of the S\-2p emission, which regularly 
amount to less than 5% of the total spectral intensity. These 
subspectra are attributed to particular atomic sites at terrace 
edges, pinholes, or screw dislocations, as observed in Fig. 
1(c). It was found that these components have their lowest 
intensity, when annealing was performed at 600 °C. At even 
higher annealing temperatures, the substrate emission in- 
creases again, already indicating desorption, hole formation, 
or clustering of the silicide film. 

For the other Ln silicides prepared from Gd, Dy, and Lu, 
a very similar spectral behavior as in Fig. 4 has been ob- 
served. This is demonstrated in Fig. 5, where a comparison 
of Si-2/7 spectra of samples prepared by deposition of 5-Ä- 
thick Gd, Dy, Er, and Lu films and subsequent annealing is 
shown. In particular, the silicide components Rl and R2 
appear with similar chemical shifts and relative intensities, as 
well as component R in case of the monolayer (not shown 
here). Small variations in intensity will be discussed in 
Sec. IIIC. 

The respective Ln-4/ core-level and valence-band photo- 
emission spectra are presented in Fig. 6. The clean 
Si( 111)7X7 surface displays the typical structure of the 
density of states of the Si valence band.20 Minor differences 
in spectral shape can be attributed to variations in detection 
geometry. The 4/ emission from the trivalent Ln becomes 
visible after a Ln deposition of 1 Ä in all four cases. With 
increasing Ln coverage, these final-state multiplets strongly 
increase in intensity relative to the Si valence-band emission 
and finally dominate. In addition, the 4/ emission gradually 
shifts to higher kinetic energies, i.e., to lower binding ener- 
gies. In particular, abrupt shifts are observed in the coverage 
range between 1 and 5 Ä, when new structural phases are 
built. At coverages exceeding 10 Ä, the binding energies of 
the 4/ multiplet remain constant and are located close to the 
characteristic values for the respective elemental Ln metals. 
A comparison of the 4/ final-state multiplets with results 
from intermediate-coupling calculations21 clearly shows that 
the photoemission lines consist of only one component, 
while the observed energy splittings are increased by about 
5%-10% with respect to the theoretical values. 

T 1 1 1 1 1 1 ■ r 

Ln^SWSiUll)  Si-2p 
hv=130eV 

25       26       27       28       29 

Kinetic Energy (eV) 

FIG. 5. Photoemission spectra of the Si-2p core level recorded at a photon 
energy of 130 eV for silicides formed from 5 Ä of the various Ln metals. 
The spectra are normalized to equal heights and are aligned to equal 
substrate-bulk position. For more details see Fig. 4. 

It is further observed in Fig. 6 that the density of states at 
the Fermi level increases with film thickness. In the mono- 
layer regime, the emission close to the Fermi level is usually 
much lower than for thick overlayers, indicating a semime- 
tallic behavior. For thicker silicide films, in contrast, a higher 
density of states with a clear Fermi edge is observed. 

C. Origin of the spectral components 

In this section the occurrence of the two different spectral 
components Rl and R2 will be discussed, which were ob- 
served for thick Ln3Si5 films, but not in case of the LnSi2 

monolayers. We can propose a simple model for an assign- 
ment of these components, which is based on the layered 
crystallographic structure of the epitaxial Ln silicide, where 
the formation of Si-sp2 hybrids evokes a strong bonding 
anisotropy. Along this line, the main chemical interaction 
leading to different spectral components is occurring within 
the Si planes, while the interactions between Si planes and 
the neighboring Ln layers or the vacuum play only a minor 
role. In this way, surface effects may be neglected as well, 
despite the buckled surface structure. As shown in Fig. 2(b), 
there are two inequivalent sites of silicon atoms in the hex- 
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GdjJSi/SiClll) 
hv = 130 eV 

Gd4f' 

FIG. 6. Photoemission spectra of the 
Ln-4/ final-state multiplets taken at 
various Ln coverages. For coverages 
©Ln=S2 Ä the samples were annealed 
at 500 °C, for higher coverages at 
600 °C. The original experimental 
data (bold dots) are normalized to the 
photon flux and connected by 
smoothed solid lines. The results from 
intermediate-coupling calculations 
(Ref. 21) with appropriate adjustment 
of the energy splitting are shown be- 
low the respective uppermost spectra. 

Kinetic Energy (eV) 

agonal planes of Ln3Si5: those bound to three next silicon 
atoms and those located next to a silicon vacancy, thus 
bound only to two silicon atoms and having one dangling- 
bond orbital. Therefore two spectral components R1 and R2 
are expected in the Si-2p spectra. The observation of only 
one silicide component R in the monolayer regime is in good 
agreement with this model, since only one single bonding 

configuration exists for the Si atoms in the monolayer sili- 
cide, as shown in Fig. 2(a). It should be noted here, that the 
observation of only one spectral component in the Ln-4/ 
spectra is always expected, since only one lattice site exists 
for all coverages. 

The components Rl and R2 of the Si-2p spectra can now 
be assigned by using their relative photoemission intensities 
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FIG. 7. Mean-free paths of the photoelectrons for the different Ln silicides as 
a function of kinetic energy relative to EF shown together with the universal 
curve (Ref. 23). For clarity, symbols lying at the same position are slightly 
shifted horizontally. 

at different photon energies and different coverages. In this 
way, component R1 has to be related to silicon atoms bound 
to three silicon neighbors and R2 to silicon atoms with 
neighboring vacancies, the latter contributing more at higher 
bulk sensitivity, as labeled in Fig. 2(b). This assignment is 
further supported by the observed magnitude of the chemical 
shifts of Rl and R2, which reflects theoretical predictions of 
a larger charge transfer from Ln atoms to the silicon atoms 
labeled R2 than to those labeled Rl.22 

Using the relative density of the 7? 1 and R2 species in the 
V3 X V3R300 structural model, the escape depths at the re- 
spective kinetic energies of the photoelectrons can be calcu- 
lated. The results, shown in Fig. 7, are in fair agreement with 
the universal curve23 with the exception of the values ob- 
tained for the Lu silicide. It is not expected that the escape 
depth of Lu silicide is significantly different from that of the 
other silicides. Since thick Lu silicide shows a (1X1) LEED 
pattern, it is therefore assumed that a silicide structure with a 
different amount of vacancies is formed. 
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FIG. 8. Development of the Fermi-level position in the band gap 
for silicides of Gd, Er, Dy, and Lu as a function of Ln coverage. 

of silicon 

D. Band-bending behavior 

The variations of the Schottky-barrier height with film 
thickness for the four different Ln silicides investigated in 
this study are shown in Fig. 8, as derived from the variation 
in the kinetic energies of the Si-2/> substrate bulk component 
(labeled B in Fig. 4). All four systems show barrier-height 
variations quite close to each other, reflecting the remarkable 
similarity of the heavy trivalent Ln metals. 

The initial Fermi-level position of pristine Si( 111)7X7 is 
located at 0.72 ±0.03 eV above the valence-band maximum 
(VBM).24 Only minute variations are observed in the sub- 
monolayer range, where the 2 ^3 X 2 731*30° superstructure 
is formed, as shown by STM in Fig. 1(a). 

At 2 Ä coverage the substrate component shifts by about 
0.32 ±0.04 eV to lower kinetic energies, as compared with 
Si( 111)7X7. In this way the position of the Fermi level for 
one monolayer amounts to only 0.08 ±0.05 eV below the 
conduction-band minimum (CBM).8 This value is in agree- 

ment with previous results on ErSi2 monolayers, where a 
similar Fermi-level position of 0.13±0.05 eV was 
observed.25 These values represent the lowest band bending 
ever observed for metal/n-Si interfaces and indicate almost 
complete flat-band conditions in the Si substrate. The pos- 
sible origin of this exceptional result will be discussed in 
Sec. HIE. 

With increasing coverage, the Si-2p substrate component 
decreases in relative intensity, while the silicide emission 
becomes dominant, so that the band bending information 
gets gradually weaker. Therefore bulk sensitive measure- 
ments had to be performed at hv= 110 and 250 eV in order 
to monitor the development of the Schottky-barrier height up 
to higher silicide thicknesses. Nevertheless, the S\-2p spectra 
at 10 and 20 Ä Er are very similar, as observed in Fig. 4. The 
most striking differences are the decreasing shoulder at ki- 
netic energies around 9.8 eV for the spectra taken at hv 
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= 110 eV and the increasing dip at kinetic energies around 
148.4 eV for the spectra taken at hv=250 eV. These differ- 
ences can be considered a fingerprint of the substrate emis- 
sion, which is expected to contribute more to the spectrum at 
10 Ä. In this way, the substrate core level is found to shift 
back to higher kinetic energies with increasing coverage, 
corresponding to final Schottky-barrier heights of 0.32 
±0.05 eV for all Ln silicides studied here (see Fig. 8). This 
value is in nice agreement with literature data from current- 
voltage measurements yielding barrier heights of 0.37 
±0,03 eV.2 

E. Models for Schottky-barrier formation 

In the following, a first attempt is made to discuss the 
observed band-bending behavior and in particular the re- 
markable overshoot leading to fiat-band conditions in the 
monolayer range. Similar but not as extreme overshoots have 
been observed frequently for metal overlayers on semicon- 
ductor substrates in the low-coverage regime and have been 
explained by adsorbate-induced states or defect states at low 
coverages,1'26'27 where the maximum Fermi-energy position 
is observed. At higher coverages different mechanisms take 
over, which are often related to overlayer metallization. It 
has been, e.g., discussed that the increasing influence of 
metal-induced gap states (MIGS), which are metallic states 
penetrating into the semiconductor at energies of the band 
gap, leads to a final Fermi-level position close to 
midgap.28"30 In general, however, the final distribution of 
such MIGS and therewith the Fermi-level position does not 
only depend on the bulk properties of the semiconductor, but 
also on the particular structure of the interface and the elec- 
tronic properties of the metal.31'32 

For the present case, we present a preliminary model 
based mainly on the efficiency of MIGS for providing suffi- 
cient interfacial charge transfer. Mainly three mechanisms 
are expected to contribute: (1) The simple work-function 
model neglects interface states completely, so that no inter- 
face dipole is present, and the vacuum level is continuous at 
the interface. In the present case the rather low work function 
of the Ln and therewith of their silicides should lead to a 
Fermi-level position close to or even above the CBM. (2) 
The presence of MIGS, in contrast, will lead to a Fermi-level 
position slightly above the charge-neutrality level, which is 
located in the midgap region.34 The latter mechanism re- 
quires a sufficient density of states close to the Fermi energy 
in the metal layer in order to enable the required interface 
charge transfer and therewith a discontinuity of the vacuum 
level. (3) The Fermi-level position depends further on the 
structure and therewith on the particular chemical bonding at 
the interface. Variations in this bonding may change the in- 
terface dipoles, in this way altering the barrier heights. 

In case of the ErSi2 monolayer it was shown by angle- 
resolved PES35 that the_Fermi surface consists of a small 
hole pocket ground the T point and a small electron pocket 
around the M point of the surface Brillouin zone. These tiny 
pockets of holes and electrons are characteristic for a semi- 
metal with a rather low density of states close to the Fermi 

level.36 This observation is also supported by the valence- 
band spectra shown in Fig. 6, where only a low emission is 
observed at the Fermi energy in the monolayer regime. Thus 
the role of the MIGS is supposed to be strongly reduced, so 
that the band bending will be determined mainly according 
to the work-function model. 

The final Fermi-level position, in contrast, is obtained for 
coverages exceeding about 3 monolayers of Ln3Si5. At this 
coverage the overlayer assumes the full metallic character of 
the bulk silicide, which is characterized by a low resistivity37 

and a high density of states around the Fermi level38,39 (see 
also Fig. 6). Therefore we propose that the Fermi-level po- 
sition observed for thick Ln3Si5 is dominanfly related to the 
MIGS. 

According to this model, the barrier height varies mainly 
as a function of the net charge transfer between the silicide 
film and the semiconductor. In the monolayer regime, the 
charge transfer is strongly suppressed because of the semi- 
metallic properties of the overlayer, so that MIGS are less 
efficient than in the multilayer case. Moreover the different 
chemical compositions of the silicides are supposed to influ- 
ence the energy distribution of the MIGS and therewith the 
Fermi-level position. However, it should be noted that the 
present discussion has to be considered preliminary and is 
mainly intended to stimulate progress in this rather complex 
topic. It is in particular obvious that detailed theoretical stud- 
ies are necessary for a better understanding of the overshoot 
behavior. 

IV. CONCLUSION AND OUTLOOK 

In this work the epitaxial growth, the chemical composi- 
tion, and the Schottky-barrier formation of various trivalent 
lanthanide silicides on «-type Si(lll) were investigated by 
means of STM, LEED, and high-resolution core-level PES. 

Highly ordered Ln silicides can be grown on Si(lll) with 
2 V3 X 2 V3R30° and (1X1) periodicity in the submonolayer 
and monolayer range, respectively. For thicker coverages 
mainly ^3 X V3R300 structures have been observed, and two 
different reacted Si-2p components were identified in the 
photoemission spectra, which could be assigned to inequiVa- 
lent silicon sites within the defected A1B2 structure. 

The Schottky-barrier height was found to vary strongly 
with the film thickness of the silicide. An extremely low 
Schottky-barrier height corresponding to flat-band conditions 
was observed in the monolayer regime. This observation was 
discussed in the framework of both work-function model and 
the concept of metal-induced gap states. 

An interesting topic would be the exploitation of the flat- 
band conditions for device applications. It should be noted 
that our first attempts to conserve the Fermi-level position of 
the silicide monolayer by Ag overgrowth resulted in strong 
intermixing. A similar behavior is expected to occur for 
other metallic overlayers, since both Ln and Si are known to 
form compounds with most other metals.40 Furthermore the 
peculiar electronic properties of the silicide monolayer are 
probably modified upon metal deposition, therewith destroy- 
ing the flat-band conditions. On the other hand, the low lat- 
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tice mismatch between Si and the heavy trivalent Ln silicides 
should allow an epitaxial overgrowth of the Ln suicide 
monolayer by further Si layers. In this way, a thin Si layer on 
top of a monolayer could allow to freeze the flat-band con- 
ditions. Furthermore the realization of silicon-silicide super- 
lattices should be possible, which is of high interest for vari- 
ous applications because of their tunable physical properties. 

Finally it should be mentioned, that the silicide structure 
depends strongly on the surface orientation since a variety of 
structurally different Ln silicides are known to exist.'8'40 On 
Si(001) the formation of regular Dy silicide wires and clus- 
ters was recently observed.4' Self-organized one-dimensional 
structures of that kind with their novel physical properties 
may open up new possibilities for applications in silicon- 
based integrated circuit technology. 
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We have investigated the optical anisotropy of GaP(OOl) and InP(OOl) surfaces. The samples were 
prepared by homoepitaxial metalorganic vapor phase epitaxy growth and either directly transferred 
into ultrahigh vacuum (UHV) or in situ capped and, after transfer, decapped in UHV by thermal 
desorption of a P/As capping layer. Symmetry, composition, and surface optical anisotropy were 
characterized by low-energy electron diffraction, Auger electron spectroscopy, and reflectance 
anisotropy spectroscopy. We observe (2X l)/(2X2)-like reconstructions for the very P-rich and 
(2X4) reconstructions for the more cation-rich surfaces. No (4X2) reconstruction could be 
prepared, independent of the preparation method. A comparison of the reflectance anisotropy 
between GaP(OOl) and InP(OOl) surfaces shows similar line shapes for the very cation-rich (2X4) 
surfaces. For less cation-rich surfaces, however, we observe distinct differences between the spectra 
of the two systems. In both cases, different line shapes in the reflection anisotropy spectra occur for 
the (2X4) periodicity, suggesting the existence of different (2X4) geometries. The experimental 
results are discussed on the background of atomic structures, total energies and reflectance 
anisotropy spectra obtained ab initio from density-functional theory local-density approximation 
calculations.   © 1999 American Vacuum Society. [S0734-211X(99)03504-0] 

I. INTRODUCTION 

Much progress has been made in recent years in under- 
standing the microscopic structure of the growth planes of 
III-V compound semiconductors (for a recent review, see, 
e.g., Ref. 1). Optical anisotropy at the same time has been 
proven to be an additional and complementary tool to elec- 
tron spectroscopic methods for investigating the microscopic 
surface structure of semiconductors.2'3 Previous investiga- 
tions of GaAs(OOl)4'5 and InP(OOl)6 surfaces have shown 
that the atomic structure can be successfully clarified in 
many cases by comparing total energy and band structure 
calculations for the optical anisotropy on the one hand with 
experimental data of the optical anisotropy on the other 
hand. The atomic surface structures of the (2X4)-GaP(001) 
and -InP(OOl) surfaces were recently investigated by density 
functional theory local-density approximation (DFT-LDA) 
total energy calculations.7'8 As in the case of InP(OOl), the 
atomic structures of GaP(OOl) were found to be different 
from the well-investigated GaAs(OOl) surface,9-11 due to a 
large size difference between cations and anions. 

While several recent studies have addressed the atomic 
structure of InP(OOl),8'12"14  much less  is  known  about 

"'Electronic mail: frisch@gift.physik.tu-berlin.de 

GaP(OOl). Available experimental studies lead to different 
and partially contradictive conclusions about the symmetry 
and structure of the GaP(OOl) surface. So far it has been 
suggested mostly that ion bombardment and annealing as 
well as decapping of GaP(OOl) results in a (4X2)/c(8X2) 
reconstructed, Ga-rich surface,15"21 in analogy to the corre- 
sponding Ga-rich GaAs(OOl) surface structure.9 In a more 
recent investigation by ion scattering,22 however, a (2X4) 
symmetry was reported. Similar ambiguous results for 
GaP(OOl) can be found in literature for gas source molecular 
beam epitaxy (MBE) experiments: In Ref. 23 it is reported 
that (2X4) and (4X2) reconstruction pattern correspond to 
P- and Ga-stabilized surfaces, whereas in Ref. 24, a (2X4) 
reconstruction was observed under Ga as well as under P 
supply. Additionally, the authors of Ref. 24 found an inter- 
mediate (4X4) reconstruction during layer growth and sug- 
gested the formation of Ga droplets on a (2X4) recon- 
structed surface for high amounts of Ga supply. Only few 
data can be found in literature about the optical anisotropy of 
GaP(OOl). To our knowledge, there exist studies of 
GaP(OOl) surfaces in MBE, metalorganic vapor phase epi- 
taxy (MOVPE) and chemical beam epitaxy (CBE).25"28 

Apart from Ref. 7 no reflectance anisotropy data for 
GaP(OOl) surfaces in ultrahigh vacuum (UHV) are available. 

In the present study, clean and well-ordered (001) sur- 
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faces of MOVPE-grown GaP and InP with different stoichi- 
ometries are prepared under ultrahigh vacuum conditions. 
All samples are characterized by low-energy electron diffrac- 
tion (LEED), Auger electron spectroscopy (AES), and reflec- 
tance anisotropy spectroscopy (RAS). Based on total-energy 
(TE) calculations and by comparison of experimental data to 
calculated optical anisotropies for various atomic structure 
models it is shown that several (2X4) reconstructions exist 
for GaP(OOl) and InP(OOl). They realize different stoi- 
chiometries. (4X2) structures do not occur in either case. 

II. METHOD 

The GaP(OOl) surfaces were prepared by thermal desorp- 
tion of a protective arsenic/phosphorus double layer (cap) 
under UHV conditions. For this purpose, homoepitaxial GaP 
epilayers were grown by MOVPE on highly «-doped 
(1018cirT3) GaP(OOl) substrates and capped in situ utilizing 
the photodecomposition of phosphine and arsine by an exci- 
mer laser source.27'29^ The thermal desorption of the protec- 
tive arsenic/phosphorus layer was performed at 690 K in 
UHV at a base pressure *slO~10hPa. The InP(OOl) samples 
were grown by MOVPE on «-doped (10,7cm"3) InP(OOl) 
substrates and transferred under UHV conditions in the ana- 
lyzing UHV chamber directly after growth, without using the 
capping technique.29(b) Starting with P-rich surface condi- 
tions in either case, different reconstructions were prepared 
by subsequent annealing in UHV. After cooling to room 
temperature, the surfaces were investigated by LEED, RAS, 
and AES. 

The calculations were based on DFT-LDA. Optical prop- 
erties are calculated in independent-particle approximation 
from the DFT-LDA electronic structure. To determine the 
optical anisotropy, we follow the formalism developed by 
Del Sole30 and Manghi et a/.31 Computational details can be 
found in Refs. 6 and 11. 

III. RESULTS AND DISCUSSION 

A. Surface symmetry and composition 

The decapped GaP(OOl) surfaces (after annealing to 690 
K) show a (2X l)/(2X2)-like LEED pattern [see Fig. 1(a)], 
with clear (2X1) spots plus additional streaks in the [110] 
half order position. A similar LEED pattern [see Fig. 1(b)] is 
observed from InP(OOl) surfaces, directly after transfer into 
the UHV system. Annealing to 785 and 645 K leads to (2 
X4) LEED patterns for GaP(OOl) as well as for InP(OOl). 
The LEED pattern of the (2X4) GaP(OOl) surface does not 
allow us to distinguish between a (2X4) and a (2 
X4)/c(2X8) reconstruction [Fig. 1(c)] due to not fully re- 
solved fractional order spots in the [110] direction. The 
LEED pattern of the InP(OOl) surface, on the contrary, 
shows a (2X4) periodicity, or a superposition of (2X1)/ 
(2X2) and (2X4) [Fig. 1(d)]. Upon further annealing up to 
1000 K the quality of the LEED pattern for GaP(OOl) is 
improved and the former streaks develop into sharp spots 
indicating a pure (2X4) reconstruction, similar to the pat- 
tern observed for InP(OOl) [Figs. 1(e) and 1(f)]. Upon an- 

[110] 

[iiojX^ 

FIG. 1. LEED pattern recorded from GaP(OOl) and InP(OOl): (a) (2X1)/ 
(2X2) GaP(OOl) taken at a electron energy of 53 eV, (b) (2X 1)/(2X2) 
InP(OOl) (electron energy 50 eV), (c) P-rich (2X4) GaP(OOl) (electron 
energy 56 eV), (d) (2X4) InP(OOl) (electron energy 120 eV), (e) Ga-rich 
(2X4) GaP(OOl) (electron energy 52 eV), (f) InP(OOl) (electron energy 50 
eV). 

nealing to still higher temperatures [3*1000 K for GaP(OOl) 
and 5=725 K for InP(OOl)] the symmetry of the LEED pat- 
terns remains unchanged until the surfaces deteriorate by 
forming Ga or In droplets, as indicated by a metallic compo- 
nent in the Ga3J/In4c? core level photoemission lines (not 
shown here). AES measurements performed on GaP after 
decapping and InP after UHV transfer show no detectable 
carbon or oxygen contaminations. Moreover, the composi- 
tion of the GaP(OOl) surfaces was examined. The P/Ga ratio 
for the (2Xl)/(2X2)-like GaP(OOl) surface shows P-rich 
surface conditions, but it cannot be exactly determined be- 
cause of the P desorption induced by the electron beam. On 
the (2X4) reconstructed GaP(OOl) surface at low annealing 
temperatures (only slightly above 785 K), the P/Ga intensity 
ratio is close to the one of the GaP(l 10) cleavage face (bal- 
anced stoichiometry). Upon annealing to higher temperatures 
(1000 K) the ratio changes successively by a factor of ap- 
proximately two towards a Ga-rich surface, suggesting the 
existence of a more P-rich (2X4) at lower and a Ga-rich 
(2X4) reconstruction at higher annealing temperatures. 

B. Optical anisotropy: Experimental results 

Real parts of different RAS spectra recorded from 
GaP(OOl) and InP(OOl) surfaces are shown in Fig. 2. For 
comparison, a RAS spectrum of the y32(2X4) GaAs(OOl) is 
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FIG. 2. Real parts of ((r[Ji0]r[m])/(r))X 103 (LEED patterns and annealing temperatures are indicated in the plot) for: GaP(OOl) [left panel, (a), (c), (e)] 
InP(OOl) [right panel, (b), (f), (g)], and ,62(2X4) GaAs(OOl) [right panel, (d)]. 

shown in Fig. 2(d). Three different spectral line shapes are 
reproducibly observed on GaP(OOl) and InP(OOl), correlated 
to the surface preparation: a characteristic line shape belongs 
to the (2Xl)/(2X2)-like structures [Figs. 2(a), 2(b)], and 
two different line shapes are observed in either case for (2 
X4) surface structures, one correlated to P-rich conditions at 
lower annealing temperature [Figs. 2(c), 2(f)] and one to 
cation-rich conditions at higher annealing temperature [Figs. 
2(e), 2(g)]. 

The P-rich GaP(OOl) (2X4) surface [Fig. 2(b)] shows a 
spectrum which is qualitatively similar to the one observed 
for the As dimer terminated yS2(2X4) GaAs(OOl) 
surface.3"5 It is dominated by pronounced maxima at 3.5 and 
4.8 eV, close to the El and E'0 gap energies of GaP (3.69 and 
4.77 eV, respectively32) and a weak maximum at 4 eV. The 
RAS spectrum of InP under comparable conditions has a 
different line shape: In addition to maxima around the bulk 
critical points Ex and E'Q (3.16 and 4.68 eV, respectively33) a 
strong minimum at 1.9 eV shows up. We mention that in 
Ref. 34 a somewhat different spectrum (nearly no negative 
anisotropy) has been assigned to the P-rich phase of InP (2 
X4). The reason for that difference is not clear at present. 
The line shapes shown in Figs. 2(f) and 2(g) are, however, 
reproducibly observed in our UHV experiments, whereas a 
line shape comparable to Ref. 34 could not be obtained in 
spite of repeated attempts. After annealing to higher tem- 
peratures the RAS spectra for GaP and InP(OOl) change and 

become similar in line shape. New features in the GaP spec- 
trum are a strong minimum at 2.4 eV and a maximum at 3.2 
eV, significantly below the Ex gap of GaP. On InP the first 
maximum shifts to somewhat lower energies and an addi- 
tional maximum appears between Ex and E'0. On both ma- 
terials, the maximum at the E'0 point remains unaffected. 

Summarizing the experimental results, there are clear 
similarities between the very anion-rich (2Xl)/(2X2)-like 
and the very cation-rich (2X4) reconstructed GaP(OOl) and 
InP(OOl) surfaces, in particular, if one takes into account the 
different bulk critical point energies of the two materials. 
The spectrum of the P-rich (2X4) reconstructed GaP(OOl) 
surface, however, is distinct from the corresponding InP 
spectrum and resembles the one of GaAs(OOl) /32(2X4). 
The evolution of the RAS spectra of GaP(OOl) with increas- 
ing Ga coverage of the surface implies that at least two dis- 
tinct (2X4) structures with different stoichiometry exist on 
the GaP(OOl) surface. This conclusion cannot be drawn for 
InP(OOl) surfaces. Scanning tunneling microscopy images35 

imply that the transition structure corresponds to a two- 
domain surface composed of P-rich (2X1)/(2X2) and In-rich 
(2X4) domains. Also the RAS spectrum [Fig. 2(f)] can be 
reproduced by a linear superposition of spectra 2(b) and 2(g). 

C. Atomic structure of the surfaces 

So far, only the (2X4)-surface atomic structures [espe- 
cially for InP(OOl)] have been analyzed in detail, while the 
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/?(2x4) (2x4) top-P-dimer (4x2) P-dimer 
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<S(2x4) 

) (c) ^^>J^<^i-<^-6 (g) 

(2x4) top-Ga-dimer 

/32(4x2) 

[110] 
»0.(2x4) 

[110] 

FIG. 3. Top view of relaxed GaP(OOl) (2X4) and (4X2) surface recon- 
struction models. Empty (filled) circles represent Ga (P) atoms. Large 
(small) symbols indicate positions in the first and second (third and fourth) 
atomic layers. (2X4) and (4X2) reconstructions are ordered by increasing 
Ga coverage. 

structure of the (2X l)/(2X2)-reconstructed surfaces is still 
completely unclear. STM and photoemission data are avail- 
able for InP(OOl) (2X4).8J3'29(a) TE calculations performed 
on InP for a large variety of different (2X4)- and 
(4X2)-reconstruction models revealed a new type of dimer 
reconstruction involving mixed In-P surface dimers for In- 
rich surfaces, consistent with the experimental data.8 Very 
recently, TE calculations have also been performed for a 
series of structural models for GaP(OOl).7 Figure 3 shows the 
structural models considered for GaP. One of these models, 
the 5(2X4) surface structure, which is believed to describe 
the Sb-induced GaAs (2X4) reconstruction,36 turned out to 
be energetically favored for GaP(OOl), but was not consid- 
ered in earlier studies on InP(OOl). We included that model 
in the present work. 

The investigated models realize different In or Ga cover- 
ages and can therefore be compared energetically only by 
taking into account the chemical potentials of the surface 
constituents.11 In Fig. 4 we show the relative formation en- 
ergies of the considered surface structures vs the cation 
chemical potential for both InP(OOl) and GaP(OOl) surfaces. 
The phase diagrams show following fundamental similari- 
ties: 

(i) (2X4) structures represent the stable surfaces under 
cation-rich conditions, in contrast to the GaAs(OOl) case 
where (4 X 2) structures are known to exist under cation-rich 
conditions. 

(ii) A new atomic surface structure, consisting of mixed 
cation-P dimers adsorbed on top of a complete cation layer 

> 

\J.iL —'—*^C— -i \  i 1              ' \         '              '              ' 

\(4x2) P-dinl er   ^^ 

.  (2x4) topj V^O< 
P-dimer (2x4) ^^\^\/v>^^ 02(4x2) 

0 
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Ga-trimer >oC^\^^ 
/' v \^   Vvj ^   ^ 

5(2x4) 
(2x4)\\      ^j 

0.2 
I0y 

mixed-dimer N\          < 

(2x4)top-   \ 

\t 0\%- 
Ga-dimer 

  

Au(Ga) [eV] 

(b) P-rich In-rich 

> 

An(ln) [eV] 

FIG. 4. (a) Relative formation energy per (1X1) unit cell for GaP(OOl) 
surface reconstructions vs A/u,(Ga):=/ubu,k(Ga)-/i(Ga). The approximate 
thermodynamically allowed range: - A///(GaP)=sA/tt(Ga))=sO is indicated 
by dashed lines, (b) Same as in (a), but for InP(OOl) surface structures. 

[Fig. 3(g)] represents the lowest energy structure over a 
prominent range of chemical potentials. 

(iii) For a certain range of preparation conditions, the 8 
geometry [Fig. 3(d)] may occur. Given the limited accuracy 
of our calculations," further structures such as a and top P 
dimer [Figs. 3(c) and 3(e)] cannot be excluded for the tran- 
sition between cation- and anion-rich surfaces. Finally, under 
P-rich conditions P dimers in a /32(2X4) geometry [Fig. 
3(b)], as known from As-rich GaAs(OOl) surfaces,10,37 rep- 
resent the lowest energy structure. However, this result must 
be taken with caution, since for P-rich conditions the experi- 
mental results indicate the appearance of (2Xl)/(2X2) 
structures on both GaP as well as InP, which were not con- 
sidered in the TE calculations. 

(iv) All equilibrium structures are in agreement with elec- 
tron counting heuristics.38 

The similarity between the surface phase diagrams of InP 
and GaP points towards a common mechanism: The size 
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difference between anions and cations hinders the accommo- 
dation of i/72-hybridized cation dimer atoms that are typical 
for cation-rich GaAs(OOl) surfaces. Instead, the formation of 
single-dimer structures is favored for cation-rich surfaces. 

Besides these similarities, however, there is also an obvi- 
ous difference: On InP(OOl) the mixed-dimer structure ap- 
pears to be the only stable geometry under In-rich condi- 
tions, while on GaP(OOl) the top-Ga dimer model [Fig. 3(h)] 
is lower in energy in the extreme cation-rich limit. 

The phase diagrams of GaP and InP in Fig. 4 demonstrate 
the existence of different stable (2X4) surface phases de- 
pending on the value of the cation chemical potential, i.e., 
the surface preparation conditions. This finding is in excel- 
lent agreement with the qualitative evolution of the surface 
optical anisotropy on GaP(OOl). 

Since RAS as an optical technique is applicable in UHV 
as well as gas phase surroundings, the dependence of InP and 
GaP surface structures on different environments (e.g., 
growth conditions in MOVPE, MBE, CBE, and UHV) can 
be addressed by comparing the RAS spectra taken under dif- 
ferent conditions. Comparing our spectra with the ones taken 
in MOVPE and CBE reveal, that for InP as well as for GaP, 
the same line shapes occur in the different environ- 
ments.26"28'39 Moreover, an excellent agreement between 
symmetry observed by RHEED in CBE2839 and LEED in our 
UHV experiments is found in both InP and GaP cases. There 
is, however, one exception: A /32(2X4) seemingly observed 
in MBE for InP(OOl)34 is not showing up in our experiments. 

D. Optical anisotropy: Calculation 

As shown above, the evolution of the surface optical an- 
isotropy and the calculated equilibrium surface structures is 
qualitatively consistent. An even more direct comparison be- 
tween theory and measurement, however, is desirable in or- 
der to identify specific surface structures. To this end, we 
compare the computed surface reflectance anisotropy of the 
energetically favored structures with the experimental RAS 
spectra. 

Simulated spectra for GaP(OOl) are shown in the upper 
panel of Fig. 5.7 Earlier we have shown that surface related 
transitions dominate the low-energy part while bulk-related 
transitions are more pronounced in the high-energy part of 
the RAS spectra.7 The top-Ga dimer, mixed dimer, and S 
structures show a pronounced negative anisotropy in the 
low-energy region, with minima between 2.0 and 2.3 eV. 
The strength of that anisotropy is directly correlated to the 
number of Ga-Ga bonds along the [110] direction. Its mag- 
nitude is the highest for the top-Ga-dimer model with eight 
bonds, slightly reduced and shifted to lower energies for the 
mixed-dimer geometry with six cation-cation bonds and 
flattened for the 8 structure with only two such bonds. 

The positive anisotropy in the high energy region of the 
spectra is correlated to the formation of P-P dimers oriented 
along [110]: For the ßl geometry with three P-P dimers, 
we find a relatively strong positive anisotropy between about 
2.4 and 4.4 eV. The shape of that anisotropy is roughly pre- 
served for the S structure, featuring one P-P dimer, however, 

(a) 

(b) 

Energy [eV] 

FIG. 5. (a) RAS spectra (same convention as in Fig. 2) calculated for the 
energetically favored structural models of the GaP(OOl) (2X4) surface. The 
zero line in each spectrum is indicated by a horizontal dotted line, (b) Same 
as in (a), but for InP(OOl) surface structures. 

with reduced magnitude and the spectrum is shifted down. 
An even further reduction in positive anisotropy occurs for 
the mixed-dimer and top-Ga-dimer structures (no P-P 
dimers). 

According calculations for InP(OOl)6 are shown in the 
lower panel of Fig. 5. Similar systematic trends as for 
GaP(OOl) are observed in the optical anisotropy of InP(OOl): 
cation-rich surfaces show a characteristic strong minimum at 
low energies, P-dimer terminated ones a broad positive an- 
isotropy at higher energies. 

In fact, apart from some energy shift due to the neglect of 
many-body effects in DFT-LDA, the calculated spectra are 
in rather good agreement with the experimental optical an- 
isotropy. Together with the calculated phase diagrams they 
allow a conclusive comparison. The RAS spectra measured 
for the (2X4) structures at higher annealing temperature 
(In/Ga-rich phases) feature a strong negative peak in the low- 
energy region. Given the energy position of this peak and its 
dependence on the preparation conditions, it can be identified 
with the calculated negative anisotropy arising from cation- 
cation surface bond related states. Both the top-Ga-dimer 
model and the mixed-dimer model thus are plausible candi- 
dates to explain the Ga-rich surface phase on GaP(OOl), 
while on InP the mixed-dimer model represents the only pos- 
sible structure under In-rich conditions. 

The measured spectrum for the GaP(OOl) (2X4) struc- 
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ture annealed at lower temperature (more P-rich phase) is 
dominated by a "camelback" overall spectrum shape with 
maxima between the energies of the E0 and E, critical points 
and at the E'Q bulk peak. No negative anisotropy appears. The 
only computed spectrum with no (or very little) negative 
anisotropy belongs to the /32(2X4) structure. Maxima ap- 
pear at 3.2 and 4.1 eV, close to the calculated energies of the 
E] and E'0 critical points. Our results thus indicate that the 
less Ga-rich phase of the GaP(OOl) (2X4) surface corre- 
sponds to the /32(2X4) structure known from As-rich 
GaAs(OOl) surfaces. This condition of a vanishing negative 
anisotropy is clearly not fulfilled in the case of the more 
P-rich InP(OOl) (2X4) structure. Consequently, this struc- 
ture should be different, still containing In-In bonds in ad- 
dition to P dimers. As mentioned above, a possible explana- 
tion would be a surface containing different domains. 

IV. CONCLUSIONS 

In conclusion, we have presented a comprehensive study 
of the optical anisotropy of GaP(OOl) and InP(OOl) surfaces 
based on the comparison of experimental results with calcu- 
lated surface geometries and reflectance anisotropy spectra. 
Both for a balanced surface stoichiometry and for cation-rich 
conditions, we find (2X4) reconstructed surfaces that are 
stabilized by the formation of dimers. Experiment as well as 
theory suggest the existence of different (2X4) surface 
phases, depending on the cation content of the surface. Our 
results indicate that mixed dimers on top of an cation- 
terminated surface are the ground states of the Ga/In-rich 
phase of GaP(OOl) and InP(OOl) surfaces, consistent with 
previous findings for the InP(OOl) (2X4). For the less 
cation-rich surface phases, we suggest the formation of P-P 
dimers in a /32(2X4) geometry for GaP(OOl). In case of 
InP, however, cation-cation bonds seem to be still present at 
the surface. 
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Reflectance difference spectroscopy (RDS) has been performed during the growth and 
nitrogen-doping process of II-VI layers fabricated by molecular beam epitaxy (MBE). To the MBE 
chamber, equipped with an electron cyclotron resonance cell for N plasma generation, a RDS 
system has been attached via a normal incidence viewport which allows the acquisition of spectra 
during the doping process in the spectral range from 1.5 to 5.5 eV. ZnTe (001) surfaces have been 
studied under varying exposure conditions, like Zn, Te, and/or N plasma flux onto the sample 
surface. Furthermore, RDS features in the vicinity of the Ex and Ex + Aj transitions were used to 
optimize online the doping performance of the N plasma cell by varying the source parameters, like 
N pressure and input power. Doping induced surface processes and surface saturation with activated 
N species have been investigated. Ex situ measured spectra are compared with in situ acquired data 
to study the surface Fermi level pinning occurring at ambient pressures. Finally, in situ acquired 
RDS data of <5-doped ZnSe are presented. © 7999 American Vacuum Society. 
[S0734-211X(99)07404-1] 

I. INTRODUCTION 

During recent years enormous effort has been devoted to 
the p-type doping process of II-VI compounds with nitrogen 
plasma during molecular beam epitaxy (MBE): the II-VI's 
show, in general, a preference for one type of doping. Thus, 
difficulties in achieving high bipolar conductivity are still a 
major drawback for the fabrication of reliable devices of 
ZnSe and ZnSe/ZnTe contact layers.1'2 Carrier compensation 
and low acceptor activation ratios still have to be overcome3 

and the active N species, which can even depend on the type 
of plasma cell, is still a subject of research.4 Therefore, a 
monitoring and characterization tool is desirable to investi- 
gate in situ the doping process. 

Reflectance difference spectroscopy (RDS) is a surface 
sensitive method for the optical investigation of surface, 
bulk, and interface anisotropies.5'6 RDS measurements can 
be carried out at ambient pressure as well as in metalorganic 
chemical vapor deposition (MOCVD) environments and un- 
der ultrahigh vacuum (UHV) conditions for MBE. Recently 
there have been major research efforts to establish RDS in 
the field of II-Vis,7 like in situ measurements during MBE 

on 
growth. ' Moreover, the carrier concentration can be deter- 
mined in a contact free and nondestructive way by evaluating 
the linear electro-optical (LEO) effect, where a surface 
built-in electrical field due to surface Fermi level pinning 
introduces anisotropy into the refractive index, which is pro- 

10 

II. EXPERIMENT 

The II-VI MBE chamber which has been used for the 
experiments presented in this article, is equipped with el- 
ementary effusion cells (Zn, Mn, Mg, Cd, Se, and Te) for 
growth as well as with two self-designed N plasma sources 
[one discharge current (dc) and one electron cyclotron reso- 
nance (ECR) cell] and a ZnCl2 compound source for p- and 
«-type doping, respectively. The ECR plasma cell has been 
constructed after a design presented in Ref. 13. It is built in 
a compact way using permanent NeFeB magnets instead of 
magnetic coils, thus facilitating operation and maintenance 
of the cell. The cell is shuttered by a linear gate valve for 
modulation or pulse doping of the II-VI layers. 

The II-VI layers themselves were grown at a substrate 
temperature of 350 °C on thermally de-oxidized (100) GaAs 
substrates in an anion-enriched growth regime (i.e., Se- or 
Te-rich growth conditions). 

For the in situ RDS measurements, a commercial RDS 
system (ISA, Jobin-Yvon) has been attached to the MBE 
chamber via a normal incidence viewport equipped with a 
strain free mounted Suprasil window as it is depicted sche- 
matically in Fig. 1. RDS spectra can be taken in situ from 1.5 
to 5.5 eV. In the case of ex situ experiments the energy range 
is expanded to 6 eV. The measured RD spectra are displayed 
in terms of Ar/r = Ar/r + iA B where r= reie is the complex 

portional to the electric field.    In the case of the II-VI's,       reflectance. The quantity Ar is defined as r[n0]-r[110].The 
only ex situ RDS measurements have been reported on n- 
andp-type doped ZnSe layers 'where the doping concen- 
tration has been evaluated by taking advantage of the LEO 
effect. 

''Electronic mail: dstift@pr-steyr.ac.at 

directions in the indexes denote the polarization direction of 
the electric field with respect to the sample's orientation. 

For a quantitative analysis, the carrier concentration of 
the doped layers was also determined by evaporating Au 
contacts and measuring the Hall effect in van der Pauw 
geometry. 
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FIG. 1. Schematic of the RDS system attached to the vertical MBE chamber 
for in situ measurements. 

In this article we will first focus on RDS results obtained 
on ZnTe layers and then present data on 5-doped ZnSe. 

III. RESULTS AND DISCUSSION 

As a starting point for our study, different surface termi- 
nations have been investigated for ZnTe layers. In situ RD 
spectra were taken from ZnTe surfaces during growth inter- 
ruption and under varying exposure conditions, presented in 
Fig. 2: a surface exposed to Zn, exposed to N plasma, no 

}! * v      ^     ^.J'" 
j Vj j     ;,;   \/\w..v    j \      : / ;' 

]$_ 
12 3 4 5 6 

Energy [eV] 

FIG. 2. In situ measured RD spectra of a ZnTe (100) surface under different 
exposure conditions: Zn, Te (undoped and S doped), N plasma, and vacuum. 
The spectra were shifted vertically with respect to each other so that they 
can be distinguished better. The energetic positions of the E{ and £i + A, 
transitions are indicated. 
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FIG. 3. Dependence of in situ measured RD spectra on carrier concentration 
for varying ECR cell parameters (cell pressure p and MW input power P). 
The inset gives the ArA signal at 3.3 eV as a function of the ECR cell's MW 
power (N pressure: 65 /ttbar). 

exposure (vacuum), and exposure to Te. The topmost spec- 
trum was taken after the following procedure: exposure of 
the surface to N plasma with subsequent growth of an ap- 
proximately 3 nm thick undoped ZnTe layer, forming a 
highly <S-doped spike just below the surface. 

In general, all RD spectra are dominated below the energy 
gap (Eg = 2.32 eV at room temperature) by interference 
fringes of the ZnTe layers. The most significant features for 
Te-terminated surfaces are a peak around 3.5 eV and a shoul- 
der appearing at approximately 4 eV. These features are re- 
lated to the Ex and £, + A, transitions of ZnTe: Ex = 3.6 eV 
and E, + A, =4.17 eV (at 293 K).14 In contrast, the spectrum 
of the Zn-saturated surface is characterized by a broad nega- 
tive signal in the E) and E, + A, region. The spectrum of the 
bare surface (without any particle flux to the surface) is a 
mixture (linear combination) of the Te- and Zn-saturated sur- 
face. When exposing the surface to N plasma, the spectrum 
changes to that one of a Zn-saturated surface. The same hap- 
pens if only molecular N2 is used instead of N plasma. We 
ascribe this change to the removal of Te dimers from the 
surface caused by the nitrogen molecules. 

When comparing the spectrum of the 5-doped layer with 
the spectrum taken under Te flux, the enhancement of the 
peaks around £, and E, + A, is striking. It has been shown 
that the LEO effect transfers, in the vicinity of the E{ and 
E] + A, transitions, oscillator strength from one transition to 
the other. Thus, the surface built-in field causes an increase 
(decrease) of the E, with respect to the E,+A, transition, 
depending upon the carrier type and the concentration.10 In 
the RD spectra characteristic features in the vicinity of these 
transitions can therefore be used to determine the doping 
concentration. 

In the case of continuous growth and doping the differ- 
ence between doped and undoped layers is less pronounced, 
as is seen in Fig. 3. RD spectra were taken from ZnTe sur- 
faces during N plasma doping in order to optimize the per- 
formance of the ECR-plasma source. Figure 3 shows the in 
situ RD spectra for four different cases where the parameters 
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of the ECR cell 0? = N2 cell pressure, P=microwave input 
power) have been changed. The effective carrier concentra- 
tion varies in these cases from nominally undoped to 
1016 cm"3 0 = 65 /xbar, P = 30 W), 1017 cm"3 (p = 25 
/jbai, P=30 W), and 1018 cm"3 (p=25 ^bar, P=100 W), 
respectively. Thus, the carrier concentration increases with 
decreasing cell pressure and increasing microwave (MW) 
power (in agreement with Ref. 15). For these ZnTe samples, 
the spectrum of the undoped layer differs from the doped 
ones by a redshift of the peak close or related to the E\ 
transition. Furthermore, this peak broadens and increases in 
intensity when the cell pressure in the ECR source is de- 
creased and the MW input power is increased, resulting in a 
higher carrier concentration. The shoulder related to the Ex 

+ A ] transition around 4 eV is also raised dramatically as is 
the baseline of the RDS signal between 2 and 3 eV. In the 
inset of Fig. 3 the dr/r signal is plotted at 3.3 eV as a func- 
tion of the MW input power of the ECR cell for a fixed N 
pressure of 65 //bar. The Ar/r signal varies proportional to 
the MW input power in the range from 0 to 60 W and satu- 
rates for an input power of ~80 W. These data were taken 
from kinetic RDS measurements at 3.3 eV and by varying 
the input power stepwise. For kinetic measurements, one has 
to take into account the fact that the typical growth rate is in 
the range of 1 Ä/s. Since the analyzing light also "sees" the 
underlying layers due to the finite penetration depth, it takes 
some time until the signal stabilizes. During this stabilization 
time damped oscillations occur (i.e., spirals when plotted on 
the complex Ar/r plane) due to the overgrowth of a layer or 
interface with different properties from those of the covering 
layer.16 Therefore, very pronounced oscillations could also 
be observed around the Ex transition during the formation of 
a <S-doped spike and its subsequent overgrowth (cf. the cor- 
responding spectrum in Fig. 2). 

For a quantitative analysis, a series of 0.8 fiva thick 
ZnTe:N layers with varying carrier concentrations was 
grown on top of 0.2 fim thick undoped ZnTe buffer layers 
and was analyzed with ex situ RDS. Figure 4 demonstrates 
the evolution of the spectra as a function of the hole concen- 
tration. For the undoped sample negative peaks appear at the 
Ex and E^ + Ay transitions. In between a positive peak with 
its maximum at 3.71 eV and a shoulder at 3.87 eV can be 
observed. All peaks decrease in intensity when the hole con- 
centration is increased to 1016 cm"3. When the doping level 
reaches 2.7X1017 cm"3, the Z^ + A] peak changes sign as 
does the peak at 3.71 eV which is now very pronounced. At 
the same time the E± transition nearly vanishes. The pro- 
nounced peak at 3.71 eV increases further in intensity when 
the concentration is raised to 1018 cm"3. The intensity of the 
E1 + A1 transition also increases; the E\ peak changes sign 
but appears only very weakly in the spectrum. A shoulder 
can also be observed at exactly the same position (3.87 eV) 
as in the spectrum of the undoped sample. By comparing all 
the spectra one can conclude that this feature at 3.87 eV does 
not change in intensity by varying the hole concentration, but 
is part of the nonlinear RDS baseline due to surface 
roughness.12 In order to establish a power law (carrier con- 

3 4 5 

Energy [eV\ 

FIG. 4. Ex situ RD spectra for an undoped and a p-doped ZnTe layer, 
demonstrating the evolution of features in the vicinity of the Et and E1 

+ Ai transitions. 

centration as a function of characteristic RDS features), like 
that developed for the case of ZnSe,11'12 the intensity of the 
E1 + Al peak was compared with the pronounced peak at 
3.71 eV, resulting in an exponent of approximately 0.5, as 
predicted by a model presented in Ref. 12. However, one has 
to state critically that an exact quantitative analysis seems to 
be difficult; when comparing the in situ measured RD spectra 
with those taken ex situ, it is obvious that exposure to the 
atmosphere has an influence on the Fermi level pinning, a 
premise for observation of the concentration dependent LEO 
effect. The pinning may also depend on the surface termina- 
tion and the doping concentration. So it has been observed 
that for ZnSe the removal of the surface oxide layer indeed 
changes the RD spectra.11 A contribution to this is still open 
discussion is given in Fig. 5, where in situ RDS measure- 
ments were performed on a doped ZnTe sample (p 
= 1017 cm"3) during and immediately after growth at a sub- 
strate temperature of 350 °C [curve 350 °C (b)]. Afterwards 
the sample was cooled stepwise in the MBE chamber down 
to 36 °C. The spectra which were taken during the cooling 
procedure show that the peaks and features attributed to the 
E\ and E1 + A1 transitions (marked by dotted lines) gain in 
intensity with decreasing temperature. Furthermore, at 
350 °C the Ex and Er + At transitions are redshifted 0.23 eV 
with respect to data taken at room temperature. In contrast to 
the observed redshift, the enhancement of the peaks is not a 
pure temperature effect (i.e., dependence of electrical/optical 
properties on the temperature): The sample was heated up 
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2 3 4 5 6 
Energy [eV] 

FIG. 5. Development of RD spectra for a doped layer (p = 2X 1017 crrT3) 
during a cooling procedure from 350 °C (b) (substrate temperature) to 
36 °C. Spectrum 350 °C (a) was taken after cooling when the sample was 
again heated up to 350 °C. The ex situ measured spectrum (room tempera- 
ture and exposure to air) is given for comparison. The energetic position of 
the Et and Et + A, transitions are indicated by dotted lines. The arrow 
marks a kink at 3.71 eV, which develops into a pronounced peak when the 
sample is exposed to air. 

again after some cooling steps. Yet, it was not possible to 
reproduce the same spectrum for the same temperature when 
a cooling step has been carried out in between. This is dem- 
onstrated by the curves marked 350 °C (a) and 350 °C (b). 
The spectrum labeled 350 °C (b) was taken immediately af- 
ter growth. Spectrum 350 °C (a) was taken after the sample 
was cooled down to 100 °C and then heated up to 350 °C. 
The energetic position of the E\ and Zsj + Ai transitions is 
the same for both spectra, indicating that in both cases the 
same sample temperature has been reached. However, the 
intensity of the transitions is different. Summarizing, the fol- 
lowing could be observed. When the sample was held at one 
temperature, no changes in the spectrum could be observed. 
As soon as the temperature was decreased (for example, by 
50 °C), the E1 and Ex + A j features were enhanced immedi- 
ately. A quick subsequent heating to the previous tempera- 
ture resulted in a very slow signal reaction. Kinetic measure- 
ments were performed at a fixed energy of 3.4 eV. The 
sample that was held at 170 °C was heated within 20 s up to 
350 °C. In contrast, an exponential decrease of the signal 
could be observed with a very low exponential time constant 
of ~ 140 s. The most probable interpretation for this behavior 
is that the surface changes during cooling so that Fermi level 
pinning occurs due to thermal effects which create defects 
and/or absorption of residual gas particles. A comparison 

—   -0.002 

ZnSe undoped 
ZnSe 5-doped 

Energy [eV] 

FIG. 6. In situ RD spectra of an undoped and a <5-doped ZnSe sample taken 
at the growth temperature (350 °C). The enhanced feature is related to the 
£0 transition (marked by an arrow). 

between the spectrum taken in situ at 36 °C and the ex situ 
measured data supports this explanation. The spectrum taken 
in situ exhibits, at 3.71 eV, a kink (marked by an arrow) 
which becomes the pronounced concentration dependent 
peak in the ex situ measured spectra of the air exposed 
samples. An alternative explanation for the evolution of the 
spectra, like observation of nitrogen acceptor activation, is 
less probable but cannot be totally ruled out. 

Finally, RDS has been performed in situ on doped ZnSe 
layers for the first time. The data are presented in Fig. 6. The 
dotted line is the spectrum of an undoped ZnSe layer of 
—200 nra thickness. Two interference fringes can clearly be 
distinguished. In addition a small dip indicates a feature in 
the vicinity of the E0 transition (indicated by an arrow), 
which is modulated by the signal due to interference effects. 
By choosing the appropriate thickness of the ZnSe layer we 
could place the feature related to the E0 transition between 
two interference fringes. The solid line gives the spectrum of 
a 5-doped layer as described above for ZnTe: saturation of 
the surface with N plasma and subsequent overgrowth with a 
thin undoped layer (30 nm). Enhancement of the E0 peak can 
be observed in this case. The influence on the E\ and E\ 
+ A, regions (4.8-5.1 eV) is weak (a small decrease of the 
signal around £,), in contrast to the ex situ results presented 
in Ref. 11. This is comparable with the behavior of in situ 
and ex situ measured ZnTe, where a broadening of the fea- 
tures also takes place for the in situ data (cf. Figs. 3 and 4). 
It can be shown that the appearance of the E0 transition in 
ZnSe is dueto the presence of anisotropic strain in the layer 
along the [110] and [110] directions.'7 For the undoped 
layer, with its thickness around 200 nm, most of the strain, 
introduced by the mismatch between the GaAs substrate and 
the ZnSe layer, has been already relaxed. By inserting a 
5-doped layer the E0 transition is enhanced. This transition 
should be affected neither by the doping itself nor by the 
LEO effect,18 but its enhancement is interpreted as a conse- 
quence of additionally built-in strain by the <5-doped layer. 
This can be concluded since the electric field effects show up 
most strongly at critical points, where one or two joint 
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masses are negative, not at the fundamental gap transition 
£0.

18 Furthermore, as was shown in Ref. 17, anisotropic 
in-plane lattice mismatch can be detected down to approxi- 
mately Aa/fl=10~5. Knowing that the Zn-N bond is ap- 
proximately 2.1 vs 2.45 Ä of the Zn-Se bond would even 
allow determination of the number of N atoms incorporated. 
However, this method has to be elaborated on further for 
definite conclusions. 

IV. CONCLUSIONS 

In situ RDS is capable of monitoring in real time the 
changes occurring at the interface of a growing II-VI semi- 
conductor. By studying the RDS response of different sur- 
face terminations one can optimize on line the performance 
of the doping process and determine in a contact-free nonde- 
structive way the carrier concentration: changes in the spec- 
tra around the Ex and E1 + A1 transitions have been analyzed 
in detail, as for example, the study of the surface Fermi level 
pinning, which takes place during the cooling procedure of 
the samples. In the case of <S-doped ZnSe, strain-related ef- 
fects showing up at the E0 transition could be observed. 
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Specular electron scattering at the surface of metallic thin films is an important phenomenon for a 
class of magnetic multilayers known as giant magnetoresistance (GMR) spin valves. In the very best 
GMR spin valves, a significant part of the GMR effect is attributable to specular electron scattering. 
We have investigated the importance of specular electron scattering by developing 
surface-modification techniques that produce diffuse electron scattering. We have used these 
techniques to investigate specular electron scattering in GMR spin valves and in pure metals. Some 
of the largest effects are found in Au films. It is noted that specular electron scattering will be a 
highly desirable property in future generations of microelectronic interconnects as the feature size 
approaches the mean free path of the conduction electrons. In order to meet the Semiconductor 
Industry Association Roadmap requirements for interconnect resistivity, interconnects with highly 
specular surfaces must be developed. © 7999 American Vacuum Society. 
[S0734-211X(99)08204-9] 

I. INTRODUCTION 

The degree to which conduction electrons scatter specu- 
larly from the surfaces of ultrathin metal films has been a 
topic of scientific interest for 60 years.1 However, the field 
never really blossomed, and the publication rate over that 
period averaged only about one article a year. The lack of 
important technological applications for specular electron 
scattering in metals appears to be the reason the field devel- 
oped slowly. It seems likely that this situation is about to 
change as new technologies of great economic importance 
will be strongly dependent upon specular electron scattering 
to achieve high levels of performance. 

The giant magnetoresistance (GMR) effect, which was 
discovered only ten years ago,2 is already destined to play a 
key role in a variety of technological products. The next 
generation of read heads in computer hard disks will use 
GMR spin valves as the magnetic sensor. Already there is a 
race on among the hard-disk-drive companies to achieve the 
largest GMR values and thus the most sensitive heads. An- 
other application is a nonvolatile, radiation-hard memory 
chip known as magnetoresistive random access memory 
(MRAM), in which the memory elements are GMR spin 
valves that store binary data as high or low resistance states. 
Honeywell is planning to go into production this year with a 
GMR-MRAM chip containing 106 memory elements and 
scale up rapidly to dynamic random access memory 
(DRAM) densities over the next few years.3 Still another 
application is magnetic position sensors in which an array of 
GMR sensors and magnets is used with a microprocessor to 
control a mechanical process. Nonvolatile Electronics is 
marketing such sensors for a great diversity of applications, 
including automotive antilock-brake systems and industrial 
robot control.4 

At present, GMR values in the range of 5%-7% are 
readily achievable, and such values are adequate for many 

initial applications of GMR materials. However, the need for 
GMR values above 10% will occur over the next few years 
as hard-disk-drive densities and MRAM densities increase. It 
now appears that specular electron scattering at the surfaces 
of GMR spin valves will be crucial to achieving GMR values 
above 10%. 

In the area of microelectronic interconnects, there is a 
continuing need to lower resistivities as the feature sizes 
shrink. However, feature sizes are already approaching di- 
mensions at which diffuse electron scattering at the walls of 
the interconnect are beginning to limit how small resistivities 
can be. High resistivities cause problems with signal propa- 
gation delays and with heat dissipation. The Semiconductor 
Industry Association (SIA) Roadmap states that there are no 
known solutions for reaching the target of interconnect resis- 
tivities below 1.8 /Al cm, the value needed for feature sizes 
below 100 nm.5 However, in principle, interconnects made 
of pure Cu with specular walls could achieve values as low 
as 1.7 /ÄI cm. Learning how to achieve this in production 
will be one of the major challenges of the coming decade for 
interconnect technology. In our work we are beginning to 
explore how to fabricate metallic films so that they will scat- 
ter electrons more specularly. 

II. EXPERIMENT 

The NiO substrates used in this work were polycrystalline 
films ~ 50 nm thick, deposited on 3 in. Si wafers by reactive 
magnetron sputtering at the University of California at San 
Diego.6 At the National Institute of Standards and Technol- 
ogy, the wafers were cleaved into ~1 cm2 squares, cleaned 
ultrasonically in a detergent solution, rinsed in distilled wa- 
ter, blown dry, and installed in the deposition chamber. 

It is very important to remove the hydrocarbon contami- 
nation (several tenths of a nanometer, which accumulates on 
the NiO from exposure to the laboratory air) prior to the 
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FIG. 1. Illustration of magnetization-dependent electron mean free paths that 
result in (a) low and (b) high resistance states in GMR materials. 

deposition of each metallic film in order to achieve the low- 
est resistance. NiO substrates were sputtered with a 
neutralized-beam Ar-ion gun at a beam energy of 100 eV 
until the carbon was removed, as judged by x-ray photoelec- 
tron spectroscopy (XPS) measurements in a chamber con- 
nected to the deposition chamber. Ion beam energies of sev- 
eral hundred eV damage the NiO surface leaving it rough. 

All films were deposited in a baked, ultrahigh vacuum 
(base pressure 3X10"10Torr, or 4XlO~8Pa) system 
equipped with nine dc magnetron sputter deposition guns. 
The metal films were deposited at room temperature (RT) by 
dc magnetron sputtering in 2 mTorr (~0.3 Pa) Ar. The depo- 
sition rates for metal films are typically 0.02-0.05 nm/s. The 
thicknesses of the deposited films are monitored by two 
quartz crystal oscillators mounted alongside the substrate. 
Typical ambient pressures just prior to deposition were 3 
X 10"9 Torr, or 4X 10~7 Pa, of which -90% was H2. The 
low pressure in the chamber was achieved partly by depos- 
iting a ~ 1.5 nm Ti film on the inside of the deposition 
chamber from a centrally mounted Ti filament just prior to 
introduction of the NiO substrate. 

The resistance measurements were made at RT using the 
four-point probe dc mode in a vacuum chamber connected to 
the deposition chamber. Resistivities are reported as bulk 
values, and were determined by multiplying the measured 
sheet resistance by the thickness. 

III. RESULTS AND DISCUSSION 

Figure 1 illustrates the basic principle of the high and low 
resistance states of a GMR-MRAM cell. Two Co films are 
separated by a Cu film (each ~3 nm thick). When the Co 
films are magnetized in opposite directions, electrons from 
one Co film have the wrong spin to enter the other Co film 
and their path is blocked (i.e., the majority and minority spin 
band structures of Co match up poorly), and a short mean 

Specular electron scattering 
increases the electron mean-free-path 

FIG. 2. Illustration of the mean free path of majority spin electrons in a 
simple spin valve, in a GMR superlattice, and in a hypothetical simple spin 
valve with specular surfaces (all systems in the parallel magnetization state). 

free path results. However, when the magnetizations are par- 
allel, the bands match and the mean free path is longer. 

In device applications other than MRAM, GMR spin 
valves generally do not switch completely between the high 
and low resistance states. Instead, the external magnetic field 
that is to be detected shifts the spin valve only to a certain 
extent, i.e., from relatively high resistance to relatively low 
resistance or vice versa. 

Figure 2 illustrates the two basic types of GMR films, 
spin valves, and superlattices. GMR values as large as 110% 
have been achieved in superlattices,7 whereas in a simple 
spin valve (with a single Cu layer) GMR values are typically 
only 6%. Unfortunately, the magnetization switching process 
from antiparallel to parallel requires a very large applied 
field for superlattices (e.g., 3 T or 30k Gauss),7 which is 
completely impractical for device applications. In contrast, 
simple spin valves often switch in fields on the order of a 
milliTesla (10 G). From our work, it appears that one of the 
reasons for the much smaller GMR values found in simple 
spin valves compared to those in superlattices is that the 
mean free path is limited by diffuse electron scattering at the 
top and bottom surfaces. If those surfaces could be made to 
scatter specularly, as illustrated in Fig. 2, and if the level of 
bulk defects could be made as low as in superlattices, it is 
very possible that simple spin valves could exhibit GMR 
values as large as those in superlattices. 

We chose Au to begin our investigation of specular elec- 
tron scattering in metallic thin films. Studies of specular scat- 
tering in Au have a long and controversial history.1'8 Contro- 
versies arose largely because it is difficult to separate the 
bulk and surface contributions to the resistivity.8 To avoid 
this problem, we chose to investigate specularity by a differ- 
ent route, that of surface modification. After much experi- 
mentation we found that the best way to make the surface of 
a Au film nonspecular is simply to deposit 0.4 nm Ta on it. It 
may be expected from many prior studies of the growth of 
high surface-free-energy metals on low surface-free-energy 
metals that the highly mobile Au atoms segregate out onto 
deposited Ta atoms to produce an alloy. Such an alloy should 
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FIG. 3. Resistivity of Au films as deposited and after the deposition of 0.4 
nm Ta to suppress the specular scattering at the surface. 

be highly resistive, and indeed when we codeposited a 
Ta50Au50 film we found a resistivity of 215 /ufl cm. While 
we cannot measure the resistivity of the surface alloy gener- 
ated by the deposition of Ta on Au, if it approached 215 
/JL£1 cm it should very effectively suppress the specular scat- 
tering. 

Figure 3 presents results on Au films using this method of 
suppressing specular scattering. Although we cannot prove 
that suppression of specular scattering is responsible for the 
increases in resistivity, that does appear to be the most rea- 
sonable interpretation. We found by x-ray photoelectron 
spectroscopy that essentially all the Ta remains in the near- 
surface region. Deposition of one conductor on another con- 
ductor would, in the simplest model, reduce the resistance of 
the film. Instead, we find a strong effect in the opposite di- 
rection. Figure 4 presents the increase in resistivity as a per- 
centage of the initial resistivity. The magnitude of the effect 
is reasonable, however, from consideration of changes in 
specularity. For example, at a Au thickness of 3 nm the ad- 
dition of 0.4 nm Ta approximately doubles the resistivity. 
The 3 nm Au film has a resistivity about ten times the single 
crystal value (24.7 yuOcm vs 2.44 /nfl cm) implying that the 
mean free path is about 3.5 nm.8 Since the mean free path 
and the thickness are similar, an approximate doubling of the 
resistivity by the addition of Ta would be expected since 
quenching specular scattering at the top surface is similar to 
halving the film thickness. 
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FIG. 4. Percentage increase in the resistance of the Au films upon the depo- 
sition of 0.4 nm Ta. The data are from Fig. 3. 

FIG. 5. Comparison of the resistivity of Au films of different thicknesses 
with no Ta with 0.6 nm Ta as an underlayer to make the bottom surface of 
the Au film nonspecular, and with 0.6 nm Ta as an underlayer and 0.4 nm 
Ta as an overlayer to make both the top and bottom surfaces nonspecular. 

Figure 5 presents results of our attempts to make both the 
top and bottom surface of the Au nonspecular. After trying a 
great variety of methods to roughen the substrate surface, we 
found that the simple deposition of 0.6 nm Ta gave the high- 
est resistivities for subsequently deposited Au films. As de- 
posited, the 0.6 nm Ta film has a resistivity of —10 ficm, 
suggesting that it is not continuous. The film probably con- 
sists of closely spaced clusters, each containing only a few 
Ta atoms, since surface diffusion by a refractory metal such 
as Ta is very limited. Intermixing of Ta and Au is not ex- 
pected since there is no driving force for Ta surface segre- 
gation. Indeed, enthalpy should favor wetting of the Ta by 
the Au. 

The increase in Au resistivity produced by this Ta under- 
layer is almost as large as that produced in Fig. 3 by sup- 
pressing the specular scattering at the top surface. If we in- 
terpret this increase to be the suppression of specular 
scattering at the bottom of the Au film, then it is likely that 
the bottom of the Au, like the top of the Au, exhibits a high 
degree of specular scattering in the absence of Ta. 

The interpretation that both the top and bottom of the Au 
films are highly specular is made more plausible by our 
structural studies. Scanning tunneling microscopy shows that 
the Au films exhibit a grain size of —14 nm. The grains are 
very slightly dome shaped with height differences from 
dome center to the grain boundary valley averaging only 
—0.2 nm. Transmission electron micrographs show the NiO 
substrate to be remarkably flat. Often the roughness appears 
to be no greater than —0.2 nm over distances of 50 nm. 
Thus, these are extremely flat surfaces. 

Also illustrated in Fig. 5 is the effect of depositing 0.4 nm 
Ta on top of the Au to make the top surface also nonspecu- 
lar. From these data, the top of the Au film appears to be 
quite specular scattering even when it is deposited on the Ta 
underlayer. 

Figure 6 presents the percentage increases in resistivity 
for Fig. 5. An interesting aspect of Fig. 6 is the effect of the 
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Effect of both 
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Effect of Ta underlayer 

0    2    4     6     8    10   12   14 
Au thickness, nm 

FIG. 6. Percentage increases in resistivity for the data of Fig. 5. The circles 
are the Ta underlayer case relative to the no Ta case, the squares are the Ta 
overlayer case relative to the Ta underlayer case, and the triangles are the Ta 
underlayer and overlayer case relative to the no Ta case. 

Ta overlayer (squares) on Au films that were deposited on 
the Ta underlayer. For Au thickness of 20-80 nm, the per- 
centage increases are only ~40%, considerably smaller than 
those of Fig. 4 for which no Ta underlayer was present. 
These smaller increases are entirely plausible if, in the ab- 
sence of Ta, some fraction of the electrons travels far enough 
to scatter specularly from both the top and bottom of the Au. 
Such multiple specular scattering events would be quenched 
if either one of the surfaces were nonspecular. Upon making 
the second surface also nonspecular, there would no longer 
be any multiple specular scattering events to quench, and a 
smaller increase in resistivity would be expected. 

In the course of this work, we learned many other things 
about specular scattering. For example, preliminary data in- 
dicate that Cu and Ag films exhibit many of the same char- 
acteristics as Au films. Presumably, they too tend to have 
specular surfaces. Furthermore, thin Cu and Ag films depos- 
ited on Au films do not quench specular scattering as Ta 
films do. This result seems quite plausible since all three 
elements are rather free-electron-like s-band metals. Insula- 
tors such as NiO or SiO deposited on Au are roughly one 
third as effective as Ta in quenching the specularity. This 
result gives some hope that coatings that preserve specularity 
can be developed. It may be of interest that exposing a 5 nm 
Au film to air only caused a 5% increase in resistivity, im- 
plying that the surface was almost as specular in air as it was 
in vacuum. Apparently the conduction electrons do not scat- 
ter diffusely from the disordered molecular contaminants that 
condense on metal surfaces exposed to air. 

Our experience indicates that diffuse electron scattering 
will dominate at metal surfaces unless great care is taken to 
prepare extremely flat surfaces. It appears likely that this 
result will apply to future generations of microelectronic in- 
terconnects. Figure 7 shows the consequences of diffuse 
electron scattering for this application. In this example, pa- 
rameters for Cu are used since it appears to be the material of 
choice for future interconnects. The Fuchs-Sondheimer 
equations can be used to predict how nonspecular walls 
make the resistivity increase as the interconnect feature size 
shrinks.1 The SIA Roadmap requirements intersect the non- 
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Prediction 
(non-specular walls) 

SIA Roadmap Needs 

Bulk Cu 
value 

Prediction 
(specular walls) 

0        100     200     300     400     500 

Cu interconnect feature size, nm 

FIG. 7. Illustration of the problem facing future generations of microelec- 
tronic interconnects. Today, at a feature size of 250 nm AlCu alloy inter- 
connects with a resistivity of 3.3 fxil cm are adequate. For the future, the 
Semiconductor Industry Association (SIA) Roadmap requires declining re- 
sistivities as feature sizes shrink, a requirement that can only be met with Cu 
interconnects. However, even Cu interconnects cannot meet the requirement 
with nonspecular walls. The illustrated prediction for nonspecular walls is 
based on the Fuchs-Sondheimer equations and the bulk conductivity of Cu. 
In contrast, for specular walls the resistivity could, in principle, remain at 
the bulk Cu value (dotted line) as the feature size shrinks and thereby meet 
the SIA Roadmap requirements. 

specular prediction near the 180 nm feature size generation. 
This generation is targeted for 1999 production in the most 
recent (1997) SIA Roadmap. For smaller feature sizes, the 
predicted resistivity rises rapidly as the required resistivity 
decreases. The adverse consequences of excessive resistivity 
are increased signal propagation delays and increased heat 
dissipation. 

The best hope of meeting the SIA Roadmap requirements 
would seem to be to make interconnect walls that scatter 
electrons specularly. In this case, if the interior of the inter- 
connect is single-crystal Cu (i.e., no additional resistance due 
to grain boundaries or other defects), the resistivity is pre- 
dicted to remain at the bulk Cu value as the feature size 
decreases, and the SIA Roadmap requirements would then be 
satisfied. 

Observations of specular electron scattering in metallic 
films and GMR spin valves have been reported in recent 
years.9'10 However, relatively little research has been con- 
ducted into how to prepare suitable metal surfaces or how to 
modify them to make them highly specular. Presumably 
there was little motivation to do so in the absence of impor- 
tant technological applications. However, since it appears 
that this situation will change drastically over the next few 
years, we have begun to examine the issues involved more 
seriously. 

During the course of our research on GMR spin valves we 
have made some progress in finding ways to make the spin 
valve surfaces scatter electrons more specularly and thereby 
to raise the GMR value (for reasons illustrated in Fig. 2). 
One method is illustrated in Fig. 8. It is well known in stud- 
ies of epitaxial growth that smoother surfaces can often be 
produced if a surfactant is present during film growth.11 In 
heteroepitaxy this effect is often the result of modifying the 
balance of surface and interfacial free energies. However, in 
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UHV deposition: rough surface 
o Cobalt 

• Oxygen 

o Cobalt 

• Oxygen 

Oxygen surfactant: smooth surface 

Surfactants are well known for 
. lowering the barriers to descent 

FIG. 8. Illustration of how a surfactant smooths a growing surface by low- 
ering the barrier for descent of an upper terrace atom to a lower terrace. 

the case of homoepitaxy, a different mechanism operates, 
and this is what Fig. 8 illustrates. Energy barriers often exist 
to inhibit atoms on upper terraces from descending to lower 
terraces." The random arrival of atoms tends to leave a 
slightly roughened surface. However, a surfactant layer such 
as oxygen can lower the energy barrier to descent and pro- 
duce a smoother surface.11 In a concerted-motion process, 
fewer chemical bonds need to be broken in the descent event 
if the surfactant is present. Oxygen turns out to be an excel- 
lent surfactant in spin valves, in part because it is highly 
mobile and floats out to the growing surface with high effi- 
ciency. As a result, it can be used to produce smoother and 
more specular spin valve surfaces. 

Figure 9 presents results for a spin valve of the type: 
NiO\2.5 nm Co\2 nm Cu\3 nm Co. The best GMR value 
results from maintaining a constant partial pressure of oxy- 
gen of 5XlO~9Torr, or 7X10~7Pa, in the deposition 
chamber for the entire deposition.10 As seen in Fig. 9, this 

2 4 6 8 10 
-9 

0-> Pressure, units of 10    Torr 

FIG. 9. Plot of the GMR of bottom spin valves as a function of the pressure 
of 02 in which they were grown (solid circles). The arrows indicate the drop 
in GMR which occurs when 2 ML Ta is deposited to suppress the specular 
scattering at the surface (solid triangles). Note that lX10~9Torr equals 
1.3X10"7Pa. 

FIG. 10. Proposed model for the surface oxidation process that appears to 
increase the extent of specular electron scattering at the surface. 

situation produces a GMR of 16.7% as opposed to 14.0% 
without oxygen. We found by x-ray photoelectron spectros- 
copy that this partial pressure of oxygen results in a surface 
coverage of oxygen atoms of approximately one half of an 
atomic layer for most of the spin valve growth (trace 
amounts of oxygen appear to be left behind at grain bound- 
aries). The beneficial effect of oxygen exists only over a very 
narrow pressure range. At lX10~8Torr, or 1.3XlO~6Pa, 
the GMR is already below the no-oxygen value. 

The role of specular scattering is illustrated in Fig. 9 by 
the arrows and triangles. These correspond to the results of 
depositing 0.4 nm Ta on the spin valve to quench specular 
scattering. As in the case of Au films, we found after much 
research that the most effective way to suppress specular 
scattering was simply to deposit 0.4 nm Ta on the spin valve. 
The extent of the drop from circle to triangle reflects the 
importance of specular scattering in each sample. Clearly, 
there was some specular scattering even in the absence of 
oxygen, but the right amount of oxygen significantly en- 
hanced it.10 

Another method we have found for increasing the extent 
of specular scattering at spin-valve surfaces is illustrated in 
Fig. 10. After the top Co film was deposited in a NiO\2.5 nm 
Co\2 nm Cu\3 nm Co spin valve, oxidation of the top 2-3 
ML of Co generally produce an increase of about l%-2% in 
GMR (absolute, i.e., AGMR).10 Figure 11 presents a typical 
data set. It appears that if the surface, as deposited, is not 
very smooth, the oxidation of the surface will begin at high 
points or protrusions and progress downwards. Whatever 

0      10-7     10'6     10'5     10-4     10'3 

Oxygen exposure, Torr-sec 

FIG. 11. Plot of the GMR of a bottom spin valve as a function of exposure 
to 02 after deposition. Note that 1 X 10"7 Torr s equals 1.3X 10~5 Pa s. 
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FIG. 12. Illustration of how the deposition for ~2 ML Au can be used to 
enhance the specular electron scattering at the surface of a spin valve. 

bumps exist at the surface are preferentially oxidized first, 
and as the oxidation front meet a continuous layer of metal 
atoms, the oxidation rate drops drastically (i.e., as for a self- 
passivation process). Chemically, it is reasonable that bumps 
should oxidize more readily than flat layers since broken 
bonds at the sides of a bump should accelerate the oxidation 
process. Layer-by-layer oxidation has also been observed in 
semiconductors.12 It has long been known that many metal 
surfaces oxidize very quickly to a depth of a few ML, after 
which the oxidation slows down dramatically. The idea of 
Fig. 10 is that oxidizing the high points leaves a metal/ 
insulator interface (CoO/Co) that is flatter than the Co/ 
vacuum interface was, thus increasing specular electron scat- 
tering. The process suggested in Fig. 10 may be termed 
layer-by-layer oxidation. Additional confirmation that the 
protrusions oxidize preferentially is found in the magneto- 
static coupling measurements that we have published 
previously.10 

A final method we have found for increasing specular 
electron scattering at the surface of spin valves is the depo- 
sition of thin layers of Au on top of the Co,10 as is illustrated 
in Fig. 12. A film of 0.4 nm Au (~2 ML) generally increases 
the GMR from —14% to 16%, an effect which is rather 
similar in magnitude to oxidizing the protrusions. This simi- 
larity in magnitude is probably not a coincidence but a con- 
sequence of both methods producing similar degrees of 
specular scattering at the surface. As further evidence that 
the Au makes the surface more specular, the increase in 
GMR can be entirely reversed with the deposition of 0.4 nm 
Ta. As with pure Au films, Ta deposition appears to be an 
excellent method of revealing the importance of specular 
scattering by quenching the specular scattering. 

IV. CONCLUSIONS 

The major points of this article may be summarized as 
follows: 

(1) The importance of specular electron scattering in Au 
films and in spin valves can be investigated by deposit- 
ing thin Ta layers to quench specular scattering. 

(2) It appears that Au films in the thickness range of 2-12 
nm on NiO substrates exhibit a high degree of specular 
electron scattering at both the top and bottom surfaces. 

(3) Microelectronic interconnects are reaching feature sizes 

that will soon make specular electron scattering at the 
walls of interconnects a highly desirable property. 

(4) Highly specular Co/Cu/Co spin-valve surfaces could 
well lead to spin valves with GMR valves approaching 
the 110% value of superlattices. 

(5) Relatively little research has been conducted into how to 
produce metal surfaces that scatter electrons specularly. 

(6) An increase in such research would be very timely. 
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Prospect of building electronic devices in which electron spins store and transport information has 
revived interest in the spin relaxation of conduction electrons. Since spin-polarized currents cannot 
flow indefinitely, basic spin-electronic devices must be smaller than the distance electrons diffuse 
without losing its spin memory. Some recent experimental and theoretical effort has been devoted 
to the issue of modulating the spin relaxation. It has been shown, for example, that in certain 
materials doping, alloying, or changing dimensionality can reduce or enhance the spin relaxation by 
several orders of magnitude. This brief review presents these efforts in the perspective of the current 
understanding of the spin relaxation of conduction electrons in nonmagnetic semiconductors and 
metals.   © 1999 American Vacuum Society. [S0734-211X(99)03604-5] 

I. INTRODUCTION 

Electron spin is becoming increasingly popular in elec- 
tronics. New devices, now generally referred to as spintron- 
ics, exploit the ability of conduction electrons in metals and 
semiconductors to carry spin-polarized current. Three factors 
make spin of conduction electrons attractive for future tech- 
nology: (1) electron spin can store information, (2) the spin 
(information) can be transferred as it is attached to mobile 
carriers, and (3) the spin (information) can be detected. In 
addition, the possibility of having long spin relaxation time 
or spin diffusion length in electronic materials makes spin- 
tronics a viable potential technology. 

Information can be stored in a system of electron spins 
because these can be polarized. To represent bits, for ex- 
ample, spin up may stand for one, spin down for zero. But 
the sheer existence of two spin polarizations is of limited use 
if we do not have means of manipulating them. Currently 
used methods of polarizing electron spins include magnetic 
field, optical orientation, and spin injection. Polarization by 
magnetic field is the traditional method that works for both 
metals and semiconductors. Spin dynamics in semiconduc- 
tors, however, is best studied by optical orientation where 
spin-polarized electrons and holes are created by a circularly 
polarized light. Finally, in the spin injection technique a 
spin-polarized current is driven, typically from a ferromag- 
net, into the metallic sample. Since spin is both introduced 
and transferred by current, this method is the most promising 
for spintronics. Unfortunately, thus far spin injection has not 
been convincingly demonstrated in semiconductors. 

The second factor, the ability of information transfer by 
electron spins, relies on two facts. First, electrons are mobile 
and second, electrons have a relatively large spin memory. 
Indeed, conduction electrons "remember" their spins much 
longer than they remember momentum states. In a typical 
metal, momentum coherence is lost after ten femtoseconds, 
while spin coherence can survive more than a nanosecond. 
As a result, the length Lx, the spin diffusion length, over 
which electrons remain spin polarized is much longer than 
the mean free path distance / over which their momentum is 
lost. Since Lx is the upper limit for the size of spintronic 

elements (in larger elements the spin-encoded information 
fades away), it is not surprising that significant effort went 
into finding ways of reducing the spin relaxation. Quite un- 
expectedly, in quantum wells, but even in bulk semiconduc- 
tors, donor doping was found to increase the spin memory of 
conduction electrons by up to three orders of magnitude. In 
metals one has much less freedom in manipulating electron 
states. A theoretical study, however, predicts that even there 
spin memory can be changed by orders of magnitude by 
band-structure tailoring. Alloying of polyvalent metals with 
monovalent ones can increase the spin memory by a decade 
or two. The ability of conduction electrons to transport spin- 
polarized current over distances exceeding micrometers has 
now been demonstrated in both metals and semiconductors. 

Finally, after the spin is transferred, it has to be detected. 
In many experiments, the spin polarization is read optically: 
photoexcited spin-polarized electrons and holes in a semi- 
conductor recombine by emitting circularly polarized light; 
or the electron spins interact with light and cause a rotation 
of the light polarization plane. It was discovered, however, 
that spin can be also measured electronically, through 
charge-spin coupling. When spin accumulates on the con- 
ductor side at the interface of a conductor and a ferromagnet, 
a voltage or a current appears. By measuring the polarity of 
the voltage or the current, one can tell the spin orientation in 
the conductor. Like spin injection, spin-charge coupling has 
been demonstrated only in metals. 

The operational synthesis of spin (information) storage, 
transfer, and detection can be illustrated on concrete devices. 
Spin transistor is a trilayer that consists of a nonmagnetic 
metal (base) sandwiched between two ferromagnets (emitter 
and collector). Spin-polarized current injected into the base 
from the emitter causes spin accumulation at the base- 
collector interface. If the collector magnetic moment is op- 
posite to the spin polarization of the current (and parallel to 
the emitter magnetic moment, if the injected electrons are 
from the spin-minority subband), the current flows from the 
base into the collector. If the collector magnetic moment is 
parallel to the spin polarization, the current is reversed. In 
order for the spin accumulation to occur, the current in the 
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metallic base must remain polarized—the base must be thin- 
ner than Lj. Similar principles work in the giant magnetore- 
sistance effect. Multilayer structures with alternating non- 
magnetic and ferromagnetic metals have their resistance 
strongly dependent on the relative orientation of the ferro- 
magnetic moments. The resistance is small if the moments 
point in the same directions, and large if the directions of 
neighboring moments are reversed. Again, the information 
about the moment of a ferromagnetic layer is encoded into 
electron spins which carry this information through a con- 
tiguous nonmagnetic metal into another ferromagnet. Here 
the information is read and in ideal case the electron is let 
into the ferromagnet only if its spin is opposite to the direc- 
tion of the ferromagnetic moment. Otherwise, the electron is 
scattered at the interface. 

Several recent reviews focus on spin-polarized transport. 
An overview of the subject can be found in Ref. 1. Spin 
transistors, spin injection, and charge-spin coupling in metal- 
lic systems is treated in Ref. 2; a comprehensive account of 
optical orientation is given in Ref. 3, and recent reviews of 
giant magnetoresistance are in Refs. 4 and 5. Many sug- 
gested spintronic devices have not been demonstrated yet, 
but their potential seems enormous. Industrial issues related 
to spintronics can be found in Refs. 6, 7, and Ref. 8 describes 
some of the recent spintronic schemes and devices. 

The present article introduces basic concepts of the spin 
relaxation of conduction electrons and identifies important 
unresolved issues in both semiconductors and metals. Par- 
ticular emphasis is given to the recent experimental and the- 
oretical work that attempts to enhance and/or understand 
electron spin coherence in electronic materials. 

II. MECHANISMS OF SPIN RELAXATION 

Spin relaxation refers to the processes that bring an un- 
balanced population of spin states into equilibrium. If, say, 
spin up electrons are injected into a metal at time t = 0 cre- 
ating a spin imbalance, at a later time, t=Tl (the so-called 
spin relaxation time), the balance is restored by a coupling 
between spin and orbital degrees of freedom. Three spin- 
relaxation mechanisms have been found to be relevant for 
conduction electrons (Fig. 1): the Elliott-Yafet, D'yakonov- 
Perel', and Bir-Aronov-Pikus. 

The Elliott-Yafet mechanism is based on the fact that in 
real crystals Bloch states are not spin eigenstates. Indeed, the 
lattice ions induce the spin-orbit interaction that mixes the 
spin-up and spin-down amplitudes.9 Usually the spin-orbit 
coupling X is much smaller than a typical band width AE 
and can be treated as a perturbation. Switching the spin-orbit 
interaction adiabatically, an initially spin-up (down) state ac- 
quires a spin-down (up) component with amplitude b of or- 
der \/AE. Since b is small, the resulting states can be still 
named "up" and "down" according to their largest spin 
component. Elliott9 noticed that an ordinary (spin- 
independent) interaction with impurities, boundaries, inter- 
faces, and phonons can connect "up" with "down" elec- 
trons, leading to spin relaxation whose rate \IT\ is 
proportional tob2 IT (T being the momentum relaxation time 
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FIG. 1. Relevant spin relaxation mechanisms for conduction electrons. (A) 
The Elliott-Yafet mechanism. The periodic spin-orbit interaction makes the 
spin "up" Bloch states contain small spin-down amplitude, and vice versa. 
Impurities, boundaries, and phonons can induce transitions between spin 
"up" and "down" leading to spin degradation. (B) The D'yakonov-Perel' 
mechanism. In noncentrosymmetric crystals spin bands are no longer degen- 
erate: in the same momentum state spin up has different energy than spin 
down. This is equivalent to having internal magnetic fields, one for each 
momentum. The spin of an electron precesses along such a field, until the 
electron momentum changes by impurity, boundary, or phonon scattering. 
Then the precession starts again, but along a different axis. Since the spin 
polarization changes during the precession, the scattering acts against the 
spin relaxation. (C) The Bir-Aronov-Pikus mechanism. The exchange in- 
teraction between electrons and holes causes the electron spins to precess 
along some effective magnetic field determined by hole spins. In the limit of 
strong hole spin relaxation, this effective field randomly changes before the 
full precession is completed, reducing the electron spin relaxation. 

determined by "up" to "up" scattering). Additional spin- 
flip scattering is provided by the spin-orbit interaction of 
impurities, and by the phonon-modulated spin-orbit interac- 
tion of the lattice ions (Overhauser10). The latter should be 
taken together with the Elliott phonon scattering to get the 
correct low-temperature behavior of l/T1 .n Yafet11 showed 
that l/T1 follows the temperature dependence of resistivity: 
\ITX ~ T at temperatures T above the Debye temperature TD, 
and l/Ti ~ T5 at very low T in clean samples (neutral impu- 
rities lead to jT-independent spin relaxation). Elliott-Yafet 
processes due to the electron-electron scattering in semicon- 
ductors were evaluated by Boguslawski.12 

In crystals that lack of inversion symmetry (such as zinc- 
blende semiconductors) the spin-orbit interaction lifts the 
spin degeneracy: spin-up and spin-down electrons have dif- 
ferent energies even when in the same momentum state. This 
is equivalent to having a momentum-dependent internal 
magnetic field B(k) which is capable of flipping spins 
through the interaction term like B(k)-S, with S denoting 
the electron spin operator. (This term can be further modu- 
lated by strain or by interface electric fields.) D'yakonov and 
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Perel' showed that the lifting of the spin degeneracy leads to 
spin relaxation.13 Typically the distance between spin-up and 
spin-down bands is much smaller than the frequency 1/r of 
ordinary scattering by impurities, boundaries, or phonons. 
Consider an electron with momentum k. Its spin precesses 
along the axis given by B(k). Without going the full cycle, 
the electron scatters into momentum k' and begins to precess 
along the direction now given by B(k'), and so on. The 
electron spin perceives the scattering through randomly 
changing precession direction and frequency. The precession 
angle along the axis of initial polarization (or any other fixed 
axis) diffuses so its square becomes about (t/T)(u>T)2 after 
time t (<w is the typical precession frequency). By definition 
JTJ is the time when the precession angle becomes of order 
one. Then 1/T'1«

5
W(WT). The factor (WT) is a result of mo- 

tional narrowing as in nuclear magnetic resonance.14 The 
spin relaxation rate 1/7^! is proportional to the momentum 
relaxation time r. We note that in strong magnetic fields the 
precession along the randomly changing axis is suppressed 
(spins precess along the external field15 and electron cyclo- 
tron motion averages over different internal magnetic 
fields16'17), leading to a reduction of the D'yakonov-Perel' 
spin relaxation. 

Another source of spin relaxation for conduction electrons 
was found by Bir, Aronov, and Pikus18 in the electron-hole 
exchange interaction. This interaction depends on the spins 
of interacting electrons and holes and acts on electron spins 
as some effective magnetic field. The spin relaxation takes 
place as electron spins precess along this field. In many 
cases, however, hole spins change with the rate that is much 
faster than the precession frequency. When that happens the 
effective field which is generated by the hole spins fluctuates 
and the precession angle about a fixed axis diffuses as in the 
case of the D'yakonov-Perel' process. The electron spin re- 
laxation rate 1/7! is then "motionally" reduced and is pro- 
portional to the hole spin relaxation time. Similar reduction 
of \IT\ occurs if holes that move faster than electrons change 
their momentum before electron spins precess a full cycle.18 

The Bir-Aronov-Pikus spin relaxation, being based on the 
electron-hole interaction, is relevant only in semiconductors 
with a significant overlap between electron and hole wave 
functions. 

III. SEMICONDUCTORS 

Spin relaxation in semiconductors is rather complex. 
First, there are different charge carriers to consider. Both 
electrons and holes can be spin polarized and carry spin- 
polarized currents. Furthermore, some features of the ob- 
served luminescence polarization spectra must take into ac- 
count excitons, which too, can be polarized. Second, in 
addition to temperature and impurity content the spin relax- 
ation is extremely sensitive to factors like doping, dimen- 
sionality, strain, magnetic and electrical fields. The type of 
dopant is also important: electrons in p-type samples, for 
example, can relax much faster than in n-type samples. And, 
finally, since the relevant electron and hole states are typi- 
cally very close to special symmetry points of the Brillouin 

zone, subtleties of the band structure often play a decisive 
role in determining which spin relaxation mechanism pre- 
vails. (Band structure also determines what is polarized— 
often due to degeneracy lifting, spin and orbital degrees are 
entirely mixed and the total angular momentum is what is 
referred to as "spin.") The above factors make sorting out 
different spin relaxation mechanisms a difficult task. 

The first measurement of Tx of free carriers in a semicon- 
ductor was reported in Si by Portis et al.19 and Willenbrock 
and Bloembergen;20 these measurements were done by con- 
duction electron spin resonance. Silicon, however, remains 
still very poorly understood in regards to its spin transport 
properties. Very little is known, for example, about elec- 
tronic spin-flip scattering by conventional n and p dopants. 
Considering that Si may be an important element for spin- 
tronics since it is widely used in conventional electronics, its 
spin relaxation properties should be further investigated. 

Much effort was spent on III-V semiconductors where 
optical orientation3 enables direct measurement of Tx. In 
these systems holes relax much faster than electrons because 
hole Bloch states are almost an equal admixture of spin-up 
and down eigenstates. The Elliott-Yafet mechanism then 
gives T] of the same order as T. In quantum wells (QW), 
however, Tx of holes was predicted by Uenoyama and 
Sham21 and Ferreira and Bastard22 to be quenched, and even 
longer than the electron-hole recombination time. This was 
observed experimentally in «-modulation doped GaAs QWs 
by Damen et al.23 who measured hole spin relaxation time of 
4 ps at 10 K. Hole and exciton spin relaxation was reviewed 
by Sham.24 

Compared to holes, electrons in III-V systems remember 
their spins much longer and are therefore more important for 
spintronic applications. Typical measured values of electron 
7j range from 10" n to 10~7 s. All the three spin relaxation 
mechanisms have been found contributing to T\. Although it 
is difficult to decide which mechanism operates under the 
specific experimental conditions (this is because in some 
cases two mechanisms yield similar Tl, but also because 
experiments often disagree with each other25), some general 
trends are followed. The Elliott-Yafet mechanism dominates 
in narrow-gap semiconductors, where b2 is quite large (AE 
<==>Eg is small). Chazalviel26 studied n-doped InSb (Eg 

«»0.2eV) and found that Elliott-Yafet scattering by ionized 
impurities explains the observed l/T{. 

If band gap is not too small, the D'yakonov-Perel' 
mechanism has been found relevant at high temperatures and 
sufficiently low densities of holes. The D'yakonov-Perel' 
mechanism can be quite easily distinguished from the 
Elliott-Yafet one: the former leads to 1/7"] — T while for the 
latter \ITX~\IT. The increase in the impurity concentration 
decreases the efficiency of the D'yakonov-Perel' processes 
and increases those due to Elliott and Yafet. Another useful 
test of the D'yakonov-Perel' mechanism is its suppression 
by magnetic field.1617 The first experimental observation of 
the D'yakonov-Perel' mechanism was reported by Clark 
et al. on moderately doped p samples of GaAs27 and 
GaAlAs.28 Later measurements on less doped samples of 
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GaAs by Maruschak et al.29 and Zerrouati et al.25 confirmed 
that the D'yakonov-Perel' mechanism is dominant in GaAs 
at elevated temperatures. 

At low temperatures and in highly p-doped samples (ac- 
ceptor concentration larger than 1017cm~3), the Bir- 
Aronov-Pikus mechanism prevails. As the acceptor concen- 
tration increases this mechanism reveals itself at 
progressively higher temperatures. An increase of l/T1 with 
increasing p doping signals that the electron-hole spin relax- 
ation is relevant. This was demonstrated in p-type GaAs (for 
example, Zerrouati et al.,25 Maruschak et al.,29 and Fishman 
and Lampel30) and GaSb (Aronov et al?1). The physics of 
spin relaxation in /?-doped III-V semiconductors is very rich 
because several different mechanisms have been shown rel- 
evant. More work, however, still needs to be done. It is not 
clear, for example, what happens at very low temperatures 
and in very pure samples.25 There are some indications that 
at very low temperatures both the D'yakonov-Perel' and the 
Bir-Aronov-Pikus mechanisms can explain the observed 
data at whatever doping.25 Excellent reviews of conduction 
electron spin relaxation in bulk III-V semiconductors 
are.32'33 These references contain both experimental data and 
many useful formulas of 1/Ti. 

Electron spin relaxation has been studied also in quantum 
wells. That spin dynamics in quantum wells differs from that 
in the bulk is obvious from the fact that the relevant spin 
relaxation mechanisms are very sensitive to factors like mo- 
bility (which is higher in QWs), electron-hole separation 
(smaller in QWs) and electronic band structure (more com- 
plicated in QWs because of subband structures and interface 
effects). Furthermore, the quality of QW samples is very 
important since l/Ti is strongly influenced by localization 
and defects. The first measurement of conduction electron Tx 

in a QW was reported by Damen et al.23 who studied the 
dynamics of luminescence polarization in p-modulation 
doped GaAs/AlGaAs, and obtained T^ 0.15 ns at low tem- 
peratures. This relaxation time is three to four times smaller 
than in a similar bulk sample (the acceptor concentration was 
4X1011 cm-2). It was concluded23 that the relevant mecha- 
nism was Bir-Aronov-Pikus. The recent theoretical study 
by Maialle and Degani34 of the Bir-Aronov-Pikus relax- 
ation in QWs indicates that, to the contrary, this mechanism 
is not efficient enough to explain the experiment. Another 
possibility is the D'yakonov-Perel' mechanism. Bastard and 
Ferreira35 calculated the effectiveness of this mechanism for 
the case of ionized impurity scattering. Their calculation 
shows24 that the D'yakonov-Perel' mechanism is also too 
weak to explain the experiment. Although some assumptions 
of the theoretical studies may need to be reexamined (the 
major difficulty seems to be estimating r),24 further experi- 
mental work (such as temperature and doping dependence) is 
required to decide on the relevant mechanism. Recently, 
Britton et al?6 studied the spin relaxation in undoped GaAs/ 
AlGaAs multiple quantum wells at room temperature. The 
measured relaxation times vary between 0.07 and 0.01 ns, 
decreasing strongly with increasing confinement energy. 

These results seem to be consistent with the D'yakonov- 
Perel' mechanism.36 

Spin relaxation studies in quantum wells also promise bet- 
ter understanding of interface effects. In an inversion layer, 
an electric field arises from the electrostatic confinement. 
This field induces a spin-orbit interaction which contributes 
to the spin splitting (the so-called Rashba splitting) of elec- 
tron bands in addition to the inversion-asymmetry splitting. 
This should enhance the efficiency of the D'yakonov-Perel' 
mechanism. Spin precession of conduction electrons in GaAs 
inversion layers was investigated by Dresselhaus et al?1 us- 
ing antilocalization. The spin relaxation was found to be due 
to the D'yakonov-Perel' mechanism, but the spin splitting 
was identified (by magnetic field dependence) to be prima- 
rily due to the inversion asymmetry. This is consistent with 
an earlier theoretical study of Lommer et a/.38 of spin split- 
ting in heterostructures, which predicted that in GaAs/ 
AlGaAs QWs the Rashba term in the Hamiltonian is weak. 
In narrow-band semiconductors, however, Lommer et al. 
predict that the Rashba term becomes relevant. But this re- 
mains a not-yet-verified theoretical prediction. Another inter- 
esting study of the interface effects was done recently by 
Guettler et al?9 following the calculations of Vervoort 
et al.40 Quantum well systems in which wells and barriers 
have different host atoms (so-called "no-common-atom" 
heterostructures) were shown to have conduction electron 
spin relaxation enhanced by orders of magnitude compared 
to common-atom heterostructures. In particular, spin relax- 
ation times in (InGa)As/InP QWs were found to be 20 (90) 
ps for electrons (holes), while the structures with common 
host atoms (InGa)As/(AsIn)As have spin relaxation times 
much longer: 600 (600) ps. This huge difference between 
otherwise similar samples is attributed to the large electric 
fields arising from the asymmetry at the interface (interface 
dipolar fields).39 

Spin relaxation of conduction electrons can be controlled. 
This was first realized by Wagner et al.Al who 5-doped 
GaAs/AlGaAs double heterostructures with Be (as acceptor). 
The measured spin relaxation time was about 20 ns which is 
two orders of magnitude longer than in similar homoge- 
neously p-doped GaAs. The understanding of this finding is 
the following. The sample was heavily doped (8 
X 1012cm~2) so the Bir-Aronov-Pikus mechanism was ex- 
pected to dominate the relaxation. Photogenerated electrons, 
however, were spatially separated from holes which stayed 
mostly at the center of the GaAs layer, close to the Be dop- 
ants. There was, however, still enough overlap between elec- 
trons and the holes for efficient recombination so that the 
radiation polarization could be studied. The decrease of the 
overlap between electrons and holes reduced the efficiency 
of the Bir-Aronov-Pikus mechanism and increased Tx. 
This experiment can be also taken as a confirmation that the 
Aronov-Bir-Pikus mechanism is dominant in heavily 
p-doped heterostructures. 

The next important step in controlling spin relaxation was 
the observation of a large enhancement of the spin memory 
of electrons in II-VI semiconductor QWs by Kikkawa 
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et al.42 Introducing a (two-dimensional) electron gas by n 
doping, the II-VI QWs was found to increase electronic spin 
memory by several orders of magnitude. The studied 
samples were modulation-doped Zn, _ACdxSe quantum wells 
with electron densities 2X 10" and 5X 10" cm~2 (an addi- 
tional insulating sample was used as a benchmark). Spin po- 
larization was induced by a circularly polarized pump pulse 
directed normal to the sample surface. The spins, initially 
polarized normal, began to precess along an external mag- 
netic field oriented along the surface plane. After a time St, 
a probe pulse of a linearly polarized light detected the orien- 
tation of the spins. The major result of the study was that in 
doped samples electron spin remained polarized for almost 
three orders of magnitude longer than in the insulating (no 
Fermi see) sample. The measured T{ was on the nanosecond 
scale, strongly dependent on the magnetic field and weakly 
dependent on temperature and mobility. Although the nano- 
second time scales and the increase of the observed polariza- 
tion in strong magnetic fields (usually a Tesla) could be ex- 
plained by the D'yakonov-Perel' mechanism,25 the 
temperature and mobility (in)dependence remain a puzzle. 
The overall increase of T{ by donor doping can be under- 
stood in the following way.42 In insulating samples, photo- 
excited spin-polarized electrons quickly recombine with 
holes. This happens in picoseconds. In the presence of a 
Fermi sea photoexcited electrons do not recombine (there are 
plenty other electrons available for recombination) so they 
lose their spins in nanoseconds, which are natural time scales 
for spin relaxation. There is a caveat, however. The above 
scenario is true only if holes lose their spins faster than they 
recombine with electrons. Otherwise only electrons from the 
Fermi sea with a preferred spin would recombine, leaving 
behind a net opposite spin that counters that of the photoex- 
cited electrons. The fast hole relaxation certainly happens in 
the bulk (and similar enhancement of Tx has been observed 
in «-doped bulk GaAs by Kikkawa and Awschalom43), but 
not necessarily in quantum heterostructures.21-23 This issue 
therefore remains open. Very recent optically pumped 
nuclear magnetic resonance measurements44 in n-doped 
AlGaAs/GaAs multiple quantum well systems indicate un- 
usually long TjälOO/Cis at temperatures below 500 mK in 
the two-dimensional electron gas system under the applica- 
tion of a strong (a 12 T) external magnetic field. It is unclear 
whether this remarkable decoupling (that is, T^lOO/ms) of 
the two-dimensional electron gas spins from its environment 
is an exotic feature of the fractional quantum Hall physics 
dominating the system, or is a more generic effect which 
could be controlled under less restrictive conditions. 

It was recently demonstrated that spin polarized current 
can flow in a semiconductor. Hagele et al.45 used a simple 
but ingenuous setup that consisted of a micrometer ('-GaAs 
block attached to a p-modulation doped GalnAs QW layer. 
The free surface of the GaAs block was illuminated by a 
circularly polarized light. The photogenerated electrons then 
drifted towards the QW under the force of an applied electric 
field (photoexcited holes moved in the opposite direction to- 
wards the surface). The electrons recombined with holes 

upon hitting the QW, emitting light. By observing the polar- 
ization of the emitted light Hagele et al. concluded that elec- 
trons captured by the QW were polarized. The spin was al- 
most completely conserved after the electrons traveled as 
long as 4 fim and under the fields up to 6 kV/cm, indicating 
very long spin diffusion lengths in these experiments. 45 

IV. METALS 

Only a dozen elemental metals have been investigated for 
spin relaxation so far. Early measurements of T\ were done 
by the conduction electron spin resonance technique. This 
technique was demonstrated for metals by Griswold et al.,46 

and Feher and Kip47 used it to make the first Tx measurement 
of Na, Be, and Li. This and subsequent measurements estab- 
lished that l/7"j in metals depends strongly on the impurity 
content (especially in light metals like Li and Be) and grows 
linearly with temperature at high temperatures. Typical spin 
relaxation time scales were set to nanoseconds, although in 
very pure samples 7", can reach microseconds at low tem- 
peratures (for example, in sodium, as observed by Kolbe48). 
Reference 49 is a good source of these early spin relaxation 
measurements. 

The next wave of measurements started with the realiza- 
tion of spin injection in metals. Suggested theoretically by 
Aronov,50 spin injection was first demonstrated in Al by 
Johnson and Silsbee.51 Later measurements were done on 
Au52 and Nb53 films. The spin injection technique enables 
measurements of T\ in virtually no magnetic fields so that Tx 

can now be measured in superconductors, spin glasses, or 
Kondo systems where magnetic field qualitatively alters 
electronic states. Furthermore, by eliminating the need for 
magnetic fields to polarize electron spins one avoids compli- 
cations like inhomogeneous line broadening, arising from g 
factor anisotropy. Johnson also succeeded in injecting spin- 
polarized electrons into superconducting Nb films.53 Spin re- 
laxation of electrons (or, rather, quasiparticles) in supercon- 
ductors is, however, poorly understood and the experiments, 
now done mostly on high-^. materials54'55 only manifest the 
lack of theoretical comprehension of the subject. Still wait- 
ing for its demonstration is spin injection into semiconduc- 
tors. Although it was predicted long ago by Aronov and 
Pikus,56 it still remains a great experimental challenge. 

The observations that \IT\~T at high temperatures, the 
strong dependence on impurities, and characteristic nanosec- 
ond time scales has led to the general belief that conduction 
electrons in metals lose their spins by the Elliott-Yafet 
mechanism. Although simple estimates and even some ana- 
lytical calculations were done for simplest metals like Na 
(Yafet"), careful numerical calculations are lacking. Experi- 
mental data are usually analyzed to see if the simple relation 
suggested by Yafet," 

\IT\~b2p, (1) 

where p is resistivity, is obeyed. The spin-mixing b2 is the 
fitting parameter so the temperature behavior of l/Tl is de- 
termined solely by p. At high temperatures l/T{~p~T as 
observed. At low temperatures the spin relaxation should 
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obey the Yafet law l/Tl~T5 (in parallel to the Bloch law 
p~T5), but so far this has not been observed, mainly due to 
the large contribution from impurity and boundary scatter- 
ing. (Even after subtracting this temperature independent 
background the uncertainties of the measurements prevent a 
definite experimental conclusion about the low T behavior.) 

Equation (1) suggests that dividing l/Jj by b2 one obtains 
resistivity, up to a multiplicative (material independent) con- 
stant. Resistivity, divided by its value pD at TD and ex- 
pressed as function of reduced temperature T/TD follows a 
simple Grüneisen curve, the same for all simple metals. 
Monod and Beuneu49 applied this reasoning to then available 
experimental data of Tx. For the spin mixing b2, they sub- 
stituted values obtained from atomic parameters of the cor- 
responding elements. The resulting (revised) scaling is repro- 
duced in Fig. 2. (The original scaling49 has Ts divided by b2, 
not by b2pD.) The picture is surprising. While some metals 
(the "main group") nicely follow a single Grüneisen curve, 
others do not. There seems to be no obvious reason for the 
observed behavior. Metals Na and Al, for example, are quite 
similar in that their atomic b2 differ by less than 10%.49 Yet 
the spin relaxation times at TD are 0.1 ns for Al and 20 ns for 
Na.57 

The solution to this puzzle can be found by recognizing57 

that the main group is formed by monovalent alkali and 
noble metals, while the metals with underestimated b2, Al, 
Pd, Mg, and Be are polyvalent (no other metals have been 
measured for T{ in a wide enough temperature region). 
Monovalent metals have their Fermi surfaces inside Brillouin 
zone boundaries so that distance between neighboring bands, 
AE is quite uniform and of the order of the Fermi energy 
EF. The spin mixing is then b2^(\/EF)2 for all states on 
the Fermi surface. Polyvalent metals, on the other hand, have 

0.05      0.1 
T/Tn 

FIG. 2. Revised Monod-Beuneu scaling. The measured width Ts=const 
X(l/T{) of the conduction electron spin resonance signal is divided by the 
effective spin-mixing probability b2 obtained from atomic parameters, and 
by resistivity pD at Debye temperature TD . This should follow a Grüneisen 
curve when plotted as function of reduced temperature T/TD. The alkali 
metals fall onto a single curve while Al, Pd, Be, and Mg do not, indicating 
that their b2 is much larger than estimated from atomic parameters. 

Fermi surfaces which cross Brillouin zone boundaries, and 
often also special symmetry points and accidental degen- 
eracy lines. When this happens the electron spin relaxation is 
significantly enhanced. This was first noted by Silsbee and 
Beuneu58 who estimated the contribution to Al l/Tj from 
accidental degeneracy lines. Later the present authors gave a 
rigorous and detailed treatment of how not only accidental 
degeneracy, but all the band anomalies contribute to \ITX ,57 

This treatment led to the spin-hot-spot model57 which ex- 
plains why all the measured polyvalent metals have spin re- 
laxation faster than expected from a naive theory. In addition 
to explaining experiment, the spin-hot-spot model predicts 
the behavior of other polyvalent metals. The model is illus- 
trated in Fig. 3. 

As an example, consider a metal whose Fermi surface 
crosses a single Brillouin zone boundary.57'59 The distance 
between energy bands A£ is about EF for all Fermi surface 
states except those close to the boundary. There AE*=>2V,14 

where V is the Fourier component of the lattice potential 
associated with the boundary. Since in most cases V<EF the 
spin mixing b2ss(A./V)2 is much larger than on average. If 
an electron jumps into such states, the chance that its spin 
will be flipped is much enhanced. Similarly if the electron 
jumps from these "spin hot spots." But how much the states 
with AE*=>2V contribute to spin relaxation depends on how 
many they are relative to the number of states on the Fermi 

t 
t 

-+— o. 

t- 
'I 

FIG. 3. Spin-hot-spot model. (A) Monovalent metals. As electrons scatter 
and change momentum, they perform a random walk on the Fermi surface. 
At each jump the electrons have a small chance of flipping their spin (the 
Elliott-Yafet mechanism), indicated on the right. In monovalent metals, this 
chance is uniform over the Fermi surface and is roughly equal to (\/EF)2. 
(B) Polyvalent metals. Fermi surfaces of polyvalent metals contain spin hot 
spots (back stains), which are states at Brillouin zone boundaries, special 
symmetry points, or accidental degeneracy lines. If an electron jumps into 
such a state, its chance of flipping spin is much enhanced. Although spin hot 
spots form a small part of the Fermi surface and the probability that an 
electron jumps there is quite small, they nevertheless dominate the electron 
spin relaxation. 
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surface. A single electron experiences thousands of jumps 
due to momentum scattering before its spin flips. Therefore 
the spin relaxation rate 1/Z*j is determined by the average 
(b2) of b2 over the Fermi surface. The majority of states 
with AE~EF contribute (k/EF)2X 1 (the value of b2 times 
the probability of occurrence, which in this case is close to 
one) to (b2). The probability of finding a state with A£ 
«2V on the Fermi surface turns out to be about V/EF,

59 so 
the spin hot spots contribute about (k/V)2X(V/EF), which 
is (\/EF)2X(EF/V). This is larger by EF/V than the con- 
tribution from ordinary states. Typically EF/V^ 10, and con- 
sidering that in reality the Fermi surface crosses more than 
one Brillouin zone boundary, the spin relaxation can be en- 
hanced up to two orders of magnitude. Electron jumps that 
include at least one spin-hot-spot state dominate spin relax- 
ation to the extent that the majority of scattering events 
(those outside the spin hot spots) can be neglected. 

The spin-hot-spot picture not only solves a long-standing 
experimental puzzle, but also shows a way to tailor the spin 
relaxation of electrons in a conduction band. Spin relaxation 
of a monovalent metal, for example, can be enhanced by 
alloying with a polyvalent metal. This brings more electrons 
into the conduction band. As the Fermi surface increases, it 
begins to cross Brillouin zone boundaries and other spin-hot- 
spot regions. The enhancement of l/Ti can be significant. 
Similarly, 1/7^ can be reduced by orders of magnitude by 
alloying polyvalent metals with monovalent. Applying pres- 
sure, reducing the dimensionality, or doping into a semicon- 
ductor conduction bands as well as any other method of 
modifying the band structure should work. The rule of thumb 
for reducing 1/7" ] is washing the spin hot spots off the Fermi 
surface. (Another possibility would be to inhibit scattering in 
or out the spin hot spots, but this is hardly realizable.) 

The most important work ahead is to catalog l/T{ for 
more metallic elements and alloys. So far only the simplest 
metals have been carefully studied over large enough tem- 
perature ranges, but even in these cases it is not clear, for 
example, as to how phonon-induced 1/7"] behaves at low 
temperatures. It is plausible that understanding 1/7"] in the 
transition metals will require new insights (such as establish- 
ing the role of the s-d exchange). Another exciting possibil- 
ity is that the measurements at high enough temperatures will 
settle the question of the so-called ' 'resistivity saturation'' 60 

which occurs in many transition metals. Indeed, the two 
competing models of this phenomenon imply different sce- 
narios for 1/7"!: the "phonon ineffectiveness" model 6I im- 
plies saturation of 1/7"], while the model emphasizing the 
role of quantum corrections to Boltzmann theory62 appar- 
ently does not.63 Finally, theory should yield probabilities of 
various spin-flip processes in different metals. Empirical 
pseudopotential and density functional techniques seem quite 
adequate to perform such calculations. Some work in this 
direction is already under way.64 

V. CONCLUSION 

We have provided a brief informal review of the current 
understanding of spin relaxation phenomenon in metals and 

semiconductors. Although studying spin relaxation through 
electron spin resonance measurements and developing its mi- 
croscopic understanding through quantitative band structure 
analyses were among the more active early research areas in 
solid state physics (dating back to the early 1950s), it is 
surprising that our current understanding of the phenomenon 
is quite incomplete and is restricted mostly to bulk elemental 
metals and some of the III-V semiconductor materials (both 
bulk and quantum well systems). There is a great deal of 
renewed current interest in the subject because of the poten- 
tial spintronics applications offering the highly desirable pos- 
sibility of monolithic integration of electronic, magnetic, and 
optical devices in single chips as well as the exciting pros- 
pect of using spin as a quantum bit in proposed quantum 
computer architectures. It should, however, be emphasized 
that all of these proposed applications necessarily require 
comprehensive quantitative understanding of physical pro- 
cesses controlling spin coherence in electronic materials. In 
particular, there is an acute need to develop techniques 
which can manipulate spin dynamics in a controlled coherent 
way which necessitates having long spin relaxation times 
and/or spin diffusion lengths. Our understanding of spin co- 
herence in small mesoscopic systems and more importantly, 
at or across interfaces (metal/semiconductor, semiconductor/ 
semiconductor) is currently rudimentary to nonexistent. 
Much work (both theoretical and experimental as well as 
materials and fabrication related) is needed to develop a 
comprehensive understanding of spin coherence in electronic 
materials before the spintronics dream can become a viable 
reality. 
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Kinetics of MnAs growth on GaAs(001) and interface structure 
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On different As-rich GaAs(OOl) templates, well characterized by reflectance difference 
spectroscopy, nucleation and growth of NiAs-type MnAs is investigated in real time by reflection 
high-energy electron diffraction. Using very high As4/Mn flux ratios and low growth rates, one of 
the two occurring azimuthal alignments of the (flOO) orientation can be nearly suppressed even in 
the nucleation stage, and it vanishes completely with further growth. Annealing is found to be very 
effective in surface smoothing. In dependence on the As/Mn ratio the MnAs( 1100) surface develops 
different reconstructions. This finding is important for further investigations in the growth of double 
heterostructures. High-resolution transmission electron microscopy of as-grown MnAs/GaAs 
samples reveals an abrupt interface. The lattice mismatch accommodation is anisotropic with 
regularly arranged misfit dislocations along the [i~10] direction and less localized coherency strain 
in the [110] direction, consistent with a near-coincidence-site lattice model. © 1999 American 
Vacuum Society. [S0734-211X(99)02904-2] 

I. INTRODUCTION 

The heteroepitaxial growth of magnetic layers on semi- 
conducting substrates has drawn considerable attention be- 
cause of its potential to develop novel device structures.1 

MnAs as a promising candidate satisfies material require- 
ments for growth of such structures by molecular beam epi- 
taxy (MBE) on GaAs(OOl) and it is interesting as a model 
system for investigating the epitaxy of dissimilar materials.2'3 

Although several MnAs phases exist4—paramagnetic NiAs- 
type yMnAs above 125 °C, orthorhombic MnP-type 0MnAs 
between 125 and 45 °C, and ferromagnetic NiAs-type 
aMnAs below 45 °C—and the lattice mismatch between 
MnAs and GaAs is extremely large, epitaxial ferromagnetic 
aMnAs films have been successfully grown on 
GaAs(OOl).2'3'5 The different epitaxial orientations found are 
related to template effects.3 A problem inherent in MBE 
growth of lattice-mismatched systems is three-dimensional 
(3D) islanding. For «MnAs films it has been shown that 
surface roughening due to 3D island growth can be reduced 
by increasing the As4:Mn beam equivalent pressure (BEP) 
ratio and decreasing the growth rate.6 MBE growth in the 
presence of atomic hydrogen has also been applied to im- 
prove the surface morphology.6 

It is obvious, that for successful growth of MnAs/GaAs 
heterostructures an exact control of the epitaxial orientation 
during nucleation and growth is essential. A single epitaxial 
orientation and high surface smoothness are a prerequisite 
for the development of structurally perfect growth faces 
which eventually reconstruct. The different structure and the 
different atomic bonding of the materials involved in the 
envisaged heterostructures lead to interfaces which are of 
particular importance because they do not only determine the 
epitaxial alignment, but also the way of lattice mismatch 

a)Author to whom correspondence should be addressed; electronic mail: 
daweritz@pdi-berlin.de 

accommodation and, additionally, the character and density 
of extended defects in the heterosystem. 

In this work, we study the nucleation and growth of 
MnAs on different GaAs(OOl) templates that are well char- 
acterized regarding structure and stoichiometry by reflec- 
tance difference spectroscopy (RDS). Reflection high-energy 
electron diffraction (RHEED) is applied to monitor the evo- 
lution of differently oriented domains with film thickness, in 
the dependence on the template structure and growth condi- 
tions. On surfaces of high smoothness the MnAs(llOO) re- 
construction is investigated as function of the As4/Mn ratio 
at static and dynamic conditions. High-resolution transmis- 
sion electron microscopy (HRTEM) is used to analyze the 
structure of the as-grown interface. 

II. EXPERIMENT 

The MnAs layers were grown by solid-source MBE on 
semi-insulating GaAs(OOl). After growing a GaAs buffer at 
a substrate temperature Ts of 550 CC the substrate was cooled 
down to 250 °C. The As4 shutter was closed at Ts 

-500 °C. To prepare different GaAs(OOl) templates with 
d(4X4), c(4X4), and (2X4) reconstruction, the As4 BEP 
during cooling was either kept constant at 2X 10~6Torr, as 
used during growth, or reduced to 3 X 10~7 Torr. MnAs was 
grown at growth rates between 5 and 20 nmh~'. The Mn 
flux was calibrated by secondary ion mass spectrometry and 
by cross-sectional thickness measurements by HRTEM. 

The template structure was characterized by RHEED and 
RDS. The recorded signal in the RDS measurements is the 
real part of the RD: 

Re(Ar/r) = 2(7-^,0]-r[110])/(r[110]+r[f|0]), (1) 

where r[f10] and rt,10] are the near-normal-incidence reflec- 
tances for light polarized parallel to the principal (110) axes 
of GaAs. 

To monitor the MnAs nucleation and growth by RHEED, 
a system consisting of a CCD camera, video recorder, and 
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FIG. 1. Epitaxial relationship between NiAs-type MnAs(llOO) and 
GaAs(OOl) in the orientation A. From bulk lattice data the (1X1) surface 
unit mesh of MnAs(flOO) has a size of 5.7X3.7 Ä. 

image processing was used. The electron beam was in the 
GaAs[110] direction which is the most instructive azimuth in 
these measurements. 

III. RESULTS AND DISCUSSION 

A. Nucleation and growth 

By analyzing RHEED patterns taken in the [110]GaAs 
and [110] GaAs azimuths during MnAs growth, we find as 
principal epitaxial orientation for NiAs-type MnAs on very 
As-rich GaAs(OOl) surfaces: 

(fl00)MnAs||(001)GaAs and [0001]MnAs||[Tl0]GaAs 

(orientation A). 

This epitaxial relationship is schematically represented in 
Fig. 1. Depending on the GaAs substrate surface stoichiom- 
etry, the MnAs growth conditions and layer thickness, a si- 
multaneous formation of domains with 90° azimuthal rota- 
tion can occur as a second orientation of minor importance: 

(flOO)MnAs||(001)GaAs and [0001]MnAs||[110]GaAs 

(orientation B). 

The MnAs layer formation was analyzed in detail by record- 
ing RHEED linescans (indicated at the top of Fig. 2), with 
the incident electron beam along [110]GaAs, and plotting 
them as a function of layer thickness. Figure 2 presents such 
plots for MnAs growth on different GaAs(OOl) templates 
resulting from different As4 pressures at a constant substrate 
temperature of 250 °C. These templates are characterized by 
their RDS spectra (right-hand side column). Since the As4 

pressure was held constant before and during the supply of 
Mn atoms, the experiments considered in Fig. 2 differ, how- 
ever, not only concerning the GaAs template but also in the 
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FIG. 2. RHEED linescan (shown at the top) and its plot as function of layer 
thickness showing the evolution of the A and B orientation during MnAs 
growth on different GaAs(OOl) templates, electron beam along [110]GaAs 
(left-hand side column), and RDS spectra of the template (right-hand side 
column). Growth conditions: (a) c(4 X 4) template, R = 9 nm IT', BEP ratio 
= 14; (b) d(4X4) template, R = 5 nmh"1, BEP ratio=50; (c) (2X4) tem- 
plate, fi = 20nmh_1, BEP ratio=5. 

MnAs growth conditions (growth rate, As4:Mn BEP ratio), 
i.e., we cannot clearly distinguish between template and 
growth condition related effects. 

The RDS spectrum shown in Fig. 2(a) is typical for a 
substrate temperature of 250 °C and an As4 pressure of 2 
Xl0~~6Torr and corresponds to a c(4X4) reconstruction 
(cf. Ref. 7). Exposing the surface to the Mn flux, the GaAs 
diffraction spots in the RHEED plot disappear immediately 
due to the random incorporation of Mn atoms. After deposi- 
tion of less than 0.3 nm MnAs, corresponding roughly to 1 
ML MnAs, new diffraction spots appear. The measured in- 
terplanar spacings d of 0.58 nm (labeled A) and 0.37 nm (B) 
relate to the epitaxial orientations A and B, respectively. The 
additionally observed d value of 0.84 nm (X) is slightly 
higher than the GaAs(001)-c(4X4) unit mesh dimension. 
Therefore, it is tentatively ascribed to the substrate surface 
with bond stretching caused by Mn incorporation. The 
RHEED plot reveals that A- and B-oriented domains nucle- 
ate simultaneously. The orientation A dominates, however, 
after ~2 nm deposition and exists exclusively after ~7 nm 
deposition. The RHEED intensity of the X spot also vanishes 
at ~2 nm MnAs. 

As revealed by the line shape of the RDS spectrum of Fig. 
2(b), in this particular experiment with nominally the same 
substrate temperature and As4 pressure as in the case consid- 
ered previously, the template was more As-rich. The spec- 
trum is typical for the d(4X4) reconstruction (cf. Ref. 7). In 
addition, the Mn flux was reduced, leading to a BEP ratio of 
50 and a MnAs growth rate of 5 nmh-1 as compared to a 
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FIG. 3. RDS spectra taken at different Mn coverages for deposition on 
GaAs(001)-(2X4) at 550 °C. The coverage data are based on the assumption 
that the Mn atoms occupy one (001)Ga plane with 6.26X 1014 atoms cm'2. 

BEP ratio of 14 and a growth rate of 9 nmh in the first 
experiment. The RHEED plot suggests that under these con- 
ditions the MnAs layer grows (nearly) exclusively in the A 
orientation from the very beginning. 

The effect of a less As-rich template on the epitaxial 
growth was investigated in a third experiment [Fig. 2(c)] 
with a reduced As4 pressure of 3 X 1CT7 Torr. Additionally, 
the Mn flux was increased, leading to a BEP ratio of 5 and a 
MnAs growth rate of 20 nmh-1. Under these conditions, the 
RHEED pattern of the template indicates a reconstruction 
slightly beyond the c(4X4)—>(2X4) transition. In contrast 
to the foregoing experiments, the feature at —2.8 eV in the 
RDS spectrum now has a positive sign, indicating that the 
surface is terminated by a single layer of As dimers oriented 
along [no]. The concentration of As dimers with [110] ori- 
entation atop this layer, typical for the c(4X4) and d(4 
X4) structure,7 is at least drastically reduced if not com- 
pletely removed. On such a template, the B orientation of 
MnAs clearly dominates in the nucleation stage. The contri- 
bution of B-type domains to the surface and simultaneously 
the RHEED intensity of the diffraction spot X only slowly 
reduce with layer thickness, although finally, the orientation 
A becomes dominating. The persistence of the X-spot inten- 
sity suggests that the formation of a closed film is delayed by 
the coexistence of A and B domains. 

As demonstrated, a very high As coverage of the substrate 
and a high As4/Mn BEP ratio are necessary to avoid (nearly) 
completely the formation of B-type domains in the nucle- 
ation stage. A possible explanation for this is that during Mn 
incorporation a local desorption of As atoms occurs, as is 
observed during deposition of Si atoms on 
GaAs(001)-(2X4).8 To prove this assumption, Mn was de- 
posited with a flux of 2X1011 atoms cm-2 s"1 on 
GaAs(001)-(2X4) at a higher substrate temperature of 
550 °C and an As4 pressure of lXlO~6Torr. Indeed, the 
RDS spectrum (Fig. 3) shows the typical behavior expected 
for such a process that is similar to the transition from the 
As-terminated (2X4) to the Ga-terminated (4X2) 
reconstruction.7 The spectrum shifts as a whole to a negative 
level and develops a negative feature at ~2 eV which is 
related to the existence of Ga dimers. Summarizing, these 
experiments suggest that for optimizing the MnAs growth on 
GaAs a two-stage approach with different As4 pressure dur- 
ing nucleation and growth should be applied. 

<c)    ^_^ 
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FIG. 4. RHEED patterns taken in the [1120] and [0001] azimuths of differ- 
ently reconstructed static MnAs(llOO) surfaces, (a) as-grown (1X1) struc- 
ture after growth at 250 °C, Mn shutter closed, As shutter open; (b) (lxl) 
structure after 10 min sample annealing at 400 °C under constant As4 flux; 
(c) (2X1) reconstruction after As4 flux interruption, substrate temperature 
400 °C, (d) (2X2) reconstruction after Mn deposition at 350 °C. The As4 

and Mn fluxes applied in these experiments correspond to a BEP ratio of 90. 

B. Surface reconstruction 

The starting surface to study the reconstruction under 
nongrowing conditions was a 50 nm thick, type-A oriented 
MnAs film, grown on GaAs(001)-c(4X4) at a substrate 
temperature of 250 °C and an As4 :Mn BEP ratio of about 90. 
This high BEP ratio was chosen to avoid the formation of 
B-type domains. Figure 4(a) shows RHEED patterns of the 
as-grown surface after closing the Mn shutter with the As 
shutter open. The distances of the RHEED streaks in the 
orthogonal [1120]MnAs and [0001]MnAs azimuths corre- 
spond to a surface unit mesh with the lattice parameters of 
5.8±0.1 and 3.8±0.1 Ä, respectively. In the following, this 
surface unit mesh indicated schematically in Fig. 1 is re- 
ferred to a (1X1) structure. Figure 5 shows typical AFM 
images observed for an as-grown surface and for a surface 
after annealing of the sample at 400 °C under constant As4 

flux, respectively, corresponding to the RHEED patterns 
shown in Figs. 4(a) and 4(b). The image of the as-grown film 
reveals 3D islands with a root-mean-square (rms) roughness 
of 14 Ä, measured over a lateral scale of 2.5 fim. The surface 
morphology improves remarkably during annealing with a 
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FIG. 5. AFM images of (a) the as-grown MnAs(llOO) surface (250 °C, 
As4 BEP=5X 10~6 Torr, 20 nmh"1, BEP ratio=90) and (b) the surface after 
an additional annealing at 400 °C, annealing time 10 min. 

reduction of the rms roughness to 5.5 A after 10 min. This 
smoothing is clearly reflected in the RHEED patterns [Fig. 
4(b)] by the loss of the transmission-like features. The (1X1) 
RHEED symmetry is maintained during this procedure. Af- 
ter interrupting the_As4 flux, however, half-order spots are 
observed in the [1120] azimuth whereas the periodicity ob- 
served in the [0001] azimuth is unchanged or eventually 
doubled [Fig. 4(c)]. This phase transition from the (1X1) to 
the (2X1) [or (2X2)] structure is reversible when the As4 

flux is reinstated. It also occurs when the substrate tempera- 
ture is reduced down to 350 °C. Whereas the (2X1)->(1X1) 
transition after As4 exposure is abrupt over the whole inves- 
tigated substrate temperature range between 400 and 350 °C, 
the reverse (1X1)—>(2X1) transition after As4 flux interrup- 
tion becomes increasingly delayed and incomplete with tem- 
perature reduction. At 350 °C only weak half-order spots are 
observed with a delay time of about 2 min. This clearly 
shows that the (1X1)—>(2X1) transition is related to As de- 
sorption, which is slowed down at reduced substrate tem- 
perature due to the high As4 background pressure in the 
growth chamber, even after closing the As shutter. However, 
the As adsorption occurs rapidly after opening of the As 
shutter, leading to the abrupt (2X1)—>(1X1) transition. 

If the (2X1) reconstructed surface is exposed to the Mn 
flux, with the As shutter closed, a (2X2) reconstruction de- 
velops [Fig. 4(d)]. The delay time of the appearance of the 
new half-order spots in the [0001] azimuth is about 10 s for 
a substrate temperature of 350 °C and increases to about 45 s 
when the substrate temperature is reduced to 325 °C. Again, 
this can be explained by the slow As desorption due to the 
high As4 background pressure in the growth chamber. 

[11.0] [00.1] 

FIG. 6. RHEED patterns taken in the [1120] and [0001] azimuths of the 
reconstructed MnAs(llO) surface during growth, (a) (1X2) reconstruction 
during buffer layer growth with a relatively rough surface; (b) (1X1) struc- 
ture of the smoothed surface of the annealed buffer layer; (c) (1X2) recon- 
struction during growth on a well-annealed, smooth surface. Growth param- 
eters: 250 °C, As4=5X10"6Torr, 20 nmh"1, BEP ratio=90. The arrows in 
(a) indicate additional spots occasionally observed on the rough buffer layer 
(left-hand side) and faint half-order streaks (right-hand side). 

After having discussed the static MnAs(llOO) surface we 
now focus on the growing surface. MnAs growth under typi- 
cal conditions (250°C, As4=5XlO~6Torr, As4:Mn BEP 
=90, /? = 20nm/h) leads to a (1X2) reconstruction. This 
structure is well developed when, a buffer layer is first grown 
which is smoothed by 10 min annealing at 400 °C. The 
RHEED patterns presented in Fig. 6(c) for MnAs growth on 
a 50 nm thick annealed buffer layer are streaky in both azi- 
muths and show clear half-order spots in the [0001] azimuth. 
Although less ordered, this (1X2) structure already exists 
during buffer layer growth. However, for thicker layers the 
surface can become relatively rough, as demonstrated in Fig. 
6(a), showing RHEED patterns of a 60 nm thick buffer layer. 
The patterns are spotty in both azimuths and only faint half- 
order streaks are observed in the [0001] azimuth. The 
RHEED patterns shown in Fig. 6(b) for the same surface 
after annealing evidence that the annealing procedure is very 
effective in improving the surface morphology and structure. 
Even if the RHEED patternof the initial surface shows some 
additional spots in the [1120] azimuth [Fig. 6(a), left-hand 
side], as occasionally observed, the streaky pattern after an- 
nealing evidences a smooth template with (1X1) structure 
that is maintained during cooling to the growth temperature 
of250°C. 
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FIG. 7. Cross-sectional dark field micrograph (a) and the HRTEM image (b) 
of the MnAs/GaAs interface with the incident beam parallel to 
[0001]MnAs||[Tl0]GaAs. Note the array of periodic strain contrast along 
the interface (arrows) in (a) and the Burgers circuit around a dislocation core 
in (b); (c) shows a cross-sectional HRTEM image of the heterostructure in 
[1120]MnAs||[llO]GaAs projection. Three {220}GaAs planes fit to two 
{0002}MnAs planes. The interface appears structurally abrupt with mono- 
atomic steps (arrow). The inset shows magnified parts of the image includ- 
ing models of the underlying crystal lattices. 

C. Interface structure 

In spite of the marked difference in both the crystal sym- 
metry and the lattice constants of MnAs and GaAs, MnAs 
grows epitaxially. Because of the symmetry breaking, how- 
ever, the structure of the interface is more complicated. In 
the following we analyze the interface of the sample for 
which the real-time RHEED data are presented in Fig. 2(a). 
Figure 7(a) shows a cross-sectional dark field micrograph of 
the MnAs/GaAs heterostructure imaged along the 
[0001] MnAs || [lTo]GaAs direction for which the lattice mis- 
fit is ~8%. The abrupt change in contrast reflects a smooth 
and chemically sharp boundary with no indication of an ex- 
tended interfacial phase. A periodic array of strain contrast 
features along the interface (marked by arrows) is clearly 
observed as expected for an array of misfit dislocations. In 

fact, the high-resolution image [Fig. 7(b)] confirms the semi- 
coherent description of the interface where regions of lattice 
matching are separated by localized misfit dislocations, 
which are characterized by a strong lattice plane bending 
perpendicular and parallel to the interface. A Burgers circuit 
around such a dislocation core determines the Burgers vector 
to b=l/3[1120], a typical lattice dislocation in hexagonal 
materials. This Burgers vector is located parallel to the 
boundary plane and, therefore, most efficient in strain relief. 
However, by measuring the mean distance D between the 
dislocations, a residual strain e in the epilayers is calculated 
if applying the equation: 

=/o- D' 
(2) 

where f0 defines the lattice misfit. Assuming that the mis- 
match between the MnAs layer and the GaAs substrate is 
completely relaxed at the growth temperature, a residual 
compressive strain arises during sample cooling to room 
temperature, mainly due to a discontinuous increase of the 
lattice constant a of about 1 % at the ferromagnetic transition 
temperature TC~45°C. Magnetization measurements have 
proved the films to be ferromagnetic.5 

Figure 7(c) shows a HRTEM micrograph along the 
GaAs[110] projection, where the lattice mismatch is about 
33% between the {220}GaAs and the {0002}MnAs planes. 
The HRTEM contrast of the MnAs lattice imaged in the 
[1120] direction is wavy-like with a period corresponding to 
the hexagonal lattice constant c in agreement with image 
simulations. The interface appears atomically abrupt and 
steps of monolayer height are observed. No localized misfit 
dislocation or strong coherence strain features are visible in 
this image. At first glance, the interface appears completely 
incoherent as expected for heterosystems with a large lattice 
mismatch and weak interfacial bond strength. However, a 
more careful inspection reveals an interface structure, where 
the mismatch accommodation becomes plausible by employ- 
ing the near-coincidence-site lattice model: every fourth 
{0002}MnAs plane passes into every sixth {220}GaAs plane 
forming a "geometric" misfit dislocation. This 4/6-ratio re- 
duces the actual lattice mismatch to about 5%, a reasonable 
value to guarantee epitaxial growth. 

It should to be noted that the HRTEM investigation did 
not reveal an interfacial layer with different epitaxial orien- 
tations, as deduced from our in situ experiments. In view of 
the above demonstrated annealing effects, we conclude that 
such an interlayer must already be rearranged during ex- 
tended growth or by phase transitions during cooling. 

IV. SUMMARY AND CONCLUSIONS 

The GaAs(001)/MnAs interface formation and MnAs 
layer growth were studied in detail by characterizing the 
GaAs template by RDS and monitoring MnAs nucleation 
and growth by in situ RHEED. At 250 °C and As-rich con- 
ditions MnAs grows with NiAs structure in (1100) oriention 
on GaAs(001)-c(4X4) with the hexagonal c-axis parallel to 
[U0] GaAs (orientation A) or parallel to [110]GaAs (orienta- 
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tion B. Real-time measurements show that the relative prob- 
ability of nucleation in type A and in B orientation can be 
varied in a controlled manner. It drastically increases in favor 
of the A orientation when the As coverage of the GaAs tem- 
plate and the As4 :Mn BEP ratio are increased. The formation 
of type-B domains in the MnAs nucleation stage at moderate 
BEP ratios, which is probably due to As desorption from the 
substrate during incorporation of Mn atoms, vanishes after 
the growth of several ML MnAs. The surface, which rough- 
ens at a layer thickness of several 10 nm, can be very effec- 
tively smoothed by annealing at temperatures up to 400 °C. 
Interestingly, such surfaces develop different reconstructions 
at static as well as dynamic conditions. In analogy to the 
compound semiconductors they depend on the As4/Mn ratio. 
This is very promising for future work since the surface re- 
construction can be used as system-independent phenomena 
to reproduce growth conditions and to control the quality of 
surfaces, interfaces, and bulk layers.9'10 

As shown by HRTEM, the differences between MnAs 
and GaAs in crystal symmetry and lattice constant lead to an 
anisotropic lattice mismatch accommodation. Along the 
[110] direction the misfit strain is relieved by regularly ar- 
ranged misfit dislocations, whereas along the perpendicular 
interface direction, the four times larger value of the lattice 
misfit produces no localized misfit strain. The interfacial 

atomic arrangement is explained by a near-coincidence-site 
lattice model. 
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We report on the investigation of CdTe/Cd0 75Mg0 2sTe quantum wells grown by molecular-beam 
epitaxy and containing a digital distribution of magnetic MnTe fractional monolayers in the well. 
The influence of electronic confinement and of exciton primary localization on the formation of 
ferromagnetic ordering on the scale of small spin clusters (polarons) has been investigated by 
performing selective excitation of the exciton luminescence. The calculated temperature dependence 
of the free magnetic polarons binding energy F is found to qualitatively agree with the 
photoluminescence excitation data and the ferromagnetic clusters result to be more stable in these 
magnetic structures of reduced dimensionality, with respect to the three-dimensional case. The 
magneto-optical Kerr effect is discussed in the case of reflectance difference spectroscopy (RDS) 
and from the angular dependence of the RDS spectra in magnetic field, signals due to interband 
Faraday rotation and signals originating from crystal anisotropy could be distinguished. The Faraday 
rotation in these structures is found to follow the Curie-Weiss law with a transition temperature of 
-6 K corresponding to the nominal ion spin concentration in the magnetic barriers. © 7999 
American Vacuum Society. [S0734-211X(99)07304-7] 

I. INTRODUCTION 

Diluted magnetic semiconductors (DMS), an ideal system 
for the analysis of magneto-optical effects, have lately at- 
tracted considerable attention.1"3 The strong s,p-d exchange 
interaction between the spins of the extended band states and 
the localized magnetic ions gives rise to peculiar phenomena. 
The spin splitting of the electronic states is enhanced in an 
applied magnetic field or, equivalently, the difference be- 
tween the refractive indices corresponding to the two circular 
polarizations of positive and negative heliticity is increased. 
This effect is particularly striking for DMS systems and the 
linearly polarized light passing through a film of these mate- 
rials can show a considerable rotation of the polarization 
plane (Faraday effect). 

An intense effort has been recently devoted to the fabri- 
cation of digital magnetic heterostructures (DMH)4 in order 
to study the wide spectrum of tunable carrier-ion spin inter- 
actions, in comparison with the behavior of conventional di- 
luted magnetic semiconductors. The insertion of two- 
dimensional (2D) magnetic monolayers (ML) in 
semiconductor quantum wells (QWs), enables one to inves- 
tigate the rearrangement of the magnetic moments within the 
2D planes and the effect on their magnetic interaction. In this 
way the Zeeman splitting and the spin-flip scattering rate can 
be varied over a wide range. 

The strong exchange interaction between carrier spins and 
the spins of magnetic ions in semimagnetic semiconductors 
leads to a ferromagnetic alignment of the ion spins within the 
Bohr radius of a localized exciton and therefore to the for- 

a)Corresponding author; electronic mail: alberta.bonanni@jk.uni-linz.ac.at 

mation of exciton magnetic polarons (EMP). The spin order- 
ing produces a decrease in the energy of the carriers and 
related phenomena like the Stokes shift between the maxi- 
mum of the photoluminescence (PL) spectrum and the maxi- 
mum of the PL excitation line. 

Stability criteria,5 binding energies,6 and formation 
dynamics7'8 have been studied in a large variety of diluted 
magnetic semiconductors. EMP binding energy depends on 
the concentration of paramagnetic ions and on the conditions 
of the primary exciton localization in the QW.9 A direct way 
to obtain the EMP energy is the selective excitation of exci- 
tons in the band of localized states7 where the Stokes shift 
between the PL and the luminescence excitation energy 
peaks is considered as produced by the EMP binding energy. 

In this work we report on magneto-optical and reflectance 
difference spectroscopy (RDS) analysis of DMHs. 

II. EXPERIMENT 

All the DMHs in our study were synthesized in a vertical 
molecular-beam epitaxy reactor equipped with in situ 20 keV 
reflection high-energy electron diffraction system for moni- 
toring of the surface reconstructions during growth. Visible 
interferometry with He-Ne laser light has been applied in 
order to control the nucleation process. Single CdTe QWs 
embedded in Cd0 75Mg0 2sTe barriers, were grown lattice 
matched with Cd096Zn004Te (001)-oriented substrates and in 
the well region equispaced MnTe layers have been digitally 
inserted (see inset of Fig. 7), resulting in 2D spin distribu- 
tions. 

We investigated the exact composition and thickness of 
the individual layers performing high-resolution x-ray dif- 
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TABLE I. Description of the heterostructures and EMP binding energies experimentally obtained, in comparison 
with the values for alloy materials. 

Digital Total Mn EMP binding EMP binding 
Well width layers in concentration energy energy3 

Sample (Ä) the QW (ML) (%) (meV) (meV) 

DMH1 50 2X1/2 6 17 10" 
DMH2 50 4X1/4 6 15 10b 

DMH3 70 4X1 18 23 23    , 
DMH4 70 4X1/4 4.5 0 0 

"Diluted case from Ref. 7. 
bValues for a 50 Ä wide QW and x=\Q%. 

fraction measurements and comparing the results with simu- 
lated spectra. The obtained sample properties like well 
width, thickness and number of inserted MnTe layers, aver- 
age Mn concentration, are summarized in Table I. In order to 
verify the digital distribution of the MnTe layers in the CdTe 
matrix, we performed conventional transmission electron mi- 
croscopy and high-resolution transmission electron micros- 
copy on a reference sample. For magneto-optical measure- 
ments, the samples were mounted in Faraday configuration 
in the bore of a superconducting split-coil magnet with fields 
up to 8 T and cooled to temperatures between 1.7 and 30 K. 
A tunable Coherent CR599 dye laser operating in the wave- 
length range 620-800 nm was used for PL and luminescence 
excitation experiments. A commercially available (ISA Jobin 
Yvon) system for RDS10 has been utilized and spectra in the 
range between 1.5 and 5.5 eV are displayed in terms of the 
variation of polarization direction (A 6). 

III. RESULTS AND DISCUSSION 

A. Magnetic polarons in DMH 

Binding energies of the EMP were determined from the 
Stokes shift between the laser energy and the luminescence 
maximum under selective excitation of localized excitons. 
Figure 1 shows PL and luminescence excitation spectra for 
sample DMH3 (see Table I). The maximum of the lumines- 
cence excitation spectrum corresponds to the energy of the 
free heavy-hole exciton. Under selective excitation, the PL is 
shifted toward lower energy by A£ = 23 meV. Since this 
energy shift appears to be independent of the excitation en- 
ergy, we ascribe it to the magnetic polaron formation. 

The alignment of the Mn2+ spins in the case of an exter- 
nal magnetic field [Fig. 2(a)] and a decrease of the magnetic 
susceptibility with the increment of the temperature [Fig. 
2(b)], lead to a suppression of A£ and validate our 
assumption.7 In Table I we summarize, together with the 
structural parameters, the EMP binding energies obtained 
from our experiments and, for comparison, experimental val- 
ues for the diluted magnetic material Cdj _xMnxTe9 with the 
same nominal average Mn concentration as the DMH under 
study. 

The formation of a stable EMP is essentially a question of 
balance between kinetic and carrier-ion exchange energy, 
therefore the dimension of the system plays a crucial role. A 
stability range larger than in the three-dimensional (3D) case, 

has been recently predicted for quasi-2D EMPs in confining 
structures.11 Concerning the bound magnetic polarons 
formed from excitons bound to shallow impurities, the Cou- 
lomb potential of the impurity center provides the initial lo- 
calization and MPs are detectable at low Mn content.12 In the 
case of excitons not bound to impurities, however, the situ- 
ation is considerably different: free magnetic polarons (FMP) 
are not stable in diluted materials and primary localization on 
the potential of the alloy and/or magnetic fluctuation is re- 
quired. In the case of alloys, the polaron energy decreases 
and the formation time increases by reducing the concentra- 
tion x of magnetic ions. 

It has been shown7 that the conditions for the formation of 
localized magnetic polarons in the 3D case are fulfilled for 
Mn contents higher than 10%: for concentrations below this 
threshold, the formation process is interrupted by exciton 
recombination and the lifetime of the exciton, shorter than 
the polaron formation time, hinders the direct observation of 
the shift due to magnetic polarons in PL experiments. A 

3 

10 

en 
c 
CD 

1.82 1.84 1.86 1.88 

Energy (eV) 
1.90 

FIG. 1. PL and luminescence excitation spectra for sample DMH3. AE is the 
Stokes shift between laser energy and luminescence maximum under selec- 
tive excitation. 
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FIG. 2. External magnetic field (a) and temperature (b) 
dependence of the Stokes shift A£. 
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reduction of the dimensionality of the carrier system, how- 
ever, enhances the stability of the EMPs, as theoretically 
predicted11 and experimentally13 shown for diluted magnetic 
semiconductors. Polaron binding energy, as a function of 
confinement, is expected first to increase as the electronic 
function becomes compressed, and subsequently to decrease 
as the effective magnetic concentration seen by the carriers 
diminishes with the thinning of the confining planes.3 

Our results (see Table I) are in agreement with these as- 
sumptions: DMH samples with 70 Ä QW behave, from the 
point of view of the EMP binding energy, like the equivalent 
alloy. Polaron formation at Mn concentrations below 10% is 
not observed (see sample DMH4) and at 18% we find a value 
of 23 meV for sample DMH3, in complete conformity with 
the data reported in literature6 for a Cd0 82Mn0 2gTe well of 
the same width. Regarding the 50 Ä QW, on the other hand, 
we observe the formation of EMP at Mn concentrations be- 
low 10% and higher values of the EMP binding energies (15 
and 17 meV) in comparison with the diluted case (10 meV) 
obtained at the threshold value of 10%. 

These effects are ascribable to the enhancement of MP 
stability related to the increment in the quantum confinement 
and to the effects of primary localization. By considering the 
same Mn concentration (samples DMH1 and DMH2), but a 
different arrangement in the magnetic layers (2X1/2 ML for 
DMH1 and 4X1/4 ML for DMH2), we can notice a decrease 
in the binding energy (from 17 meV for DMH1 to 15 meV 
for DMH2) with the thinning of the MnTe layers, due to the 
decreasing of effective magnetic concentration seen by the 
carriers. 

B. Free energy of FMP 

The presence of electrons in quantum confined states 
modifies, thus, in an effective sense the otherwise antiferro- 
magnetic ion-ion interaction to turn over to a net small size 
ferromagnetism (polaron state). As mentioned earlier, the ex- 
change interaction between extended electrons and waves 
and the magnetic ions in digital structures is direct and pro- 
duces a redshift of the luminescence line which can be ex- 
plained in terms of an enhanced binding energy of exciton 

coupled polarons or by means of the energetically preferred 
state of free magnetic polarons in contrast to plane wave 
states, respectively. 

In order to describe the temperature dependence of the 
free energy of FMP, we visualize the system as a cloud of 
Mn spins, within the spatially separated MnTe layers in the 
DMHs, polarized by free carriers. We assume, then, a Hamil- 
tonian with contact exchange interaction and, because of the 
fractional occupation of sites within the magnetic layers, we 
neglect ion-ion interactions.14 These assumptions lead to 

H=T+V(z) + yZ sSiSiT-Ri), (1) 

with T= -ft2/2m*V2 the kinetic energy operator, the V(z) 
the quantum well potential energy, according to Fig. 3 and y 
the exchange constant between a free spin s at site 7 and the 
spatially localized Mn spins S, at sites Rt. Since the density 
of states of light holes is small, excitons can be considered as 
consisting of heavy holes and electrons solely and is possible 

150  - 

> 

100 

50 

-   Cd„,5Mg0„Te 

r 

OdTe 
MnT> 

i\ 
v,'*\' 

Cd„sMg0!!Te 

/'  / /    • K \ \ 

-''''      ■•''/ 

\ 
- 
\^> 

2e+08 

1e+08 

-50 0 
z[A] 

50 

FIG. 3. CdTe valence band potential well with 4 MLs of MnTe embedded in 
Cd0.75Mg025Te barriers. <p*(z)<p(z) and the corresponding energies of the 
ground (solid), first excited (dotted), and second excited (dashed) state are 
shown. 
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FIG. 4. Calculated temperature dependence of the FMP binding energy F 
compared with experimental PL excitation data for sample DMH2. 

to choose an adiabatic approximation to solve for the eigen- 
states and eigenfunctions if/ of the Hamiltonian. We assume a 
cylindrical symmetric and separable wave function 

*Kr) = <P(z)<t>(p) (2) 

which represents a first order approximation in terms of a 
perturbational approach. <p is calculated according to the well 
potential V(z) with m* = 0.72me and assumes a gaussian- 

like wave function cf>(p) = ll4^Poe~p /2po. The free energy 
is minimized according to the polaron radius p0(z) which is 
approximated to be finite only for z coordinates within the 
magnetic layers. Then the free energy is given by 

F(p0) = -/8-1lnII S 
1 

X 25+1 

Xexp(-/3ysSI^/^<A(i?,)), (3) 

with ß= l/kBT and S = 5/2 for Mn ions. By applying a con- 
tinuum approximation and sum up over all magnetic layers 

Xexpi-ßysSt^R^iKRd), (4). 

where a=x2/a2 denotes the density of magnetic sites per 
MnTe layer with 0«JE=S 1. 

By solving the integral by series expansion, an analytic 
expression for F(p0) is obtained. We use N0y= 0.366 eV as 
an effective value of the coupling constant between ions and 
excitons15 with N0 = 4/a3 and a = 6.466 Ä the lattice constant 
of the barrier material Cd0 75Mg0 2sTe.16 In Fig. 4, the tem- 
perature dependence of the minimum of the free energy F is 
shown to follow qualitatively the behavior of the experimen- 
tal data. 

C. Magneto-optical analysis of DMHs 

1. Magneto-optical Ken effect in RDS 

Empirically the effect of a static or low frequency B field 
with its components Bk produces an additional polarization 
P, of an isotropic medium, described in SI units by 

Pi{<x)) = B0yijkEj(co)Bk, (5) 

where yt;k is an antisymmetric tensor of imaginary 
numbers. If the polarization direction of Hght Ej is chosen 
to be perpendicular to the magnetic field B, as it is the case 
of Faraday geometry, B = Bz, the dielectric tensor is modi- 
fied by the magnetic field 

0^ 

ey(B) = ey(0)+| 

-iyB 

0 

0 

(6) 

with a real y. The quantity y can be frequency dependent and 
thereby show the magnetic moments of the electrons via 
their band structure. In order to describe this frequency de- 
pendence, microscopic models for y are used to explain the 
measured data. 

In order to determine the optical response in RDS we use 
the Berreman approach18'19 to calculate the components of 
the Jones Matrix describing the reflection (r) of p- and 
^-polarized light by the incident E(i)' field 

pp 

' ps 

' sp Jlp 
(7) 

Without magnetic field it is always possible, in materials 
with twofold rotation symmetry, to find a polarization direc- 
tion where rsp and rps are zero. Considering thin epitaxial 
layers as expansions to the first order in the thickness d, we 
obtain that rpp and rss are not modified by the B field, 
whereas 

4vdnayB 

k(ns + na)2 (8) 

with ns, na the refractive index of the isotropic substrate and 
ambient (na= 1) at the wavelength \. For the structures un- 
der study, in the energy range around the gap of CdTe the 
imaginary part of the refractive index for the substrate is 
small with respect to the real part (up to 2.5 eV), thus rsp is 
a real number. 

The real and imaginary part of the RDS signal are AF/r 
= Ar/r+i'Af9 with rJS = F=rexp(70) and rpp = r + Ar=(r 
+ Ar)expO'(0+A0)).10 We define AF as r~m-rm, where 
the indices denote the incident the incident polarization vec- 
tors. In case of an magneto-optical effect in thin epitaxial 
layers, Ad and Ar/r arising from an isotropic crystal (sur- 
face) are replaced by 

rsp sin( 0) 
A 6(B) = A 6(0) + 2 

Ar Ar r,„cos(d) 
— (B)=—(0)-2-^ — 
r r r 

(9) 

(10) 
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FIG. 5. RDS spectra (T= 1.7 K and B= 1 T) for sample DMH1 at different 
angles of polarization a. 

when rsp is real. Although it appears in this formula that the 
absolute phase 6 can be determined, it has to be pointed out, 
that at B = 0 the additional term vanishes. In order to deter- 
mine y the absolute value as well as the phase are calculated 
from the known epilayer structure. 

Since in presence of magnetic field the dielectric tensor is 
not symmetric, it cannot be diagonalized and the eigenstates 
are elliptical (circular if the material is isotropic). The rota- 
tion of the polarization under magnetic field is due to the 
difference in the reflection coefficients of the left and right 
handed eigenstates. The RDS setup applied to our structures 
is therefore a longitudinal Kerr effect setup where the sub- 
strate is used as a mirror and the basic description is the same 
as for the Faraday effect, where the light passes twice 
through the epilayer. 

2.RDSofDMH 

It has been theoretically predicted and experimentally 
verified by a comparison of PL excitation data with Faraday 
rotations measured in transmission,20 that vanishing Faraday 
angles (9F) angles coincide with discrete electron states. 

In our RDS experiments, the incident radiation is trans- 
mitted through the nonmagnetic CdMgTe barriers and re- 
flected by the CdZnTe substrate. Hence, the light is passing 
the cw region twice giving a value for A0 corresponding to 
20F. 

For sample DMH1, we show in Fig. 5 the RDS spectrum 
(T= 1.7 K in an external magnetic field B= 1 T) for different 
angles of polarization (a) with respect to the [110] direction 
of the crystal. Maxima and minima between 1.75 and 2.1 eV 
appear to be independent of a, whereas the two distinct 
minima at 1.613 and 2.33 eV develop towards a maximum 
when a is tilted from 0° to 90°. The observed angular de- 
pendence suggests that these features are due to the crystal 
anisotropies solely while the other features are magnetic field 
induced. In particular the angular dependent structure at 
1.613 eV coincides with the energy band gap of the CdZnTe 
substrate and the peak at 2.33 eV is due to the CdMgTe 
barrier. 
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FIG. 6. Temperature dependence of the RDS spectrum for sample DMH2. 

The Stokes shift for the zero transition of the dominant 
feature (1.776 eV) in Fig. 5, with respect to the PL maximum 
(1.759 eV) from the same sample,21 is produced by the ex- 
citon localization due to the magnetic polaron effect. 

Considering the interband Faraday rotation proportional 
to the magnetization Mx and assuming a paramagnetic be- 
havior (x = M/H, where x is the magnetic susceptibility), 
the Curie-Weiss law \ — const/\T+T*) can be used to de- 
termine a temperature T which is proportional to the sum of 
all the exchange interaction integrals. In order to evaluate 
this critical parameter, we studied the temperature depen- 
dence of the RDS spectrum for sample DMH2, observing a 
decrement of the signal with the increase of T (Fig. 6). For a 
quantitative determination, 1/Af? at 1.797 eV is shown as a 
function of T in Fig. 7. A linear extrapolation of these data 
gives a value of T* = TAF= —6 indicating antiferromagnetic 
interactions between the Mn spins. 

By comparing this antiferromagnetic temperature with 
values experimentally determined for bulk Cd^^Mn^Te,' 
we can deduce an effective concentration of 20% for the 
magnetic ions. This value is in good agreement with the Mn 
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FIG. 7. 1/A0 at 1.797 eV vs T. A linear extrapolation of these data gives a 
value for TAF-—6, indicating ferromagnetic interactions between the Mn 
spins. The inset shows a sketch of the potential profile for DMHs. 
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content expected for magnetic barriers with a thickness of 
1/4 ML. 

IV. CONCLUSION 

RDS and magneto-optical analysis have been carried out 
on CdTe/MnTe-based DMHs. The binding energy of FMPs, 
probed via selective excitation of the PL, results to be higher 
in these structures, compared to the 3D case of alloys and its 
calculated temperature dependence results is in agreement 
with the experimental data. A model for the magneto-optical 
Kerr effect in the case of RDS is presented and from RDS 
measurement performed in magnetic field it was possible to 
discriminate between signals due to Faraday rotation and sig- 
nals due to crystal anisotropy. 
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Coherent soft x-ray scattering from InP islands on a semiconductor 
substrate 
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Coherent soft x-ray scattering experiments from a semiconductor sample consisting of InP islands 
on a smooth semiconductor substrate are described. The soft x-ray scattering was performed with 
266 eV photons produced by an undulator source. Using a position sensitive detector, we are able 
to detect diffusely scattered x rays in the vicinity of the specular reflection, with an in-plane 
momentum transfer of up to 6 fim~l. Using Huygens-Fresnel theory and atomic force microscope 
images of the surface structure, we simulated the scattering assuming a finite lateral coherence 
length for the incident radiation. The lateral coherence length of the incident beam was found to be 
20 fim from a fit to the observed diffraction pattern from a pinhole. The effect of changes in the 
surface morphology on the speckle pattern was simulated to explore the potential of coherent soft 
x-ray scattering for the study of surface structure dynamics. © 7999 American Vacuum Society. 
[S0734-211X(99)03704-X] 

The random intensity variation observed in the specular 
and near specular reflection of coherent radiation from ran- 
dom surfaces is referred to as speckle. The speckle is caused 
by random path differences between radiation scattered from 
different locations on the sample, which interfere at the de- 
tector in the far field to produce a random interference pat- 
tern. Speckle patterns are sensitive to the particular configu- 
ration of the random surface whereas incoherent light 
scattering is sensitive to statistical averages of the structure. 
Therefore, one can learn about the dynamics of surface struc- 
ture in thermal equilibrium even when the average structure 
is constant by measuring the time dependence of the speckle 
pattern. The use of coherent visible radiation to study dy- 
namical phenomena is an established technique.1 However, 
the small wavelengths available with synchrotron radiation 
in principle allow one to probe much smaller length scales 
than is possible with visible light. Undulators in third gen- 
eration synchrotron radiation sources produce radiation that 
is coherent enough to observe speckle patterns. Recently, the 
first coherent hard x-ray scattering from random bulk and 
surface structures have been carried out.2-5 However, reflec- 
tion coefficients and diffuse scattering from surfaces and in- 
terfaces are very small in the hard x-ray wavelength range 
except near grazing incidence. This reduces the sensitivity of 
hard x rays for large angle scattering from surfaces. Large 
angle scattering is needed to probe structure at high spatial 
frequencies (short length scales). Except at grazing inci- 
dence, reflection coefficients are orders of magnitude larger 
for soft x rays than for hard x rays. A much larger range of 
scattering angles is therefore experimentally accessible for 
diffuse reflection in the soft x-ray range. In addition, material 
specific scattering experiments on low-Z elements are pos- 

a)Also at Department of Electrical and Computer Engineering. 

sible with soft x rays. For these reasons, soft x-ray scattering 
is a potentially useful technique for studying the structure of 
surfaces. 

In this article, we report experiments with undulator ra- 
diation, measuring soft x-ray speckle patterns from InP is- 
lands grown on smooth InAs-coated InP substrates. Numeri- 
cal simulations of the partially coherent scattering have been 
carried out according to Huygens-Fresnel scattering theory 
in the Fraunhofer approximation. These calculations are used 
to simulate the change in the speckle pattern resulting from 
small variations in the surface morphology of the sample. 

Our experiments were carried out at the X1B beamline at 
the National Synchrotron Light Source at the Brookhaven 
National Lab. The experimental setup is shown in Fig. 1. The 
dimensions that are indicated in Fig. 1 correspond to a typi- 
cal setup, but were varied between experiments. In order to 
block stray light from the beamline, a 3 mm diameter pinhole 
was placed in the beam downstream from the monochro- 
mator exit slit. To increase the lateral coherence length of the 
incident x rays, the synchrotron radiation beam was aper- 
tured using a commercial (Melles Griot) 20 //,m diameter 
pinhole. To minimize diffraction effects on the size of the 
illuminated area on the sample, the downstream-pinhole-to- 
sample distance was kept as short as possible or about 30 
mm. The sample was mounted on a single axis rotation stage 
so that the angle of incidence could be varied. Generally, the 
detector was placed 540 mm away from the sample in the 
horizontal direction approximately parallel to the direction of 
the incident beam (see Fig. 1). Stepper motors were em- 
ployed to reposition the detector into the specular beam 
when the angle of incidence was varied. The position sensi- 
tive detector consisted of a multichannel plate stack with a 
two-dimensional (2D) spatially resolving resistive anode 
readout. The active area consists of 1024X 1024 pixels, 
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FIG. 1. Configuration of soft x-ray scattering experiment. Slit openings and pinhole sizes are variable, with typical dimensions indicated. 

which are 40jumX20/um in size. The image acquisition 
times were typically a few minutes. 

Numerical simulations of the scattering were made using 
atomic force microscope (AFM) images of the samples and a 
Huygens-Fresnel scattering theory.6 Figure 2 shows the ge- 
ometry considered in the simulations along with the defrni- 

Side view 

XI, 

XI XI 
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Qy Jl scat 

Q, ~ Kscal -x, 

FIG. 2. Diagram showing the experimental geometry and the momentum 
transfer vectors. 

tion of the momentum transfer vectors parallel and perpen- 
dicular to the plane of the surface. Following the theory of 
statistical optics we can write the mathematical expression 
for the light intensity in terms of the autocorrelation function 
of the field. We compute the scattering from the sample by 
following the propagation of the autocorrelation function of 
the incoming light through an optical system described by a 
complex pupil function. The later takes into account the size 
of the illuminated area on the sample and the random phases 
associated with the path difference resulting from the surface 
height profile. 

In the following discussion, all prefactors in the scattering 
intensity are omitted in order to simplify the mathematical 
expressions. We define the complex pupil function as fol- 
lows: 

P(x,y)=p(x,y)ei^h^\ (1) 

where p(x,y) is an elliptical aperture function which simu- 
lates the footprint of the beam on the sample. The aperture 
function is unity inside the elliptical illuminated region on 
the sample surface and is zero elsewhere. h(x,y) is the sur- 
face height function relative to a reference plane, which was 
obtained from AFM measurements. The real-space autocor- 
relation of the complex pupil function is given by 

"// 
P(Ax,Av)= P * 

Ax 
-,y- 

Ay 

2 

XPH Ax        Ay\. 
x+—,y+—\dx dy. (2) 

The real-space autocorrelation function of the incoming light 
is assumed to be Gaussian and is given by 

/     (sin0Ax)2 + Ay2\ 
/u,(Ax,Ay) = exp —5  , (3) 

where Lc is the lateral coherence length along the cross sec- 
tion of the beam and 6 is the angle of incidence. The sin 6 
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FIG. 3. Cross section of an Airy pattern in the x-ray intensity measured 800 
mm from a 10 /xm diameter pinhole at a photon energy of 215 eV. (a) Fit to 
the experimental data using a lateral coherence length of 20 /xm and (b) 
simulations for various values of the lateral coherence length. 

takes into account the projection of the cross section of the 
beam onto the sample. The two autocorrelation functions are 
Fourier transformed and convolved together to yield the pat- 
tern of the intensity of the radiation on the detector: 

i(QX,Qy) = P(QX,Qy)*ß(Qx,Qy). (4) 

Intuitively, one can think of the calculation as summing the 
complex phase factors arising from the path difference be- 
tween each point on the sample and the considered pixel on 
the detector. The longitudinal coherence length was not 
taken into account in these calculations and is therefore as- 
sumed to be infinite. 

The Fraunhofer diffraction pattern (Airy pattern) pro- 
duced by a 10 yum diameter pinhole was measured by plac- 
ing the detector 800 mm behind the aperture. In order to 
maximize the wavelength and diffraction ring contrast in this 
measurement, the energy of the incident photons was set 
close to the long wavelength limit of the beamline at 215 eV 
(5.8 nm wavelength). Comparing this measurement with 
simulations done using the previously discussed model al- 
lowed us to evaluate the lateral coherence length of the inci- 
dent x-ray beam. A cross section of the measured diffraction 
pattern is shown in Fig. 3(a). The experimental data are in 
good agreement with the calculated diffraction pattern for a 
lateral coherence length, Lc = 20/j,m. Decreasing the coher- 
ence length diminishes the contrast of the interference rings, 
however, the average intensity remains relatively unchanged. 
Destructive interference is reduced by the finite coherence 
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FIG. 4. Atomic force microscope images of InP islands on an InP substrate 
with an InAs wetting layer. The height scale is in nanometers. The x-y axes 
are aligned along the [100] crystal directions. In the lower image, the island 
indicated by the arrow in top image has been erased in order to simulate the 
effect of a change in the surface morphology. 

length of the x rays as illustrated at the bottom of Fig. 3 
where we show simulations for various coherence lengths. 

The sample used in the experiments described here con- 
sists of InP islands grown on an InAs-terminated InP wafer 
by solid source molecular beam epitaxy. The substrate's na- 
tive oxide was thermally desorbed under an As4 overpressure 
at a temperature of 540 °C, measured by optical band-gap 
thermometry. The reflection high-energy electron diffraction 
(RHEED) pattern was strong but spotty after the oxide de- 
sorption. The growth was carried out at a substrate tempera- 
ture of 500 °C under a phosphorus overpressure (BEP«*6 
X 10"5 mbar). Rotation of the RHEED pattern at the begin- 
ning of the growth suggested that P was substituted with As 
during the oxide desorption. Presumably InP does not wet 
the InAs layer, which terminated the surface prior to growth. 
This is our explanation for why the InP grows as islands on 
this sample. This sample is an appropriate test sample for 
coherent soft x-ray scattering since the surface is rough 
enough to give strong diffuse scattering yet not so rough that 
the specular reflection is lost. Also the InP islands are large 
enough that they scatter in the <6 (UnT1 in-plane spatial 
frequency range that is readily accessible with our experi- 
mental geometry and detector size. InAs quantum dots, for 
example, scatter primarily outside the spatial frequency 
range that we are sensitive to here. The AFM measurements 
were made on an area of the sample close to the incident spot 
for the x-ray beam but not at the identical location. The 
simulation results can therefore only agree with the mea- 
sured scattering data in a statistical average sense. 

X-ray scattering measurements were done on this sample 
at a photon energy of 266 eV (4.7 nm wavelength) since this 
energy has the maximum photon flux for the beamline. By 
keeping the photon energy below the carbon edge, we mini- 
mize the effects of loss of throughput due to absorption by 
carbon contamination on the beamline optics. The configu- 
ration of the experimental setup is shown in Fig. 1, with the 
angle of incidence ranging between 3.4° and 7.4°. The AFM 
image of the sample used for the scattering simulations is 
shown in Fig. 4. The elliptical border of the AFM image 
indicates the area of the x-ray spot on the sample at an inci- 
dence angle of 7.4°. The corresponding measured speckle 
pattern is given in Fig. 5 along with coherent (Lc = °°) and 
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FIG. 5. Two-dimensional scattering from the InP island sample. The angle of 
incidence is 7.4° with respect to the surface and the photon energy is 266 
eV. The intensity colormap is on a logarithmic scale with the same dynamic 
range for all three images. The three images show: (a) the simulated speckle 
pattern calculated from the atomic force microscope image in Fig. 4 with an 
infinite lateral coherence length, (b) the same simulation except with a lat- 
eral coherence length of 20 /j,m, and (c) experimental scattering data for the 
sample whose AFM image was used in the simulations. The longitudinal 
coherence length is assumed to be infinite in all of the simulations. 

in the calculated images are saturated white in the figure. The 
simulation also has a higher speckle contrast. The finite lon- 
gitudinal coherence of the x-ray beam, which is neglected in 
our simulations may also contribute to the difference be- 
tween the measured and simulated scattering. The AFM does 
not necessarily produce a true image of the sample since an 
AFM image is a complex convolution of the profile of the 
end of the tip with the surface of the sample. This could 
change the scattering distribution as a function of spatial 
frequency. 

The longitudinal coherence length (spectral purity) for our 
experimental conditions was 

X2 

Llong=ÄxÄs50 /im' ^ 

This is on the order of the maximum path difference between 
light beams scattered from either end of the illuminated re- 
gion on the sample. The finite longitudinal coherence has not 
been taken into account in our simulations. Second, the 
simulations were carried out using the lateral coherence 
length obtained by fitting the Airy rings produced by a 10 
/am diameter pinhole. In the measurements on the InP 
sample, the pinhole was larger, and the photon energy was 
higher. The lateral coherence length depends on the solid 
angle of the pinhole seen by the exit slit of the monochro- 
mator and will decrease with increasing pinhole diameter. 
Also, the shorter wavelength output of the undulator used for 
the reflectivity experiments will also reduce the coherence 
length relative to the coherence length obtained from the 
pinhole diffraction. Both of these effects (finite longitudinal 
coherence and overestimate of the lateral coherence length) 
will cause the measured speckle contrast to be smaller than 
the simulated speckle contrast as observed in Fig. 5. 

The incident angle and the size of the detector limit the 
maximum range in Qx that can be measured without moving 
the detector. In order to expand the range of Qx, the detector 
was scanned in overlapping steps. By scanning the detector 
in steps of one half the detector length with the angle of 
incidence kept constant, we were able to explore scattering 
with values for the in-plane momentum transfer Qx ranging 

partially coherent (Lc = 20/im) simulation results. 
We refer to the number of decades that is spanned by the 

intensities in an image as the "dynamic range" of the image. 
To facilitate comparison, all three results were plotted on a 
color scale with the same dynamic range as the experimental 
data. The relative intensities of the simulations were scaled 
to match the experimental data. No attempt was made to 
simulate the absolute intensity. The overall shape of the 
simulated intensity and the size of the speckles agree with 
the experimental data. The intensity of the central specular 
reflection relative to the surrounding diffuse reflection is ap- 
proximately correct. However, the simulations have a larger 
dynamic range than the data and therefore many of the pixels 

Qx (um ) 

FIG. 6. X-ray scattering for large values of the in-plane momentum transfer 
obtained by moving the position sensitive detector in steps of one-half of its' 
length. The photon energy is 266 eV, and the angle of incidence is 5.4°. The 
inset shows an enlargement of part of the graph in order to show the repro- 
ducibility of the data between experiments (scan lines are offset for clarity). 
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up to 6 /Am-1. In Fig. 6, we present the result of an experi- 
ment to measure a large Qx range for 266 eV photons inci- 
dent on the sample at an angle of 5.4°. The intensity was 
integrated along an 80 pixel wide line of slope AY/AX 
= 0.15 with respect to the edge of the detector. The indi- 
vidual image intensities were normalized to the intensity of 
the incoming synchrotron radiation and the data acquisition 
time before plotting the spectra on a common intensity scale. 
The intensity peaks at the edge of the detector are artifacts 
typical of this type of imaging detector. A comparison of the 
overlap regions between two consecutive detector positions 
shows the reproducibility of the speckle as illustrated in the 
inset in Fig. 6. This confirms that the observed fluctuations in 
intensity are speckle due to the surface scattering and are not 
detector noise. 

In the simulation, the pattern of the axis of the x-ray in- 
tensity pattern is tilted with respect to the frame of the image 
[see Fig. 5(a)]. This is caused by the orientation of the InP 
islands on the sample. In the AFM images in Fig. 4, the 
islands are elongated and aligned with the [110] crystal di- 
rection on the substrate. The orientation of the islands creates 
directional scattering, which is responsible for the tilt in the 
diffuse scattering. The slope along which the detector inten- 
sity was integrated (see Fig. 6) is slightly smaller than the tilt 
observed in the simulated data, which indicates that the 
sample [100] crystal axes were slightly misaligned with re- 
spect to the plane of incidence during the measurements. 

The effect of a change in the surface morphology on the 
speckle pattern was simulated by erasing one InP island from 
the AFM image used to simulate the intensity distribution. 
The location of the missing island is indicated with an arrow 
before and after being removed in Fig. 4. The scattering 
simulation was computed with the modified AFM image, and 
the resulting speckle pattern was subtracted from the original 
simulation. The absolute value of the difference image is 
shown in Fig. 7 using the same logarithmic grayscale as in 
Fig. 5. There is a measureable difference between the two 
images with a spatial frequency distribution that mirrors the 
distribution of scattering in the original simulation. There are 
about 20 large InP islands in the original image. Since the 
scattering is dominated by the islands, one would expect that 
removing one island would reduce the average nonspecular 
scattering intensity by about 5% spread over the same spatial 
frequency range as the original speckle pattern. This is con- 
sistent with the difference image in Fig. 7: near the specular 
position, the intensity of the difference is about 1.3 orders of 
magnitude (i.e., a factor of 20) smaller than the average in- 
tensity of the scattering. 

Changing the position of one of the islands will have a 
similar effect on the speckle as removing one island, except 
that the overall scattering intensity will not change. The in- 
dividual speckles in the experimental data cover about 25 
pixels with approximately 150 counts/pixel [see Fig. 5(b)]. 

200- 

100- 

50- 

KfcV 

50 100 150 

FIG. 7. Absolute value of the difference between the speckle patterns calcu- 
lated for the two images in Fig. 4 for 20 /tm lateral coherence length. Other 
parameters are indicated in Fig. 5. 

Assuming that the uncertainty in the measurement of the 
intensity in one speckle is given by the square root of the 
total number of counts, we should be able to detect changes 
in the intensity on the order of ~ l/y4000= 1.6%. Thus, the 
current experiment has enough sensitivity to detect the mo- 
tion or disappearance of one of the InP islands. This indi- 
cates that coherent soft x-ray scattering can be used to study 
the dynamics of the InP islands in the test sample used in this 
experiment. Initial experiments to explore the island motion/ 
evaporation at elevated temperature were only partially suc- 
cessful due to the movement of the x-ray beam on the 
sample, caused by thermal expansion of the sample and 
sample holder. A brighter undulator source and higher count 
rate detector would improve the sensitivity and make it pos- 
sible to detect smaller changes with better time resolution. 
Many orders of magnitude increase in source brightness are 
possible before sample heating becomes a problem. 

In conclusion, we have described measurements of 
speckle in the scattering of coherent soft x rays from InP 
islands on a flat semiconductor substrate. These experiments 
and simulations of the scattering using atomic force micro- 
scope images of the surface structure, demonstrate the feasi- 
bility of coherent soft x-ray scattering as a means for study- 
ing the dynamics of the structure of surfaces in equilibrium 
or near equilibrium. 

The authors thank Carolina Pistonesi for help with the 
speckle simulations at the beginning of this project and 
NSERC for financial support. 
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Multiple internal reflection and transmission IR spectra of hydrophobic and hydrophilic Si wafers, 
Si wafers with thermally grown Si02 layers, and Si wafers bonded at high and room temperature 
were investigated. It was found that the surface of the as-prepared hydrophobic wafer is terminated 
by hydrogen and water molecules, while the IR spectra of hydrophilic wafer demonstrate only the 
presence of water molecules at the surface. IR spectra of Si wafers covered by a thermally grown 
Si02 layer exhibit a number of the strong absorption bands assigned to combinational phonon bands 
in Si02. The wafer bonding leads to the appearance of siloxane and hydroxyl groups at the buried 
interface whose absorption bands were observed in IR spectra. A rearrangement of atoms at the 
buried interface takes place after annealing of Si bonded wafers. IR spectra of room temperature 
bonds show a large number of water molecules and presence of the hydrogen in the oxide layer at 
the interface.   © 1999 American Vacuum Society. [S0734-211X(99)03804-4] 

I. INTRODUCTION 

Silicon wafer bonding is a promising technique in micro- 
electronics for the monolithic integration of micromechani- 
cal and electronic devices. Recently, significant progress has 
been achieved in optimizing the bonding process and the 
understanding of the Si-Si bonding mechanism.1"4 How- 
ever, the information about the nature and evolution of the 
interface in bonded wafers, especially, with buried thermally 
grown Si02 is still lacking. Characterization and the quality 
control of the Si-Si02 interface is of great importance for 
silicon-on-insulator related microelectronic devices, sensors 
and actuators. One of the reasons is that conventional surface 
science techniques (electron diffraction, photoertiission, Ra- 
man scattering, photoluminescence, etc.) cannot access the 
buried interface. 

IR spectroscopy traditionally used for the investigation of 
vibrational properties of various coatings, surfaces and 
interfaces5'11 is also particularly suited for the characteriza- 
tion of buried interfaces and can access these interfaces over 
a wide spectral range (2000-8000 cm"1). Recently, IR spec- 
troscopy was applied successfully for the study of chemical 
nature of bonded Si wafers.1'2'12"14 It is established that the 
interface of joined wafers depends strongly on the prelimi- 
nary surface treatment, i.e., chemical preparation of wafers, 
ion implantation, plasma treatment, oxidation and annealing 
process, etc. 

In this article, we present the results of a systematic IR 
spectroscopical investigation of bonded silicon wafers with 
buried thermally grown Si02 layer. IR response of Si wafers 
is considered after each technological step and as a result the 
contributions of the outer silicon surfaces and the inner in- 

a)Also at Institute of Semiconductor Physics, 630090, Novosibirsk, Russia; 
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terface of Si bonds to absorption are determined. The absorp- 
tion lines in IR spectra of hydrophobic and hydrophilic Si 
wafers, Si wafers with thermally grown Si02 and the bonded 
Si wafers are identified. 

II. EXPERIMENTAL DETAILS 

Several types of experimental geometries can be applied 
for measuring IR spectra. Multiple internal reflection is usu- 
ally used for the characterization of surface layers as thin as 
a monolayer.5 In this geometry, the film is deposited on an 
infrared transparent substrate with trapezoidal cross 
section.15 Multiple internal transmission is the technique for 
the study of the buried interface region between two joined 
substrates. One of the variants of this geometry is shown in 
Fig. 1(a). Infrared radiation trapped inside the sample is 
transmitted through the interface many times before exiting 
the opposite bevel. An alternative approach is the use of 
single-pass multiple internal reflection elements. These ele- 
ments prepared from infrared transparent material are 
pressed gently to the whole single or bonded wafer to get 
optical contact and to allow the IR light to enter the sample 
and exit from another element as it is shown in Fig. 1(b). The 
distance between elements can be varied thus allowing to 
find the optimum between the whole signal magnitude and 
the intensity of the IR response from the interface region. 
This technique does not require any treatment of the sample 
and allows to study the IR response from the surface or the 
buried interface just after any technological process step or 
the bonding process. IR spectra of the Si bonded wafers 
carry information about the Si surface and buried interface. 
In order to distinguish these two contributions the following 
method can be used. The Si wafer is bonded with two Si 
wafers covered by Si02 layers. The double bonded Si wafer 
is used to produce the structure shown schematically in Fig. 
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FIG. I. Sketch of the geometry of experiments, (a) Geometry of multiple 
internal transmission of Si bond, (b) Si wafer with single-pass multiple 
internal reflection elements, (c) Geometry of multiple internal transmission 
of double bonded Si wafers. 

1(c). The refraction coefficient for Si02 is lower than for Si, 
therefore, the IR light undergoes total internal reflection in 
the intermediate Si wafer. As a result only the IR response 
from the buried interfaces is measured. 

In our study, we used all experimental geometries shown 
in Fig. 1. The samples with a size of 0.4X20X50 mm3 and 
with 54.7° bevels were prepared from Si(100) wafers to al- 
low the IR radiation to pass through the samples 100 times. 
The bevels were prepared using selective etching in KOH 
(30%) solution in water at a temperature of 80 °C. The etch- 
ing velocity is minimal in (111) direction which forms an 
angle of 54.7° with the (100) plane. Two types of samples 
were investigated. Part of the samples were covered with a 
thermal oxide of 1 fim thickness grown at 1100 °C in a wet 
atmosphere (02+H2 with a ratio of 1:1.65) at normal pres- 
sure. The samples were either hydrophilic by treatment in 
H202:HC1:H20= 1:1:5 and NH4OH:H202:H20= 1:1:5 solu- 
tions or hydrophobic by additional treatment in HF (49%): 
NH4(40%) = 1:4 solution. IR spectra of the wafers were re- 
corded just after the treatment and after five days storage in 
air. After that the chemical treatment was repeated and 
samples were annealed at 7"=450 °C and T= 1100 °C during 
5 h in the same regime which is used for the wafer bonding 
process. After annealing the IR spectra were again measured. 

The silicon wafer treated by RCA cleaning and two Si 
wafers covered by Si02 layers with a thickness of 1 fim were 
bonded as shown in Fig. 1(c) and annealed at a temperature 
of 450 °C in nitrogen. Both external surfaces of the double 
bond were left unpolished in order to enhance diffuse scat- 
tering and thus exclude any signals from external surfaces. In 
addition, we probed the Si bonded wafers without Si02 lay- 
ers joined at high (800 °C) and low (200 °C) temperature 
using the single-pass multiple internal reflection elements 
technique. 

IR spectra were measured with /^-polarized light using a 
Fourier transform infrared spectrometer IFS-66 in the spec- 

3600 3300 3000 29O0  2250 2100 

4000 3500 3000 2500 2000 1500 
wavenumber / cm -' 

FIG. 2. IR /^-polarized multiple internal reflection spectra of the as-prepared 
hydrophobic and hydrophilic Si wafers (curves 1, 2, respectively). The insert 
shows OH and C-H absorption bands of as-prepared hydrophilic and hy- 
drophobic Si wafers [inserts (a) and (b)] and the spectra of as-prepared and 
stored in air hydrophobic Si wafers [insert (c), curves 1 and a, respectively]. 

tral range 400-4000 cm with a spectral resolution of 4 
cm-1. The choice of p-polarization for multiply internal re- 
flection geometry is explained by the greatly enhanced per- 
pendicular component of absorption relative to the parallel 
component.4 The transmission spectrum of the empty chan- 
nel of the spectrometer without reflection unit was used as a 
reference spectrum. The number of scans was 1000. 

III. RESULTS AND DISCUSSION 

Typical IR spectra of Si substrates with hydrophobic and 
hydrophilic surfaces using trapezoidal prisms are presented 
in Fig. 2 (curves 1 and 2, respectively) in the spectral range 
4000-1500 cm"1. These spectra are characterized by the 
broad absorption band centered at 3400 cm-1 assigned to 
O-H stretch vibrations of adsorbed water molecules16 and by 
the absorption lines at 2850-2950 cm""1 attributed to the 
CH2 and CH3 stretch vibrational modes of organic species on 
the Si surface caused by chemical cleaning.17 A comparison 
of intensity of these modes is presented in the inserts (a) and 
(b) (curves 1 and 2, respectively). No noticeable influence of 
the C-Hv species on the surface arrangement of the Si wa- 
fers was found. The feature at 1720 cm"1 is caused by the 
vibrational mode due to interstitial oxygen in silicon.18 The 
IR spectra of the hydrophobic Si wafer reveal in addition a 
feature at 2100 cm~! [insert (c), curve 1] assigned to the 
Si-H stretch modes in the dihydride at the (100) silicon 
surface.10 This feature is modified by weak vibrational 
modes at 2090 and 2145 cm-1 which are assigned to the 
Si-H stretch in monohydride and trihydride.19 The Si-H 
bonds appear due to passivation of Si surface by the H atoms 
after HF treatment. 

The IR spectra of hydrophilic samples did not change 
after storing of the samples in air during five days while the 
spectra of hydrophobic samples demonstrate an alternation 
of the surface arrangement. One can see from the insert in 
Fig. 2 [insert (c), curves 1 and a] that the intensity of Si-H 
modes decreases and a new mode at 2250 cm"1 related to 
Si-H stretching vibration in 03-Si-H species appears. The 
weak mode at 2200 cm"' is assigned to the intermediate 
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FIG. 3. IR p-polarized IR spectra of the Si wafer covered by Si02 layers 
(curve 1), and double bonded Si structure (curve 2). Insert shows the differ- 
ence between IR spectra of double bonded Si wafer and Si wafer with Si02 

layers. 

oxidized species SiH2(02). This confirms previous results11 

that the oxygen molecules preferentially attack the Si-Si 
bonds of the surface Si atoms and that the surface Si-H 
bonds are quite inert to oxygen molecules. 

In the next step, the samples were chemically treated by 
the same way as it was done before and annealed as it was 
described above. The IR spectra of the hydrophobic and hy- 
drophilic samples annealed at a temperature of 450 and 
1000 °C for 5 h are virtually identical. A typical IR spectrum 
of an annealed sample is presented in Fig. 3 (curve 1). The 
native oxide layer grown at the surface of the sample is re- 
sponsible for the appearance of new absorption lines at fre- 
quencies of 1620, 1867, and 2011 cm-1. These lines are 
related to multiphonon processes in silicon dioxide. In order 
to determine the frequency position of optical phonons in 
thermally grown silicon dioxide p- and ^-polarized single 
transmission IR spectra of the same sample were measured 
and a curve fitting procedure was employed. The IR spectra 
of silicon dioxide layers reveal phonon bands in the region 
between 1050 and 1223 cm"1 (TO; and LOj) and 816 and 
826 cm-1 (T02 and L02). The silicon dioxide film exhibits 
additionally a TO-LO phonon pair in IR spectra at 457 and 
507 cm"1 (T03 and L03).

19 The results of the mode identi- 
fication are given in Table I. Our assignment of the TOi 
+ T02 and the LOj + T02 modes is in agreement with con- 
clusions of Han and Aydil20 based on the isotopic shift of 
combinational modes in Si02 films produced by plasma en- 
hanced chemical deposition. On the base of the phonon fre- 
quencies obtained from the analysis of p- and ^-polarized 
single transmission IR spectra of the Si bonds with buried 

TABLE I. Identification of multiphonon absorption lines in Si02. 

Observed peak 
frequency (cm-1) Identification 

Calculated peak 
frequency (cm-1) 

1620 
1867 
2011 

2T02 

TO,+T02 

LO,+T02 

1632 
1866 
2039 

Si02 the absorption line at 1620 cm"1 is related to 2T02 

mode. 
The decreasing absorption in the region 2850-2950 cirT1 

manifests the lower carbon concentration in annealed 
samples (Fig. 3, curve 1) in comparison with the as-prepared 
samples (Fig. 2, curves 1 and 2). It means that the annealing 
causes partial desorption of the CH^ species from Si surface. 

The use of the double bonded Si sample geometry allows 
the influence of signals from external surfaces to be excluded 
because the light undergoes a multiple internal reflection in 
the middle silicon wafer cladded by silicon oxide layers. Fig- 
ure 3 shows p-polarized IR spectrum of this structure (curve 
2) in comparison with the spectra of the Si wafers covered by 
thermal Si02 layers. The observed absorption bands are 
shown in details in the inserts (a) and (b) where normalized 
spectra taken as 

AR 

~R~ (1) 

where Rb and R0 are the IR spectra of the double bonded Si 
wafer and a Si wafer with Si02 layer, respectively. A new 
absorption line at 2250 cm"1 appears in the spectra of Si 
wafer bond which was attributed to the Si-H stretching vi- 
brations in the 03-Si-H complexes. This mode is not ob- 
served in the IR spectra of the annealed structure (Fig. 3, 
curve 1) and thus it originates from Si-Si02 interface region 
located between bonded wafers. It does not contradict previ- 
ous results21 where this mode is assigned to Si-H stretch 
modes of hydrogen inside the oxide layer because the thick- 
ness of this layer was of order of 1 nm. We propose that the 
wafer molecules adsorbed at the surfaces of wafers before 
bonding hydrolyses to siloxane groups at the interface of Si 
wafer bonds.4'19'21 It also leads to a decrease in absorption up 
to 2% in the range of 3000-3600 cm"1 caused by the de- 
creasing amount of hydroxyl species at the interface after 
bonding. The absorption line at 3739 cm"1 of the wafers 
with Si02 layers is due to hydrogen-bonded hydroxyl (-OH) 
groups at the two oxide surfaces.4 The reason of increasing 
absorption by combinative Si02 modes in Si wafer bonds is 
not clear up to now. It can probably be caused by a change of 
stoichiometric structure of interface silicon oxide in compari- 
son with the thermally grown Si02 layer. To clarify this ef- 
fect, further investigations are needed. 

The frequency position of the absorption feature at 2250 
cm"1 observed in the spectra of Si wafer bonds is shifted 
towards higher frequency with annealing of the sample. Fig- 
ure 4 shows this shift at the spectral range of Si-H vibra- 
tions. One can see that with increasing annealing temperature 
the mode frequency is shifted from 2250 cm"' (450 °C) to 
2280 cm"1 (1100 °C). It is known that the hydrogen in the 
oxide layer causes the absorbance in the spectral range of 
2260-2300 cm"1.4 We propose that the hydrogen atoms lo- 
cated near the buried interface diffuse into the oxide layer 
producing Si-H bonds in Si02 in the vicinity of the inter- 
face. 

The arrangement of chemical species at the buried inter- 
face of the Si wafers bonded at high (800 °C) and low 
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FIG. 4. IR /?-polarized multiple internal transmission spectra of the double 
bonded Si structure annealed at 400 °C (curve 1), 800 °C (curve 2), 1100 °C 
(curve 3) measured at the spectral range of the Si-H vibrations. 

(200 °C) temperature was probed using the single-pass mul- 
tiple internal reflection elements. The number of passes 
through the interface was about 100. The IR spectrum of Si 
wafers bonded at high temperature (dotted curve in Fig. 5) is 
very similar to the spectrum of the hydrophilic Si wafer 
(curve 2 in Fig. 2). No evidence of Si-H modes at the inter- 
faces was found. A weak feature at 3750 cm-1, characteristic 
of isolated silanol groups at the partially oxidized interface,12 

probably formed during rinsing prior bonding or appeared 
due to formation of Si-O-Si bridges between joined wafers 
after the bonding procedure. The IR spectrum of Si wafers 
bonded at low temperature (solid curve in Fig. 5) changed 
drastically in comparison with the spectrum of the hydro- 
philic Si wafer and the high temperature bonds. One can see 
from Fig. 5 that absorbance at the frequency range from 
3200 to 3600 cm"1 due to OH vibrations at the buried inter- 
face is a few times larger than in the case of the single Si 
wafer and the high temperature Si bonds. This is in accor- 
dance with previous experiments1214 and the model proposed 
by Tong and Gösele3 which demonstrates the decreasing in- 
terface layer of the physically absorbed water molecules 

3500 3000 2500 2000 

wavenumber/ cm"1 

FIG. 5. IR p-polarized transmission spectra of the Si bonded wafers joined at 
high (800 °C) and low (200 °C) temperature measured with the single-pass 
multiple internal reflection elements. 

from 1 up to 0.15 nm with an increasing bonding tempera- 
ture from 20 up to 800 °C. In addition, new modes occur in 
the IR spectrum of the high temperature Si bond at 2110 and 
2250 cm"1 (see the insert of Fig. 5). The mode at 2110 cm"1 

was assigned to Si-H stretch mode in dihydride (Si-H2) 
species22 at the interface. The partial oxidation of the buried 
interface during bonding leads also to formation of Si-H 
stretch modes in silicon dioxide at the buried interface. 

IV. CONCLUSION 

In conclusion, we present the results of a systematic IR 
investigation of hydrophilic and hydrophobic Si wafers, Si 
wafers covered by thermally grown Si02 layer and bonded Si 
wafers. It was shown that the nature of interface vibrational 
states on the Si surface strongly depends on the surface treat- 
ment. IR spectra of the samples show the presence of the 
physically absorbed water molecules and C-H^ species at 
the interfaces. The surface of hydrophobic Si wafers is ter- 
minated by hydrogen. After storing in air oxidation of the 
hydrophobic samples takes place and as a result the absorp- 
tion lines due to Si-H vibrations in the Si-H-(03) and 
SiH2(02) complexes appear. Annealing of the hydrophilic 
and hydrophobic Si wafers leads to the same surface arrange- 
ment for both samples. The hydrogen atoms are desorbed 
and the oxidation process takes place. A number of combi- 
national phonon modes in Si02 observed in the IR spectra of 
Si wafer with thermally grown Si02 layer was identified. 

IR spectra of Si wafers covered by Si02 layers bonded at 
high temperature demonstrate the presence of physically ad- 
sorbed water molecules and C-H species, hydroxyl and si- 
loxane groups at the buried interface. It was shown that the 
bonding process leads to the appearance of hydrogen-bonded 
hydroxyl (-OH) and siloxane groups in silicon dioxide at 
the interfaces. IR spectra of the low temperature bonds reveal 
in addition the Si-H stretch modes at the interface. This is 
probably due to partial formation of the silicon oxide at the 
buried interface which takes place at the low temperature 
bonding. 
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The optical phonon modes in short-period GaAs/AIAs superlattices were investigated by means of 
Raman spectroscopy and far-infrared reflection spectroscopy using a grating coupler technique. 
Grating couplers provide a wave vector transfer parallel to the layers, enabling study of in-plane 
dispersion of the phonon modes in the superlattice structure. The mixing of confined and interface 
optical modes was observed as the in-plane phonon wave vector was varied. The experimental 
frequencies of the superlattice optical modes obtained from infrared and Raman spectra are in good 
agreement with calculations performed using a dielectric continuum model. © 7999 American 

Vacuum Society. [S0734-21 lX(99)07204-2] 

I. INTRODUCTION 

The properties of phonons in semiconductor quantum 
wells and superlattices continue to generate significant theo- 
retical and experimental interest.1'2 Short-period superlattices 
composed of the polar semiconductors GaAs and AlAs es- 
sentially display two characteristic differences in the behav- 
ior of optical vibrations compared with their bulk constitu- 

ents. 
The optical phonons become localized within the corre- 

sponding superlattice layer due to the large difference be- 
tween cationic masses in GaAs and AlAs. This leads to 
quantization of the phonon spectrum and a set of confined 
modes within each compound material. 

Interface effects on the confined modes arise due to dif- 
ferent dielectric functions of the participating layer material. 
The dielectric function of the superlattice is presented as an 
anisotropic tensor, and confined mode frequencies show dis- 
persions when the orientation of the phonon wave vector q is 
tilted from the layer structure growth axis z toward the in- 
plane direction x. These modes propagating along the layers 
are referred to as interface modes. 

The behavior of confined optical phonons in superlattices 
is well documented and understood (see Ref. 1) but experi- 
ments that directly probe in-plane dispersion are rare. " It 
was shown that the odd confined modes disperse strongly 
with an increasing in-plane wave vector and anticross with 
one    another,    while    even    confined    modes    remain 

dispersionless.4,6 This agrees with continuum models pre- 
dicting the intermixing of confined longitudinal optical (LO), 
transverse optical (TO), and interface modes.7,8 Up to now 
only Raman data were available for the study of in-plane 
dispersion of optical phonons in superlattices. 

In this article we present a new approach for the charac- 
terization of optical phonon in-plane dispersion in GaAs/ 
AlAs superlattices by grating coupler assisted infrared (IR) 
reflection spectroscopy, a technique traditionally used to in- 
vestigate electronic properties of low-dimensional systems. 

The optical vibrational modes propagating along the lay- 
ers (interface modes) do not usually appear in the infrared 
because of the small component of the electric field perpen- 
dicular to the superlattice layer plane. However, they can be 
observed in IR experiments due to additional in-plane wave 
vector transfer on the phonon system which is provided by 
means of a grating coupler deposited onto the superlattice 
(Fig. 1). A grating coupler modulates the far-infrared field in 
the vicinity of the grating producing a significant component 
of the electric field perpendicular to the layer plane. It allows 
one to probe the excitations propagating in plane of the lay- 
ers with the wave vector 

w litn 
a = — sin <p + 

c d   ' 
0) 

''Electronic mail: a.milekhin@physik.tu-chemnitz.de 

where <p is the angle of incidence of the light, c is the light 
velocity, d is the period of the grating coupler, and n is an 
integer.10 Thus, IR reflection spectra of GaAs/AIAs superlat- 
tices using grating couplers with different periods and/or 
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FIG. 1. Schematic cross section of the sample with a grating coupler. The 
GaAs substrate is wedged in order to avoid the influence of Fabry-Perot 
resonances in the experiments. 
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FIG. 2. Reflection spectra of sample A measured in the range of (a) LO 
vibrations of GaAs and (b) TO phonons of AlAs at T=9 K. Curve (1) was 
measured without a grating coupler whereas curves (2)-(4) were measured 
using a grating coupler with periods of 20, 6, and 2 /j.m. The vertical arrows 
indicate the position of the confined mode frequencies. 

higher Fourier components make it possible to investigate 
the in-plane wave vector dispersion of optical phonons in a 
wide range. 

II. EXPERIMENTAL DETAILS 

Figure 1 displays a schematic cross section of our mo- 
lecular beam epitaxy (MBE) grown samples. Two samples, 
A and B, were studied with a (GaAs)5(AlAs)7 superlattice 
period on doped GaAs substrates (sample A: A^i^l 
X 1018cm~3; sample B: NSi~2X 1017cm~3) covered by an 
undoped GaAs buffer (sample A: 1.5 /mi, sample B: 1 /mi). 
Sample A was grown without rotating the substrate during 
growth whereas sample B was rotated. The numbers of pe- 
riods were 8 (sample A) and 55 (sample B). On the top of 
structure A, Ag grating couplers with periods d = 2, 6, and 20 
/xm were fabricated. On sample B only a 6 /un grating was 
prepared. 

The infrared reflection spectra were recorded using a Fou- 
rier transform IR (FTIR) spectrometer Bruker IFS-113 V 
equipped with an Oxford Instruments flow cryostat at a tem- 
perature 9 K. The resolution was 0.5 cm-1 over the entire 
spectral range. The reflection spectra of the superlattice with 
and without the grating couplers were measured at oblique 
incidence (<p«=70°) with /^-polarized spectra to increase the 
in-plane component of the wave vector. 

The Raman scattering experiments were performed at T 
= 300K using the 514.5 nm line of an Ar+ laser with a 
power of 100 mW. The scattered light was analyzed in back- 
scattering geometry using a Dilor XY triple monochromator 
equipped with a charge coupled device (CCD) camera for 
multichanel detection. The scattering geometries employed 
were z(xx)-z and z(xy)-z with x, y, and z parallel to the 
[100], [010], and [001] directions, respectively. The mono- 
chromator slits were set to a spectral resolution of 2.9 cm-1. 

III. RESULTS AND DISCUSSION 

Figure 2 shows the experimental reflection spectra of 
sample A without and with grating couplers of different pe- 
riods, measured at off-normal incidence conditions in the 
range of the LO phonons of GaAs [Fig. 2(a)] and the TO 
phonons of AlAs [Fig. 2(b)]. Without the grating coupler, 
i.e., small qx, the fundamental confined phonon (LOj) of 
GaAs is observed and identified by its frequency, as is the 
TO], phonon of AlAs. These frequencies can be found from 
the bulk dispersion for the effective wave vectors:1'11 

Km 
TT 

{n0+S)at 
m, l,2,...,«o> (2) 

where m is the index of the confined mode, aQ is the mono- 
layer thickness, and n0 is the number of monolayers in the 
corresponding sample constituent. Parameter 8 [<?«*0.8 for 
the GaAs/AlAs system (see Ref. 11)] reflects the penetration 
depth of the confined modes in the neighboring layers. Only 
the odd numbered confined modes are accessible by IR spec- 
troscopy due to their nonzero macroscopic dipole moment. 
In our experiments, the existence of high-index (m^3) odd 
modes was not detected. 

For a larger wave vector transfer qx via the grating cou- 
pler, only the higher frequency confined mode LO! is still 
observable in sample A. In Fig. 2 it is clearly seen that the 
frequency of this LO phonon mode of GaAs decreases with a 
decrease in grating period a, i.e., with increasing wave vector 
transfer qx. No phonon modes at higher n values [see Eq. 
(1)] of qx were observed in these experiments. 

In the frequency range of the optical vibrational modes of 
AlAs, the confined TO] phonon and LOj (not shown here) 
are identified for the limit qx—>0. Again, only the fundamen- 
tal confined phonons were detected. If wave vector transfer 
parallel to the layers is imposed on the sample via the grating 
coupler, in sample A the TO! phonon still remains observ- 
able and the frequency of this phonon increases with an in- 
crease of qx. 
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wavenumber/ cm 
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FIG. 3. Reflection spectra of sample B measured in the range of optical 
vibrations of GaAs at T=9 K. The dotted line presents the IR spectrum of 
the sample without a grating coupler. The spectrum of the same sample with 
a grating coupler period of 6 fim is shown by a solid line. 

The large number of superlattice periods makes it possible 
to observe the high-order confined optical modes (with 
m = 3) in the IR reflection spectra of sample B. Figure 3 
shows IR spectra of sample B with and without the grating 
coupler measured in the spectral range of the ' 'reststrahlen'' 
band of GaAs. The IR spectrum without the grating (dashed 
line) reveals only a weak feature at a frequency near 292 
cm-1 which was attributed to the LO, confined phonon in 
GaAs layers. Dramatic changes occur in the spectra with the 
grating coupler. The frequency position of the LC^ mode 
was shifted towards lower frequency (the feature denoted as 
LOJ in Fig. 3) and this mode becomes much stronger. More- 
over, a new mode assigned to the L03 mode with q^O 
(LO3 in Fig. 3) was observed at a frequency near 277 cm""1. 
The even confined modes cannot be observed in infrared 
spectra due to their zero dipole momentum. 

The selection rules for Raman spectroscopy allow the 
even modes localized in these structures to be observed in 
z(x,x)-z geometry while odd confined modes are active in 
z(x,y)-z geometry. Figures 4(a) and 4(b) show Raman spec- 
tra of samples A and B measured in both geometries in the 

■ b) 
' LO„-"1 

3 LO, —) 

>. 
<D 
c 
c 
m 

TO^ 
X40 / 

fc 2/^ 

260 270 280 290 260 270 280 290 

wavenumber/ cm"1 

FIG. 4. Raman spectra of (a) sample A and (b) sample B in the GaAs 
phonon region using backscattering geometry. Curves (1) and (2) corre- 
spond to crossed z(x,y)-z and parallel z(x,x)-z geometries, respectively. 
The positions of arrows correspond to the frequencies of the optical phonons 
which were determined by fitting of the Raman spectra by the Lorentzian 
curves. The Lorentzian lines used for fitting are shown by dotted lines. 

to 
e 
CO 
or 

35 40       45       50 
wavenumber/ cm"1 

FIG. 5. Raman spectra of sample A (solid line) and sample B measured 
parallel in z(x,x)-z geometry (dotted line) in the spectral region of acoustic 
phonons. 

spectral range of optical phonons of GaAs, respectively. The 
dominant features in the Raman spectra of sample A, shown 
by arrows, are due to scattering by the LO| and L02 confined 
phonons. The shoulder in the spectra of sample B denoted as 
LOfc corresponds to LO phonon scattering from bulk GaAs. 
The broad feature at a frequency of about 276 cm-1 was 
attributed to scattering by GaAs interface phonons. The 
strong scattering by LO phonons from the substrate prevents 
the observation of the LO] phonons from the GaAs superlat- 
tice layers of sample B. In order to obtain the frequency 
position of optical phonons a fitting of Raman spectra by 
Lorentzian peaks, shown by dotted lines in Fig. 4, was per- 
formed. 

The comparison of Raman spectra of samples A and B 
shows that the frequency position of the GaAs L02 phonon 
in sample A is about 4 cm-1 higher than that in sample B. 
This fact can be explain by a deviation in thickness of GaAs 
layers in the samples with respect to the nominal one. To 
verify this the Raman scattering was measured in the acous- 
tic spectral range in z(x,x)-z geometry. The Raman spectra 
of samples A and B presented in Fig. 5 show doublets cen- 
tered at frequencies of 44 and 46 cm-1, respectively. These 
doublets correspond to an excitation of folded longitudinal- 
acoustic (LA) phonons propagating perpendicular to the su- 
perlattice layers. Using the dispersion relation for acoustic 
phonons12 we have determined the periods of the superlat- 
tices in samples A and B as 14 and 13 monolayers (ML), 
respectively. An analysis of Raman spectra of folded acous- 
tic and confined optical phonons (LOh L02, and L03) ob- 
tained from Raman and IR measurements was performed in 
the same way as in Ref. 13. It allowed us to determine the 
thicknesses of the GaAs and AlAs layers as <ii = 6 ML and 
<i2 = 8 ML and dx = 5 ML and d2 = 8 ML for samples A and 
B respectively. The difference between the nominal and the 
actual parameters of sample A may be caused by monolayer 
fluctuations of the layer thickness because the sample was 
grown without being rotated. In the calculations we have 
used the optical phonon frequencies measured by Raman 
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FIG. 6. Dependence of the optical phonon frequencies with in-plane wave 
vector qx for (a) sample A and (b) sample B. The experimental Raman and 
IR data are presented by squares and triangles, respectively. 

scattering corrected for a change in temperature (300-10 K) 
simply by adding 5.2 cm"1, a procedure justified by the 
known temperature dependence of the bulk modes.14 

In order to explain the behavior of optical phonons in the 
structures we have calculated the frequency dependence of 
optical modes on the in-plane wave vector using a continuum 
model proposed by Chamberlain et al.15 In this model the 
optical modes of the superlattice are described as a linear 
combination of the longitudinal-optical, transverse-optical, 
and interface phonon modes which satisfy both electrostatic 
and mechanical conditions at the interfaces. 

Figure 6 shows the calculated in-plane wave vector dis- 
persion of the optical modes for, samples A and B with the 
actual thickness of the layers. The experimental data are 
shown here by symbols. The value of the in-plane wave vec- 
tor corresponding to the experimental optical modes was cal- 
culated using Eq. (1). For Raman experiments in backscatter- 
ing geometry qx is zero. The parameters used for the 
calculations were taken from Ref. 15. As one can see from 
Fig. 6, the odd-order confined modes, in particular LOj, un- 
dergo significant dispersion while the even-order modes re- 
main dispersionless. Strictly speaking, classification of the 
mixed modes in terms of polarization and mode number is 
valid only for ^ = 0. Nevertheless, for identification pur- 
poses we label them by their number at qx = 0. With an in- 
creasing in-plane wave vector the frequency of the LOj 
modes decreases whereas the TC^ mode splits into two 
branches, one dispersionless (polarized along the y direction) 

and the other with an upward dispersion (polarized along the 
z direction). Interaction does not occur for modes with dif- 
ferent symmetry. 

One can see from Fig. 6 that good agreement between the 
calculated dispersion and experimental data was obtained 
within experimental error. 

IV. CONCLUSION 

We have presented the results of IR and Raman experi- 
ments in short-period GaAs/AlAs superlattices. Raman ex- 
periments allow one to observe zone-center confined optical 
phonons and folded acoustic phonons in the superlattices. 
The actual thickness of the layers was obtained from an 
analysis of frequencies of confined optical and folded acous- 
tic phonons. The in-plane wave vector dispersion of optical 
phonons in short-period superlattices was studied by grating 
coupler assisted infrared reflection spectroscopy. The experi- 
mental data are in good agreement with the calculations per- 
formed with in the frame work of a continuum model. 
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The role of spontaneous and piezoelectric polarization in III-V nitride heterostructures is 
investigated. Polarization effects and crystal polarity are reviewed in the context of nitride 
heterostructure materials and device design, and a detailed analysis of their influence in nitride 
heterostructure field-effect transistors is presented. The combined effects of spontaneous and 
piezoelectric polarization are found to account well for carrier concentrations observed in AlGaN/ 
GaN transistor structures with low to moderate Al concentrations, while the data for higher Al 
concentrations are consistent with defect formation in the AlGaN barrier. Theoretical analysis 
suggests that incorporation of In into the barrier and/or channel layers can substantially increase 
polarization charge at the heterojunction interface. The use of polarization effects to engineer 
Schottky barrier structures with large enhancements in barrier height is also discussed, and electrical 
characteristics of transistors with conventional and polarization-enhanced Schottky barrier gates are 
presented. The polarization-enhanced barrier is found to yield a marked reduction in gate leakage 
current, but to have little effect on transistor breakdown voltage. © 7999 American Vacuum 
Society. [S0734-211X(99)05804-7] 

I. INTRODUCTION 

III-V nitride heterostructures are of outstanding current 
interest for a wide range of device applications, including 
blue and ultraviolet light-emitting diodes and lasers,1 high- 
temperature/high-power electronics,2-6 visible-blind ultra- 
violet photodetectors,7'8 and field-emitter structures.9'10 In 
addition, these materials, by virtue of their wurtzite crystal 
structure and high degree of ionicity, exhibit a variety of 
material properties that either are not found or are of consid- 
erably reduced importance in conventional zincblende III-V 
semiconductors. Of particular interest are piezoelectric and 
spontaneous polarization effects, which recent experimental 
and theoretical investigations have revealed to be of great 
importance in the design and analysis of nitride heterostruc- 
ture devices,11-14 and which can be exploited to advantage in 
nitride materials and device engineering. 

In this article, we review the basic phenomena of sponta- 
neous and piezoelectric polarization in nitride semiconduc- 
tors and discuss their role in nitride heterostructure device 
physics, with particular emphasis on the design and analysis 
of nitride-based heterostructure field-effect transistors 
(HFETs). Section II provides an overview of piezoelectric 
and spontaneous polarization effects in nitride heterostruc- 
tures, the influence of crystal polarity, and the role of polar- 
ization effects in the analysis and design of various nitride 
heterostructure devices. Section III focuses specifically on 
the role of spontaneous and piezoelectric polarization in the 
analysis and design of nitride HFETs; the use of polarization 
effects to engineer Schottky barrier structures in nitride 

HFETs is addressed in Sec. IV. Section V concludes the 
article. 

II. OVERVIEW OF POLARIZATION EFFECTS 

The wurtzite crystal structure of nitride semiconductors 
combined with epitaxial growth that is performed typically 
in the (0001) orientation leads to the existence of a piezo- 
electric polarization field and associated electrostatic charge 
densities in strained material that have been shown to influ- 
ence carrier distributions, electric fields, and consequently a 
wide range of optical and electronic properties of nitride ma- 
terials and devices. In addition, recent theoretical results 
have indicated that nitride semiconductors also possess a 
large spontaneous polarization,15 associated with which will 
be electrostatic charge densities analogous to those produced 
by piezoelectric polarization fields. In bulk material it is as- 
sumed that rearrangement of surface charges nullifies spa- 
tially uniform piezoelectric and spontaneous polarization 
fields. In heterostructures or inhomogeneous alloy layers, 
however, variations in composition are expected to create 
nonvanishing spontaneous and piezoelectric polarization 
fields and associated charge densities that can dramatically 
influence material properties and device behavior. 

The piezoelectric polarization field Ppz is determined by 
the piezoelectric coefficients e,y and the strain tensor ey-, and 
is given by 

Pn,= e,;e, = J,;C,i.e1 pz ■>ri i7c7*e*' j,k-xx,yy,zz,yz,zx,xy, (1) 

"'Electronic mail: ety@ece.ucsd.edu 

where dtj are the piezoelectric coefficients relating the polar- 
ization to the stress tensor o-j = Cjkek, and cjk is the elastic 
tensor. Contracted matrix notation is used, and summation 
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FIG. 1. Crystal structure, spontaneous polarization fields (Psp) and piezo- 
electric polarization fields (Ppz) for GaN (top), and for Al^Ga^^N and 
In Ga,_,,N coherently strained to GaN (0001). 

over repeated indices is assumed. The total polarization field 
P is then the sum of Ppz and the spontaneous polarization 
Psp, and is related to the polarization charge density ppo] 

according to 

VP=V-(Psp+Ppz)=-Ppol. (2) 

From Eq. (2) it is evident that at an abrupt heterojunction 
interface, a polarization sheet charge density will be present 
arising from the difference in spontaneous polarization be- 
tween the two heterojunction constituents and from the 
abrupt change in strain e, that gives rise to a discontinuity in 
lpz- In compositionally graded alloy layers, the spatially 
varying polarization field will produce either positive or 
negative volume charge densities that will in many respects 
act as donors or acceptors, respectively. Finally, it should be 
noted that very gradual changes in P, as would arise from 
uniform or nearly uniform stress in an epitaxial layer struc- 
ture, will produce only very small polarization charge densi- 
ties. 

Closely related to the investigation of polarization and its 
influence on nitride heterostructure device physics is the is- 
sue of crystal polarity. Figure 1 shows a schematic diagram 
of the GaN wurtzite crystal structure. The lack of inversion 
symmetry in the (0001) plane gives rise to two possible po- 
larities for (0001) epitaxial growth. The upper (0001) surface 

in the figure is referred to as the A (or Ga) face, and the 
lower (0001") surface as the B (or N) face. It has been found 
empirically that the orientation of high-quality nitride films 
grown by metalorganic chemical vapor deposition 
(MOCVD) is typically (0001), whereas molecular-beam ep- 
itaxy (MBE) can yield high-quality films with either the 
(0001) or the (0001") orientation. (0001) and (0001) films 
can be distinguished from each other by a variety of tech- 
niques including wet chemical etching, characterization of 
physical morphology, and convergent beam electron 
diffraction.16 

Polarity in epitaxially grown nitride films is significant in 
the context of polarization because the spontaneous and pi- 
ezoelectric polarization fields have a well-defined orientation 
with respect to the A and B crystal faces. Theoretical 
calculations15 indicate that for GaN, A1N, and InN the spon- 

taneous polarization field is in the [0001] direction, i.e., 
pointing from the A face to the B face as indicated in Fig. 1. 
Experimental12'13 and theoretical15 results have indicated that 
the signs of the relevant piezoelectric coefficients in the ni- 
trides are such that for (0001) films grown under tensile or 
compressive strain, Ppz is in the [OOOl] or [0001] direction, 
respectively. The orientation of the piezoelectric polarization 
field with respect to the crystallographic axes in the nitride 
semiconductors is opposite that found in other ffl-V semi- 
conductors and is the same as that found in II-VI semicon- 
ductors, a consequence of the greater ionicities of III-V ni- 
trides compared to those of other III-V semi- 
conductors.13'15'17 

For strained III-V nitride epitaxial layers grown in the 
(0001) orientation, a piezoelectric polarization will be 
present aligned along the [0001] direction and given by 

pz,z 
;2I en--^-e3i]e]. 

c33 
(3) 

The values of the spontaneous polarization and of the rel- 
evant piezoelectric and elastic constants in III-V nitrides 
have in many cases not been definitively established. Table I 
shows values for several relevant physical quantities for 
GaN, A1N, and InN.18"32 In this work, we have used theoret- 
ical values15 for spontaneous polarization and for the piezo- 
electric coefficients e31 and e33. For spontaneous polariza- 
tion, only a single set of theoretical values, and no 
experimental values, are available. For the piezoelectric co- 
efficients, only theoretical values are available for InN; for 
A1N, experimental and theoretical values appear to be in 
good agreement. In the case of GaN, there is a significant 
discrepancy between the experimental and theoretical values, 
particularly for e31; for consistency, and given the large un- 
certainty likely to exist for both the experimental and theo- 
retical values, we have used the theoretical values for e3) and 
e33. For the elastic constants c]3 and c33, we have used the 
averages of the values listed in Table I. Values for ternary 
and quaternary alloys are then obtained by simple linear in- 
terpolation. 

Recent work has demonstrated that polarization effects 
can exert a pronounced influence on heterostructure material 

JVST B - Microelectronics and Nanometer Structures 



1744 Yu ef a/.: Spontaneous and piezoelectric polarization 1744 

TABLE I. Selected physical constants for GaN, AIN, and InN. 

GaN AIN InN Reference 

«(A) 
«(A) 
«31 (C/m2) 

«31 (C/m2) 
e3, (C/m2) 

„2\ e3i (C/m2) 

«3i (C/m2) 

«33 (C/m2) 

«33 (C/m2) 

«33 (C/m2) 

«33 (C/2) 
«33 (C/m2) 

«13 (GPa) 

«,3 (GPa) 

«13 (GPa) 

«13 (GPa) 

«13 (GPa) 

«13 (GPa) 

«,3 (GPa) 

«13 (GPa) 
«13 (GPa) 

«33 (GPa) 

«33 (GPa) 
«33 (GPa) 
«33 (GPa) 

«33 (GPa) 

«33 (GPa) 

«33 (GPa) 

«33 (GPa) 

«33 (GPa) 
/%„,; (C/m2) 

3.189 3.112 3.548 
5.185 4.982 5.760 
-0.32 
-0.22 
-0.36 

-0.58 
-0.49 -0.60 -0.57 
0.65 
0.44 

1 
1.55 

0.73 1.46 0.97 
158 
70 
106 
114 
110 100 

120 
99 

100 127 94 
103 108 92 
267 
379 
398 
209 
390 390 

395 
389 

392 382 200 
405 373 224 

-0.029 -0.081 -( ).C 32 

18 
18 
20 
21 

19,22 
23 
15 
20 
21 

19,22 
23 
15 
24 
25 
26 
27 
28 
29 
30 
31 
32 
24 
25 
26 
27 
28 
29 
30 
31 
32 
15 

properties and device physics, and furthermore that these ef- 
fects can be used to achieve substantial improvements in 
various aspects of device performance. In In^Ga^N/GaN 
quantum well structures, polarization fields in the In^Ga, _yN 
quantum wells lead to substantial redshifts in luminescence 
energy that are screened at high carrier concentrations.33™37 

Recently, it has also been shown that local strain fields asso- 
ciated with threading dislocations can create substantial elec- 
trostatic sheet charge densities, and consequently electric 
fields, at a free surface or a heterojunction interface in the 
vicinity of the dislocation.38 In Al^Ga^N/GaN HFETs, 
positive polarization charge at the AlxGa, _xN/GaN interface 
contributes to the formation of a two-dimensional electron 
gas (2DEG) with extremely high carrier concentrations.'213 

Furthermore, polarization charges can be used in a nitride 
HFET to achieve a dramatic increase in barrier height, and 
consequently a reduction in gate leakage current, without 
increasing the total barrier thickness or the Al concentration 
in the Al^Ga^^N layer.39 Finally, polarization charges in 
compressively strained In^Ga! _^N deposited on GaN can be 
used to lower the surface barrier, and consequently decrease 
turn-on voltage, for GaN field emitters 40 

III. POLARIZATION EFFECTS IN HFETs 

It has emerged from studies of AlAGa, _ ^N/GaN HFETs 
that polarization charges at the Al^Ga] _xN/GaN interface are 
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FIG. 2. Measured (symbols) and calculated (lines) sheet carrier concentra- 

tions in AltGa, _ (N/GaN HFET structures grown by both MBE and 
MOCVD as a function of Al concentration. Calculated values show the 
separate and combined contributions of piezoelectric and spontaneous po- 

larization. 

a dominant factor in the formation of a 2DEG with ex- 
tremely high carrier concentration at the heterojunction 
interface.1213 For an A^Ga^N/GaN HFET epitaxial layer 
structure, the Al^Ga] _j.N will be under tensile strain and, for 
growth on the (0001) surface (i.e., A or Ga face), a positive 
polarization charge density will be present at the 
Al^Ga,_vN/GaN heterojunction interface. For growth on the 
(0001) surface, the polarization sheet charge density apo] at 
the heterojunction interface and the electron sheet concentra- 
tion ns in the 2DEG will be given approximately by 

n. :crpo,/e-(eA1GaN/^
2)(e<^ + £F-A£J + ^,   (4) 

°'poI/e=_2[e31_"(c13/c33)<'33](aGaN 

,   pGaN_ pMGaN 
sp.z sp.z       ' 

la AIN \)x 

(5) 

where e3l, e33, c]3, and c33 are the relevant piezoelectric 
,N, aGaN and aMN are the 

-.GaN and 
and elastic constants for Al^Gai. 
lattice constants of GaN and AIN, respectively, P^pz 

Pf'°aN are the spontaneous polarizations of GaN and 
Alj-Ga] _ VN, ^AiGaN istne dielectric constant of Al^Ga] _^.N, 
(f)h is the AlvGa,_^N Schottky barrier height, EF and A£c 

are the Fermi energy and conduction-band offset, respec- 
tively, at the heterojunction interface, and d and Nd are the 
thickness and donor concentration, respectively, in the 
AlvGa, _ VN barrier layer. 

Figure 2 shows ns (obtained from Hall measurements) as 
a function of Al concentration for a series of 300 Ä 
AlvGa,_vN/GaN HFET structures grown by both MBE and 
MOCVD. Also shown are values of ns calculated from Eqs. 
(4) and (5) using values for e31, e33, c)3, and c33 deter- 
mined in the manner described above, and assuming Nd= 1 
X 10l8cm~3. For Al concentrations below ~20%, the agree- 
ment between the calculated and measured values is very 
good, provided that the contributions of both spontaneous 
and piezoelectric polarization charge are included. For 
higher Al concentrations, the measured values for ns are sig- 
nificantly below the calculated values. Estimates of strain 
relaxation in Al0 25Gao 75N/GaN HFETs41 have indicated that 
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FIG. 4. Polarization sheet charge concentration at the 2DEG interface of an 
HFET structure containing an Al^In^Ga^^-yN barrier layer, shown for In 
concentrations of 0%, 4%, and 8% as a function of Al concentration. For 
barriers lattice matched to GaN, the polarization charge density increases 
with In concentration. 

strain relaxation initiates for Al^Gao^N layer thicknesses 
between 20 and 40 nm, suggesting that the discrepancy be- 
tween our calculated and measured values at Al concentra- 
tions above —20% may be due partly to strain relaxation 
and, consequently, a reduction in piezoelectric polarization 
charge, or possibly to formation of compensating defects in 
the AL-Ga^jN layer. 

The analysis of sheet carrier concentration as a function 
of composition can be extended to include In-containing al- 
loys. Because of the relatively large lattice mismatch be- 
tween InN and GaN compared to that between A1N and GaN 
(11.3% and 2.4%, respectively), low In concentrations in an 
In^Ga^N alloy will lead to relatively high piezoelectric 
charge densities at an In^Ga^N/GaN heterojunction inter- 
face. Because In^Ga^N grown on GaN will be under com- 
pressive strain, a negative piezoelectric sheet charge density 
will be present at the bottom of the In^Ga^N layer and a 
positive sheet charge density at the top, for growth on the 
(0001) surface. Incorporation into an HFET structure of an 
InyGai_yN channel layer with an AL^Ga^^N barrier should 
therefore lead to a substantial increase in polarization charge 
density at the 2DEG interface, as shown in Fig. 3. The major 
additional contribution to polarization charge is expected to 
be piezoelectric, since the calculated values of spontaneous 
polarization for GaN and InN differ by only a small amount. 

An additional possibility is incorporation of an 
AljInyGaj-j-yN barrier into an HFET structure. Incorpora- 
tion of In into the barrier layer will allow higher Al concen- 
trations to be attained without strain relaxation. Because the 
discontinuity in spontaneous polarization is expected to pro- 
vide a larger contribution to polarization charge at the het- 
erojunction interface than piezoelectric polarization for a 
given change in Al concentration, an AlxlnyGai-x-yN bar- 
rier structure may be expected to provide a substantial polar- 
ization sheet charge (due to spontaneous polarization) even 
at compositions lattice matched to GaN as shown in Fig. 4. 
Furthermore, for a given degree of tensile strain the polar- 
ization charge at the ALIn^Ga^j-yN/GaN interface is ex- 
pected to increase with In concentration, and consequently 
the  maximum  polarization  charge  density  that  can  be 

achieved without strain relaxation in the barrier layer will 
also increase with In concentration. 

IV. SCHOTTKY BARRIER ENHANCEMENT IN 
NITRIDE HFETs 

As an example of the use of polarization effects to im- 
prove various aspects of device performance, we describe 
recent studies in which polarization effects were used to 
achieve large increases in Schottky barrier height in an 
AL-Ga^N/GaN HFET structure,39 and in which the influ- 
ence of this increase on transistor characteristics was inves- 
tigated. Figure 5(a) shows a schematic energy band diagram 
for an HFET epitaxial layer structure in which the barrier 
incorporates a thin GaN layer grown on top of the conven- 
tional AljGa^jN barrier. Figure 5(b) shows the correspond- 

O) 
polarization-induced T 

enhancement     X 

FIG. 5. (a) Schematic energy band diagram and (b) charge distribution for an 
HFET structure in which the barrier consists of GaN grown atop 
Al^Gaj-j-N. The negative polarization sheet charge at the upper 
AljGa^jN/GaN interface leads to a large enhancement in effective barrier 
height. 
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ing charge distribution in this structure, assuming growth on 
the (0001) surface. As shown in Fig. 5, incorporation of a 
GaN layer above the Al^-Gai-^N barrier layer allows the 
negative polarization charge at the top of the Al^Ga^^N 
layer to be positioned within the Schottky barrier structure, 
thereby increasing the effective barrier height. This approach 
is analogous to the use of a thin p+ layer near the metal- 
semiconductor interface of an n-type Schottky diode to in- 

crease the effective barrier height electrostatically. In the 
structure shown in Fig. 5(a), however, control over layer 
thickness and composition in epitaxial growth allows the 
magnitude and position of the polarization charge to be con- 
trolled very precisely. 

A straightforward electrostatic analysis shows that the 
2DEG sheet concentration ns and the effective barrier height 

06,eff are g>ven by 

<rpoi-(eAiGaN/rfi)W aN + EF/e-V) + eNd]d]/2+(eA]G!iN/eGM)(eNind2 + eNd2d
l

2/2d]) 

e[l+(eAlGaN/eOaN)(^2^l)] 

edo 
</>^{f=AEc/e + </>);*N+—(ns-Nd]d]-Nll2d2), 

eGaN 

(6) 

(7) 

where apo\ is the GaN/Al^Gaj_^N interface polarization 
sheet charge density (including both spontaneous and piezo- 
electric polarization), d\ and d2 are the Al^Ga, _XN and GaN 
layer thicknesses, Ndl and Nd2 are the Al^Ga, _XN and GaN 
layer donor concentrations, eA1GaN and eGaN are the dielectric 
constants, <£°aN is the GaN Schottky barrier height, AEC is 
the conduction-band offset, and EF is the Fermi level at the 
2DEG interface. In deriving Eqs. (6) and (7) we have as- 
sumed that <^1GaN=<^aN+AEc, as suggested by direct 
measurements of «-Al^Ga,_xN Schottky barrier heights.42 

Figures 6(a) and 6(b) show, respectively, the effective 
barrier heights <£fo,eff an(^ sneet carrier concentrations ns cal- 
culated as functions of GaN layer thickness d2 for a total 
barrier thickness dx+d2 of 300 Ä, assuming Ndi = l 
Xl018cirT3, A^2 = 5Xl017cirT3, and <£GaN=1.0V, and 
showing both the separate and combined effects of the spon- 
taneous and piezoelectric contributions to polarization 
charge. The total barrier thickness was kept at 300 A because 
in an HFET device it is desirable to maintain a small barrier 
thickness to ensure a high gate capacitance and, conse- 
quently, high channel conductance and transconductance. 
Figure 6 shows that extremely large increases in barrier 
height may be expected, particularly for higher Al concen- 
trations, when a thin GaN layer is incorporated at the top of 
the barrier. However, the sheet concentration decreases with 
increasing GaN layer thickness, necessitating a tradeoff be- 
tween ns and </>fcieff in selecting an optimum GaN layer thick- 
ness. 

Measurements of ns by capacitance-voltage profiling and 
°f 4>b,eü by photoresponse have shown that for an HFET 
structure consisting of 225 Ä Alo.25Gao.75N/75 Ä GaN grown 
by MOCVD on nominally undoped GaN on a sapphire sub- 
strate, an effective barrier height of 1.89±0.05 V and a sheet 
carrier concentration of 4.5Xl0l2cm"2 are obtained. In 
comparison, a barrier height of 1.52 ± 0.05 V and a sheet 
carrier concentration of 5.0X 1012cirT2 are obtained for a 
control HFET structure with a 300 Ä Alo.25Gao.75N barrier.39 

The extremely large increase in effective barrier height of 
0.37 V and the sheet carrier concentrations observed in these 

structures are consistent with those expected when either 
spontaneous or piezoelectric polarization effects are in- 
cluded, but are smaller than those expected from the com- 
bined effects of spontaneous and piezoelectric polarization. 
Studies of similarly grown HFET structures with barriers 
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of 300 Ä, for Al concentrations of 15%, 20%, and 25%. The separate and 
combined influences of spontaneous (SP) and piezoelectric (PZ) polarization 
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FIG. 7. Current-voltage characteristics for (a) an HFET with a conventional 
300 Ä Al0 25Gao 75N barrier and (b) an HFET with a polarization-enhanced 
225 Ä Alo.25Gao.75N/75 Ä GaN barrier. 

consisting of 225 Ä Ala30Gao.7oN/75 Ä GaN and 300 Ä 
Al0.3oGa070N have shown that the barrier height changes 
from 1.56± 0.05 V to 1.83± 0.05 V with incorporation of the 
top GaN layer, an increase of 0.27 V. These observations 
suggest that at these Al concentrations, partial strain relax- 
ation in the Al^Ga, -XN layers may occur, reducing the con- 
tribution of piezoelectric polarization to the charge distribu- 
tion in the epitaxial layer structure. An additional possibility 
is formation of compensating defects in the Al^Gaj _ ^N layer 
at high Al concentrations. 

To determine the influence of the observed barrier-height 
enhancement on HFET device characteristics, transistor 
structures were fabricated from the epitaxial layer structures 
described above with barriers consisting of 300 Ä 
Alo.25Gao.75N (conventional barrier) and 225 Ä 
Alo.25Gao.75N/75 Ä GaN (enhanced barrier). Transistors were 
fabricated with gate lengths of 1 (im and gate widths of 25 
and 50 /tin, and source-gate and gate-drain spacings of 1 /mm 
each. Ti/Al metallization annealed at 950 °C for 30 s was 
used for ohmic contacts, and Ni/Au for the Schottky gate 
contacts. 

Figure 7 shows transistor characteristics for the 
conventional- and enhanced-barrier HFET structures. The 
enhanced-barrier HFET is characterized by slightly lower 
drain current and transconductance than the conventional- 
barrier HFET, features which we attribute primarily to the 
slightly lower sheet concentration and Hall mobility ob- 
served in the enhanced-barrier epitaxial layer structure (4.5 
X 1012 cm"2 and 620 cm2/V s at 300 K, in comparison to 
5.0X 1012cm~2 and 800 cm2/V s for the conventional-barrier 
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FIG. 8. Gate-drain diode characteristics for the conventional- and enhanced- 
barrier HFET structures. 

structure). Figure 8 shows the gate-drain diode characteris- 
tics for these structures. As expected for the enhanced-barrier 
structure, there is a strong suppression in reverse-bias leak- 
age current—a factor of approximately ten to several 
hundred—and an increase in forward-bias turn-on voltage of 
approximately 0.3 V. 

A further benefit that might be expected from an in- 
creased barrier height is that, if transistor breakdown were to 
occur primarily via tunneling current through the gate, the 
enhanced-barrier structure should exhibit a substantially in- 
creased breakdown voltage. Detailed investigations of this 
possibility have been performed using the conventional- and 
enhanced-barrier HFET device structures. Figure 9 shows the 
drain and gate currents as functions of the drain-source volt- 
age Vds for the conventional- and enhanced-barrier HFET 
structures. Defining breakdown to occur at a current of 1 
mA/mm, essentially identical breakdown voltages of 98 and 
100 V are measured for the enhanced- and conventional- 
barrier devices. Subsequent analysis of breakdown voltage as 
a function of temperature has shown that the breakdown 
voltage increases with increasing temperature, indicating that 
the primary breakdown mechanism is impact ionization 
rather than gate tunneling, and explaining the similarity in 
breakdown voltages measured for the different device 
structures. 

V. CONCLUSIONS 

We have investigated the role of spontaneous and piezo- 
electric polarization in nitride heterostructures, with particu- 
lar emphasis on the design, characterization, and analysis of 
nitride HFETs. A detailed understanding of polarization ef- 
fects and of the closely related issue of crystal polarity is 
essential in nitride heterostructure materials and device engi- 
neering. For AljGai-^N/GaN HFETs we have found that, at 
low to moderate Al concentrations, the 2DEG carrier con- 
centrations observed are in very good agreement with those 
expected to arise from the combined effects of spontaneous 
and piezoelectric polarization. At higher Al concentrations, 
the data are consistent with partial strain relaxation in the 
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FIG. 9. Off-state gate and drain current as functions of source-drain voltage 
for (a) conventional-barrier and (b) enhanced-barrier HFET structures, 
yielding breakdown voltages of 100 and 98 V, respectively. 

AljGa] _XN barrier layer, which would be accompanied by a 
reduction in the piezoelectric contribution to polarization 
charge at the heterojunction interface; an additional possibil- 
ity is formation of compensating defects in the Al^Gaj^N 
layers. Theoretical analysis has indicated that incorporation 
of In into the barrier and/or channel layers can substantially 
increase the polarization charge present at the 2DEG hetero- 
junction interface. The use of polarization effects to engineer 
Schottky barrier structures with substantially increased bar- 
rier heights has also been discussed, and current-voltage 
characteristics of HFETs incorporating either conventional 
AljGa^jN barriers or polarization-enhanced barriers have 
been presented. The increase in barrier height in the 
polarization-enhanced structures leads to a marked suppres- 
sion in gate leakage current but has a negligible effect on 
transistor breakdown voltage, as breakdown in these transis- 
tor structures was found to be dominated by impact ioniza- 
tion rather that gate tunneling. 
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Electric force microscopy of induced charges and surface potentials 
in GaN modified by light and strain 
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We have studied molecular beam epitaxy grown GaN films using electric force microscopy to detect 
sub-1 fim regions of electric field gradient and surface potential variations associated with GaN 
extended defects. The large piezoelectric coefficients of GaN together with strain introduced by 
crystalline imperfections produce variation in piezoelectrically induced electric fields around these 
defects. The consequent spatial rearrangement of charges can be detected by electrostatic force 
microscopy, and can be additionally modified by externally applied strain and illumination. The 
electron force microscopy signal was found to be a function of the applied tip bias, showed reversal 
under externally applied strain, and was sensitive to above band gap illumination. © 7999 
American Vacuum Society. [S0734-211X(99)05704-2] 

I. INTRODUCTION 

Nitride based devices have been of great interest in the 
last few years, notably due to their success in optoelectron- 
ics, where blue light emitting lasers and diodes have been 
demonstrated, and later successfully commercialized.1 Fur- 
ther applications of nitrides are expected in the arena of high 
power and high temperature devices,2"4 as well as solar blind 
ultraviolet detectors.5 It has been recently demonstrated that 
the large intrinsic piezoelectric coefficients of GaN and A1N 
are responsible for an anomalously large concentration of 
two-dimensional electron gas at the AlGaN/GaN interface in 
GaN/AlGaN heterojunction field effect transistors (HFET).6'7 

Other possibilities exist for the enhancement of electric prop- 
erties of contacts to nitrides by piezoelectric engineering as 
recently demonstrated in the case of Schottky contacts.8 

While most of the recent research has emphasized electronic 
device aspects of the piezoelectric effect,6"8 comparatively 
little work has concentrated on the investigation of funda- 
mental properties and nanoscale characterization of piezo- 
electrically induced phenomena. One consequence of the pi- 
ezoelectric effect is that it allows electrostatic force imaging 
of charge redistribution around defects due to local varia- 
tions in strain caused by crystalline imperfections. Albeit 
nonquantitative, electric force microscopy (EFM) of electric 
field gradients can provide interesting insight into the nature 
of both defects and piezoelectric effect in nitrides, while sur- 
face potentiometry can quantitatively map the change in sur- 
face potentials due to charge redistribution.9'10 

II. EXPERIMENT 

The gallium nitride layers studied here were grown on 
c-plane sapphire substrates by radio frequency plasma as- 
sisted molecular beam epitaxy (MBE). Details of the growth 
conditions are presented elsewhere.1112 The GaN films were 
nucleated using A1N buffer layers, and are predominantly Ga 
polar as determined by reflection high energy electron dif- 

a)Electronic mail: tcm@ssdp.caltech.edu 

fused diffraction (RHEED) reconstruction at low 
temperature,13 and by KOH etching.1415 Growth conditions 
were slightly Ga rich, leading to locally flat (0001) Ga-face 
films which contain pits on the surface induced by disloca- 
tions or (0001) inversion domains threading along the 
growth direction. These pits are readily observed in atomic 
force microscopy (AFM) images.16 

The EFM data were collected using a Digital Instruments 
Nanoscope Ilia controller and a Bioscope scanning probe 
microscope operating in tapping mode. EFM was performed 
in two ways: by detecting the electric field gradient and by 
detecting the surface potential. To detect the electric field 
gradient, a voltage is applied to a metallic coated AFM tip 
which is scanned across the surface at a constant tip-sample 
separation. Phase differences induced by electrostatic forces 
on the oscillating tip are detected and give a qualitative mea- 
surement of local electric field gradients. To detect the local 
surface potential, an oscillating voltage is applied directly to 
the AFM tip; Vapplied= V0 cos(cor). The tip feels a force of 
F=(rfC/Jz)(Vtip-Vsample)Vapplied where (dC/dz) is the ver- 
tical derivative of the tip-sample capacitance. In order to 
determine the surface potential of the sample, the tip voltage 
is adjusted to equal the sample potential so that the tip feels 
no force. In all cases the tip-sample separation was set at 50 
nm. 

III. RESULTS AND DISCUSSION 

The electric field gradient was measured as a function of 
tip voltage to rule out topographical artifacts. Topography 
can affect the EFM image for films with a permanent polar- 
ization, P, since the surface charge as = P-h where ft is the 
surface normal, will not be constant over a rough surface. 
Variation in the induced surface charges result in a force 
differential between the tip and the surface that increases 
with tip voltage which can be observed in the series of EFM 
images in Fig. 1. It was also found that the force gradient 
was a function of the magnitude of the tip voltage and not 
the sign, consistant with the theoretical V2 dependence.10'17 
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FIG. 1. Electric field gradient image as a function of tip applied voltage to an 
unstrained, unilluminated sample. The AFM tip bias increases from A-D. 

FIG. 3. Electric field gradient image as a function of optical power at 325 
nm. Optical power increases from A to D. Tip bias=5 mV, and the tip- 
sample separation was 50 nm. 
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FIG. 2. Electric field gradient images at different illuminating wavelengths 
indicated in the upper right of each image. The tip bias was held at 5 mV 
with 50 nm tip-sample separation in all cases. A: 20 mW red diode laser; B: 
1 mW yellow HeNe laser; C: 1 mW green HeNe laser; D: 10 fiW from an 
UV HeCd laser. 

The electric force was also found to be light sensitive and 
was measured at several discrete wavelengths above and be- 
low the GaN band gap energy (3.4 eV= 365 nm) using lasers 
at 635, 594.1, 543.5, and 325 nm as shown in Fig. 2. The 
sample was illuminated at a small glancing angle to elimi- 
nate interference with the AFM. The tip voltage was held 
constant at 5 mV, creating very weak contrast in the EFM 
image without illumination as observed in Fig. 1A or 3A. 
When the sample was illuminated with a photon energy be- 
low band gap (Figs. 2A-2C) no apparent difference in EFM 
contrast could be observed, even with optical powers above 
1 mW. However, there is a significant increase in EFM con-; 
trast when the sample is exposed to light with a photon en- 
ergy above the band gap (Fig. 2D). This increase is associ- 
ated with the generation of electron-hole pairs, which cannot 
be obtained with photons of energy smaller than the GaN 
band gap. We speculate that the separation of generated 
charges by internal polarization fields, as well as the increase 
in the sample conductivity are responsible for the observed 
change. 

Figure 3 shows the EFM images obtained with tip voltage 
held constant at 5 mV, illuminated with the 325 nm laser, as 
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FIG. 4. A: Electric field gradient of an unstrained sample; B: electric field 
gradient of a strained sample. In both cases, the tip voltage was held at 2.0 
V; C: surface potential of an unstrained sample; D: surface potential of a 
strained sample. In all cases the sample was unilluminated and the tip- 
sample separation was 50 nm. 

a function of the optical power. The optical power required 
to produce a visible change in the EFM image was found to 
be as small as 1 /iW. NO change could be observed for the 
longer wavelengths even for optical powers up to three or- 
ders of magnitude greater. 

Since the piezoelectric effect will change the magnitude 
of the internal fields and consequently the surface charge 
distribution/potential, a homebuilt stage was used to exter- 
nally apply strain to GaN films by bending the sapphire sub- 
strate. The induced strain is tensile and approximately 1%. 
Subsequently, both electric field gradient and surface poten- 
tial measurements were made on unstrained and strained 
samples and are shown in Fig. 4. Contrast reversal is ob- 
served in the electric field gradient signal of the strained 
sample as shown in Figs. 4A and 4B. Strained samples also 
showed regions which had changes in the surface potential of 
approximately 0.1 V as indicated in Figs. 4C and 4D. The 
strain induced polarization fields are believed to be respon- 
sible for the observed changes in electric field gradients and 
surface potential. 

These experimental results clearly show that defects in 
GaN can induce electric field and potential inhomogeneities 
that are detectable by EFM. The exact nature of these inho- 
mogeneities, however, remains unclear. We can speculate on 
several possibilities, including the effects of inversion do- 
mains and threading dislocations. First, in the case of inver- 
sion domain defects, the spontaneous and strain-induced po- 
larization within these domains is antiparallel to that of the 

bulk crystal, and obviously would induce opposite surface 
charging effects. The presence of inversion domains can ex- 
plain the contrast reversal observed for samples under ap- 
plied strain. In the case of threading dislocations, localized 
strain will result in piezoelectric charging where the disloca- 
tion intersects the surface. Other possibilities include Fermi 
level pinning effects and local band bending. 

IV. CONCLUSIONS 
In summary, we have successfully demonstrated that 

EFM technique can be used to detect local variations in pi- 
ezoelectrically induced charge and potential on the sub-1 fim 
scale. We have found that electron-hole pair generation by 
light illumination can significantly enhance observed con- 
trast in the EFM images, which we associate with the charge 
separation due to builtin polarization fields. External appli- 
cation of strain caused contrast reversal in EFM signal which 
is attributed to the increase in induced polarization fields 
over the builtin polarization fields. 

ACKNOWLEDGMENTS 

The authors would like to thank R. A. Beach for his use- 
ful comments and suggestions. This work was supported by 
the Advanced Research Project Agency, and monitored by 
the Office of Naval Research under Grant No. N00014-92-J- 
1845. 

'S. Nakamura, M. Senoh, S. Nagahama, N. Iwasa, T. Yamada, T. Mat- 
sushita. Y. Sugimoto, and H. Kiyoku, Appl. Phys. Lett. 70, 1417 (1997). 

2M. A. Khan and M. S. Shur, Mater. Sei. Eng., B 46, 69 (1997). 
3S. M. Mohammad and H. Morkoc, Prog. Quantum Electron. 20, 361 
(1996). 

4Z. Z. Bandic, E. C. Piquette, P. M. Bridger, R. A. Beach, T. F. Kuech, and 
T. C. McGill, Solid-State Electron. 42, 2289 (1998). 

5J. M. Van Hove, R. Hickman, J. J. Klaassen, P. P. Chow, and P. P. 
Ruden, Appl. Phys. Lett. 70, 2282 (1997). 

6G. Zandler, J. A. Majewski, M. Stadele, P. Vogl, and F. Compagnone, 
Phys. Status Solidi B 204, 133 (1997). 

7A. Bykhovski, B. Gelmont, and M. Shur, J. Appl. Phys. 74, 6734 (1993). 
8E. T. Yu, G. J. Sullivan, P. M. Asbeck, C. D. Wang, D. Qiao, and S. S. 
Lau, Appl. Phys. Lett. 71, 2794 (1998). 

9Y. Martin, D. W. Abraham, and H. K. Wickramasinghe, Appl. Phys. Lett. 
52, 1103 (1988). 

10D. Sarid, Scanning Force Microscopy (Oxford University Press, New 
York, 1991). 

"E. C. Piquette, P. M. Bridger, Z. Z. Bandic, and T. C. McGill, J. Vac. Sei. 
Technol. B 17, 1241 (1999). 

12E. C. Piquette, P. M. Bridger, Z. Z. Bandic, and T. C. McGill, Mater. Res. 
Soc. Symp. Proc. 512, 387 (1998). 

13A. R. Smith, R. M. Feenstra, D. W. Greve, M.-S. Shin, M. Skowronski, J. 
Neugebauer, and J. E. Northrup, Appl. Phys. Lett. 72, 2114 (1998). 

14M. Seelmann-Eggebett, J. L. Weyher, H. Obloh, H. Zimmermann, A. 
Rar, and S. Porowski, Appl. Phys. Lett. 71, 2635 (1997). 

I5J. M. Van Hove, M. F. Rosamond, R. Hickman II, J. J. Klaassen, C. 
Polley, A. Wowchak, and P. P. Chow, J. Vac. Sei. Technol. B (submit- 
ted). 

16P. M. Bridger, Z. Z. Bandic, E. C. Piquette, and T. C. McGill, Appl. Phys. 
Lett. 72, 3166 (1998). 

17F. Saurenbach and B. D. Terris, Appl. Phys. Lett. 56, 1703 (1990). 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



Piezoelectric fields in nitride devices 
R. A. Beach and T. C. McGill 
T. J. Watson, Sr. Laboratories of Applied Physics 128-95, California Institute of Technology, Pasadena, 
California 91125 

(Received 19 January 1999; accepted 3 May 1999) 

We have calculated the piezoelectric field and charge distribution for various Ill-nitride 
heterostructures. Our calculations include strain energy minimization and doping effects, and are 
presented to show the magnitude of piezoelectric effects in strained layers. We compare our 
calculated results to device results where available. These include the two-dimensional electron gas 
in heterojunction field effect transistors, Schottky diodes with strained layers for Schottky height 
engineering, and Ill-nitride single quantum wells. Calculations that included energy considerations 
resulted in good agreement between predicted and observed field and charge distributions for the 
heterojunction fields-effect transistors structure. © 7999 American Vacuum Society. 
[S0734-211X(99)07104-8] 

I. INTRODUCTION 

Column Ill-nitride semiconductors have unique material 
properties that make them extremely attractive for optoelec- 
tronic and high-power, high-frequency applications. Their 
band gaps range from 1.9 eV for InN to 6.2 eV for A1N. 
They have small effective masses, typically 0.2 for electrons 
and 0.5 for holes, and high optical phonon energies in the 
range of 600-900 cm-1. In addition they possess a sponta- 
neous electric polarization, and have the largest piezoelectric 
constants of the semiconductors. This allows for interesting 
possibilities in strain field engineering. Numerous papers 
have been published cataloging piezoelectric effects in ni- 
tride structures. These include the piezoresistive effect in 
GaN/AlN/GaN semiconductor-insulator-semiconductor 
(SIS) structures,1 in which small deformations of the SIS 
structure lead to a reduction in the in-plane resistance. A 
similar effect is seen in AlGaN/GaN heterojunction field- 
effect transistors (HFETs). In this case the change in spon- 
taneous polarization and strain induced piezoelectric polar- 
ization induce a compensating two-dimensional electron gas 
(2DEG) at the AlGaN-GaN interface.2"4 Piezoelectric fields 
have also been shown to effect the optical properties of 
InGaN/GaN and GaN/AlGaN quantum wells. The strain in- 
duced electric field tilts the conduction and valence bands 
within the well, resulting in charge separation and increased 
recombination times as well as a redshift in the emission 
verse absorption spectrum.5"7 In the last few years, substan- 
tial improvement in the structural and electronic properties 
of GaN has been achieved. This has resulted in major ad- 
vances in blue-green light-emitting diodes and lasers as well 
as HFET power devices. To further improve the performance 
of these devices, the effects of piezoelectricity must be ac- 
counted for. In addition, the use of piezoelectric fields can 
result in a number of interesting devices such as piezoelec- 
trically enhanced Shottky diodes and photodetectors. We 
present calculations of the electric fields produced in a num- 
ber of Ill-nitride structures. We have used a strain tensor 
formalism and we compare the results to experiment where 
available. 

II. BASICS OF PIEZOELECTRICITY 

Piezoelectricity is the result of two processes. One is the 
rearrangement of electronic states in the crystal. The other is 
displacement of charged constituents within the lattice. Dis- 
placement of charged constituents is the dominating process 
in GaN. A quantitative description of the strain induced po- 
larization is given by 

(i) 

Here Pi is the polarization in the i direction, e,- is the j 
component of strain, and etj is the ij component of the pi- 
ezoelectric tensor. The strain generated in pseudomorphic 
epilayers is determined by the lattice mismatch for the in- 
plane strain and energy minimization for the perpendicular 
component of strain. With the three-axis set as the growth 
direction, ex and e2 are given by 

a,,-a, 
= 1,2" (2) 

Here, as {a{) is the substrate (epilayer) lattice constant. The 
lattice constants were assumed to follow Vegard's law. A 
recent article by Angerer8 suggests that Vegard's law under- 
estimates the Al content in hexagonal AlGaN. This may in- 
troduce some slight error in the following analysis, but is 
unlikely to outweigh the other uncertainties such as Shottky 
heights of contacts and strain relaxation in epilayers. The 
strain energy, U, is given by 

u-- 
1 
2 CijCiCj. (3) 

The Cy's are the elastic constants of the strained layer. The 
perpendicular component of strain is determined by minimiz- 
ing this strain energy. The piezoelectric polarization can then 
be calculated using Eq. (1). For all alloys a linear interpola- 
tion of piezoelectric constants and elastic moduli has been 
used. Due to the lack of experimental data for bulk InN, we 
have used the elastic coefficients of GaN in place of InN. We 
have used the spontaneous polarization and piezoelectric 
constants of Ref. 9, along with the elastic coefficients of 
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FIG.  2.   Comparison  of calculated  and  measured  2DEG  densities  for 
AlGaN(300 A) GaN HFETs. Data from Refs. 4 and 13. 

Refs. 10 and 11. The spontaneous polarization of the bulk is 
assumed to be canceled by charging of surface states. If this 
were not the case, an enormous field, on the order of a few 
MV/cm, would be present across the entire sample. The ef- 
fect of changes in spontaneous polarization from the bulk to 
epilayer are accounted for in these calculations by assuming 
a linear relationship between alloy fractions and spontaneous 
polarizations. Figure 1 shows the calculated fields generated 
in InGaN/GaN, GaN/AIGaN, and AIGaN/GaN epilayers for 
undoped structures. The direction of these fields depends on 
the polarity of the growth. For InGaN grown on GaN and 
GaN grown on AlGaN, there is a compressive strain in the 
epilayer. This results in a piezoelectric field in the [000-1] 
direction. For AlGaN grown on GaN the strain is tensile, and 
results in a piezoelectric field in the [0001] direction. The 
effect of bulk spontaneous field cancellation is to increase 
the electric field for GaN/AIGaN and AIGaN/GaN and to 
decrease the field for InGaN/GaN. It is interesting to note the 
similarities in electric field for the AIGaN/GaN and GaN/ 
AlGaN structures. From a quick look at the piezoelectric 
coefficients, one would expect the AIGaN/GaN structure to 
have a 20% larger field than the GaN/AIGaN structure due to 
AIN's larger piezoelectric coefficient. This is not the case, 
however. The change in spontaneous electric field has the 
same magnitude, but opposite sign, for both structures. Al- 
though not shown, the spontaneous contribution represents 
2/3 of the resulting field. This results in the closely matched 
curves for AlGaNGaN and GaN/AIGaN in Fig. 1. Very good 
agreement between calculated and observed electric fields 
was obtained for the GaN/AIGaN structure. For 
GaN/Al015Ga085N a field of 0.46 MV/cm was calculated 
while measurements employing photoluminescence resulted 
in a value of 0.42 MV/cm.6 The electric field is given ap- 
proximately by £'=-18.6MV/cmx(-3.0MV/cmx) for 
InA.Ga(1_^N/GaN [GaN/Al^Ga(1_^)N]. The negative sign 
indicates an electric field in the [000-1] direction. This is 
toward the substrate in metalorganic chemical vapor deposi- 
tion (MOCVD) and halide vapor phase epitaxy (HVPE) 
grown samples. 12 

III. HFETs 

Nitride-based HFETs have emerged as attractive candi- 
dates for high power devices operating at microwave fre- 

quencies. These devices benefit from a high 2DEG that 
arises at the AlGaN-GaN interface. This 2DEG has been 
shown to arise from a large electric field present in the 
strained AlGaN barrier layer.3 The expected 2DEG density 
for a Schottky/AIGaN/GaN structure is given by 

nid=°JL_ ^^(e<pb + EF-AEc) + 0.5N,d. 
de2 (4) 

Here, ap is the polarization charge at the AlGaN-GaN in- 
terface caused by the change in spontaneous polarization and 
the piezoelectric polarization. eA1GaN is tne dielectric constant 
of the AlGaN layer, N, is the doping density in the AlGaN 
layer, and d is the AlGaN layer thickness. We have used a 
value of 1.0 eV for the Schottky barrier height of the contact 
on GaN. We have assumed an increase in Schottky height for 
AlGaN identical to the conduction band offset, thus reducing 
e(pb-AEc to ecpcaN • EF is tr>e Fermi level with respect to the 
conduction band edge at the AIGaN/GaN interface. We have 
used a value of 0.1 eV for EF and 10l8/cm3 for Nt in these 
calculations. Figure 2 shows the results of this calculation for 
variable Al content in the AlGaN layer, and compares the 
results to experimental measurements found in the 
literature.4'13 The thickness of the AlGaN layer is also an 
important parameter in these HFETs. Figure 3 shows the 
dependence of the 2DEG density on AlGaN barrier thickness 
for three Al contents. As can be seen in the figure, a distinct 
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FIG. 3. Thickness dependence of 2DEG in HFETs 
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role off occurs in the 2DEG density at —150 A. After this 
point, the electron density begins to flatten out with little 
increase for added thickness. 

IV. QUANTUM WELLS 

Light emitting diodes (LEOs) based on GaN, AlGaN, and 
InGaN have already been produced and marketed with great 
success.14 It has been well documented that these quantum 
well structures possess a large redshift in the emission versus 
absorption spectrum. This has been shown to result from the 
piezoelectric fields generated by strain in the well layer.7 

These piezoelectric fields result in charge separation and de- 
creased oscillator strength for the quantum well structure, 
resulting in decreased efficiency for light emitting devices. 
Here we incorporate the effects of doping on the fields 
present in the quantum well, and present a method for deter- 
mining the most advantageous doping profiles for light emit- 
ting devices. Due to the detrimental effects the electric field 
has on oscillator strength, and hence, quantum efficiency, 
minimization of these fields is of particular interest to the 
LED and laser community. Of first order importance is the 
doping. The polarity of the growth determines the sign of the 
resulting piezoelectric polarization charge at the well inter- 
face. As mentioned earlier, MOCVD and HVPE have been 
shown to result in Ga faced GaN. This results in a strain 
generated electric field that points towards the substrate. For 
the depletion region field to reduce the piezoelectric field a 
growth sequence resulting in /?-GaN/InGaN/ 
«-GaN/substrate is required for Ga faced material. For com- 
plete cancellation of the electric field in the well region, the 
charge in the donor depletion region plus the piezoelectric 
polarization charge at the well-donor region interface must 
equal zero. A mathematical statement of this is 

P = qLdNc ^ 
2esqNdNaVb 

(Nd+Na) 
(5) 

Here, P is the polarization in the well, Nd is the donor den- 
sity in the n region, Na is the acceptor density in the p re- 
gion, Ld is the depletion length in the donor region, es is the 
dielectric constant in the bulk, and Vbi is the built in voltage. 
Due the high doping concentrations required for p-type GaN, 
a large disparity in doping density occurs in GaN p-n struc- 
tures. Setting the ratio of acceptors in the p region to donors 
in the n region equal to a, i.e., Na=aNd, and solving for 
Nd, this reduces to 

P2(a+l) 
(6) N,= 

2esqVbia 

Figure 4 shows the results of this calculation for a range of 
alloy compositions with a set to 1. Due to the approximately 
linear nature of the polarization charge on alloy composition, 
the doping density can be well approximated by a second 
order polynomial in x. For InGaN/GaN Nd~6.1 
X 1020/cm3x2 for GaN/AlGaN Nd~2.0X 1019/cmV. These 
numbers are well within the region of doping densities 
achieved in GaN and should not cause difficulties in growth 
of appropriately doped structures. One caveat that must be 
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FIG. 4. Graph of required doping density for field cancellation in InGaN/ 
GaN and GaN/AlGaN quantum wells for a equal to 1. 

discussed is the dependence of the built-in voltage, Vbi, on 
doping density. The built-in voltage is the energy difference 
between the fermi levels in the n and p layers. We have used 
a constant Vbi for these calculations of 3.2 eV. This will 
require modification based on Fermi levels determined for 
actual devices, but is not expected to vary significantly. In 
addition, the on state voltage will decrease the depletion re- 
gion and result in a lower cancellation field. Reduction of the 
value used here by the voltage drop across the the device in 
the on state will be required when determining the doping 
density of the structure. 

V. SCHOTTKY DETECTORS 

Currently, GaN is predominantly grown with Ga faced 
polarity. N faced material, however, can result in a wide 
range of new and interesting devices. One is a ultraviolet 
detector employing piezoelectric fields to reject leakage cur- 
rent. Figure 5 shows the structure and band diagram for a 
field enhanced detector. We present the barrier enhancement 
and rejection field for this device. A simple electrostatic 
analysis results in the following equation connecting the 
Schottky height at the metal-AlGaN interface to the deple- 
tion length in the GaN bulk. 

•2 

V AlGaN-" 
0.5NdeLz    (NdeL- 

eGaN 

+ &Er. 

■+• 
(T„)d    0.5Nxedl 

-E—+ +E* 
& AlGaN eAlGaN 

(7) 

In Eq. (7), Nd (N{) is the doping density in the GaN (Al- 
GaN), L is the depletion width, d is the strained layer thick- 
ness, EF is the Fermi level to conduction band edge energy 

^£!H 

[000-1] 
Direction 

FIG. 5. Schematic of epitaxial layer structure and band-edge energy diagram 
for Schottky detector. 
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FIG. 6. Graph showing effective Schottky heights as a function of Al mole 
fraction for three values of epilayer thickness. 

separation, and AEC is the conduction band offset. After 
solving this equation for the depletion width (L), the effec- 
tive Schottky height can be calculated from 

<Peff=- 
0.5NdeL2 

+ EF+AEr (8) 
EGaN 

Figure 6 shows the calculated effective Schottky height for 
three values of barrier thickness versus aluminum content in 
the barrier region. We have used 1018/cm3(1016/cm3) for the 
bulk (strained layer) doping density. 

For low Al mole fraction the barrier height is equal to the 
Shottky height of the metal-AlGaN interface. In this region 
the polarization field is not large enough to overcome the 
depletion region field and produce added Schottky height. 
The Al molar fraction at which this kink occurs is dependent 
on the doping in the GaN. The maximum effective Schottky 
height is reached when the GaN valence band at the AlGaN/ 
GaN interface moves above the Fermi level. At this point, a 
2D hole gas is formed at the AlGaN/GaN interface. This is 
analogous to the electron gas formed in the HFET structure. 
Increasing the polarization field further results in increased 
hole accumulation, but little additional height is achieved. It 
has been found that coherently strained Al0 25Ga 075N can be 
grown up to ~300 A on GaN.15 This indicates that strain 
relaxation should not cause a significant shift from these cal- 
culated Schottky heights. Doping density is found to have a 
significant effect on the effective Schottky height. Figure 7 

0.00      0.05      0.10      0.15       0.20 

X (Al fraction) 

FIG. 7. Effective Schottky height vs Al mole fraction for three sets of doping 
parameters. 

illustrates the changes in effective height with doping in both 
the barrier layer and bulk. It was found that doping resulted 
in a later turn on and lower over all enhancement of the 
Schottky height. Doping in the bulk layer had the greatest 
effect on Schottky heights, however, doping in the barrier 
layer caused significant reduction in effective barrier height 
as well. 

VI. CONCLUSIONS 
In summary, we have calculated the piezoelectric fields 

generated in a few Ill-nitride structures. These fields were 
found to be approximately linear with alloy composition and 
in agreement with experimental photoluminescence measure- 
ments. The 2DEG in HFET devices was shown to accumu- 
late quickly after a critical barrier thickness and then level 
off after approximately 150 A. It was shown that by the 
appropriate choice of doping, piezoelectric fields in quantum 
wells may be reduced or eliminated. The doping densities 
required for field minimization were shown to be acceptably 
moderate, and a method for determining the doping density 
requirements for a given structure was presented. The calcu- 
lated effective Schottky height for N-polar AlGaN/GaN pho- 
todetectors was presented. The AlGaN thickness and Al 
mole fraction for significant Schottky height increases were 
found to be moderate and within acceptable growth param- 
eters. Doping was found to decrease the effective Schottky 
heights in this structure. 
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The two-dimensional electron gas formed at the inverted surface of a tilted silicon substrate shows 
unusual magnetotransport properties due to the presence of a minigap in the density of states. For 
metal-oxide-semiconductor inversion layers the strong scattering at the interface limits the 
mobility to values /JL< 10-20000 cm2/Vs. To achieve mobilities approaching 105 cm2/Vs we 
have used strained Si:SiGe quantum wells grown on substrates tilted away from the (001) normal by 
0°, 2°, 4°, 6°, and 10°. Their transport properties have been measured in the temperature range of 
20-500 mK. All the samples show strong Shubnikov-de Haas oscillations. For the 2° and 4° 
samples the envelope of the fast oscillations is modulated by a longer period oscillation at low 
magnetic fields. We attribute the slow oscillation in the 2° and 4° samples to the presence of a 
minigap. For the 6° and 10° samples the minigap is higher than the Fermi energy and is not expected 
to influence the transport properties. © 7999 American Vacuum Society. 
[S0734-211X(99)05604-8] 

I. INTRODUCTION 

Tilted substrates have been used to explore a number of 
issues related to semiconductor interfaces. Vicinal GaAs sub- 
strates, i.e., those tilted a few degrees from high symmetry 
planes such as the (001) and (111) have been used to study 
the growth of quantum wires1 and lateral surface 
superlattices2'3 and for investigating dopant incorporation.4 

Vicinal silicon substrates have an even longer history, having 
been used in the early years of metal-oxide-semiconductor 
(MOS) technology to find Si:Si02 interfaces with the lowest 
interface state density.5 Silicon wafers with high index sur- 
faces such as (lln) are readily available and correspond to 
offcut angles of a few degrees between the surface normal 
and the [001] direction. Surprisingly, silicon MOS inversion 
layers on (115) and (118) substrates have shown curious 
transport anomalies,6'7 which were later explained by the for- 
mation of a minigap in the density of states.8 Recently, 
Si:SiGe quantum wells on tilted substrates have been used to 
reduce the density of threading dislocations9 present in these 
strained layers as well as to explore the nucleation of 
dislocations10 via the modified Frank-Read mechanism. 
Strained silicon quantum wells on tilted substrates also show 
interesting surface morphology as well as anisotropic trans- 
port properties.11'12 In this article we describe recent trans- 
port measurements of modulation doped Si:SiGe quantum 
wells on various offcut substrates at temperatures down to 20 
mK. The results are consistent with the formation of a mini- 
gap in the density of states. We begin with a discussion of 
the layer structure and surface morphology of these layers. 

II. LAYER STRUCTURE AND SURFACE 
MORPHOLOGY 

The strained silicon quantum wells used in this work all 
had similar layer structures (see Fig. 1) and were grown 

by gas source molecular beam epitaxy (MBE), the details of 
which have been presented elsewhere.13 Approximately 1% 
tensile strain is required in the silicon channel to produce the 
necessary conduction band offset. This can be achieved by 
growing a thin silicon layer on a relaxed SiGe substrate with 
a germanium concentration in the range of 20%-30%. In our 
case the germanium concentration in the buffer layer is in- 
creased linearly from 0% to 29% over a thickness of 2 fim 
and is followed by 1 fim of Si072Ge028. The 100 A thick 
quantum well is modulation doped, i.e., it is separated from 
500 Ä of heavily doped Si072Ge0 28 by a 150 Ä spacer layer 
with the same alloy concentration. The layers are capped 
with 50 Ä of silicon. 

During growth of the graded buffer layer, threading dis- 
locations nucleate and are free to glide on the four equivalent 
{111} planes producing strain relieving misfit segments (60° 
dislocations). Surface steps due to the 60° misfit 
dislocations14 and reduced growth rates near to them15 lead 
to the well known "cross-hatch" pattern on the sample sur- 
face. The {111} glide planes intersect the surface of standard 
(001) substrates along (110) directions and the cross hatch- 
ing is orthogonal. However, on tilted substrates such as 
(lln) the situation is different.11^12 Two of the {111} planes 
still intersect the surface along [110]. The other two planes 
align at a small angle a/2 on either side of [110], given by 

cos a = 
2 cos2 0+sin2 d> 

2cos2 4> +3 sin2 <p' (1) 

"'Electronic mail: t.thomton@asu.edu 

where d>= arccos(n/ V«2 +1) is the offcut angle between the 
surface normal and the [001]. The different surface mor- 
phologies for an on-axis and a 6° off-axis sample are shown 
in Fig. 2 and measurements of a for different values of <f> 
confirm the relationship in Eq. (I).12 

The surface roughness of the cross hatching shown in Fig. 
2 has a typical correlation length of 5-10 fim with a root 
mean square (rms) amplitude of —10 nm for the on-axis 
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FIG. 3. 200 nmX200 nm AFM image of the surface of the 6° sample. The 
terraces are parallel to the [110] direction. 

FIG. 1. Layer structure and cross-sectional transmission electron microscopy 
(TEM) micrograph of one of the strained silicon quantum wells. All of the 
samples used had similar layer structures. The TEM cross section confirms 
that the dislocations are buried below the quantum well. 

sample, decreasing to ~5 nm for the higher off-cut angle 
samples. Despite the fact that the surface roughness is com- 
parable to the thickness of the quantum well it does not seem 
to unduly influence the electron mobility, with values as high 
as 95 000 cm2/Vs being obtained for the quantum wells 
grown on (001) substrates. However, as the tilt angle is in- 
creased, additional surface features with a much smaller 
length scale develop due to the formation of terraces on the 
(11«) surface. In Fig. 3 an atomic force microscopy (AFM) 
image of the 6° sample shows the terraces running along the 
[110] direction. The surface of Si(ll«) substrates consists of 
single and double steps16 and assuming an even mixture the 
average terrace height and width can be calculated. For a 6° 
off-cut substrate the average terrace width would be ~2 nm. 
In fact, the average terrace width and height in Fig. 3 is 17 
and 2 nm, respectively, suggesting that considerable step 
bunching has occurred. 

III. ELECTRON TRANSPORT ON TILTED 
SUBSTRATES 

The presence of the terraces leads to anisotropic transport 
properties for the quantum wells grown on tilted 
substrates."'12 For transport perpendicular to the step edges 

[110] 

[110] 

FIG. 2. Nomarski optical micrographs of the surface of the on-axis and 6° 
tilted samples. 

extra electron scattering reduces the mobility compared to 
values measured parallel to the terraces. Figure 4 shows the 
sheet resistance as a function of magnetic field for a 10° 
off-cut sample at a temperature of 0.4 K. The samples have 
standard Hall bar geometries aligned parallel and perpen- 
dicular to the step edges, the Shubnikov-de Haas (SdH) os- 
cillations arise from Landau quantization of the density of 
states as a result of the large magnetic field. They have the 
same periodicity in each case confirming that the measured 
sheet density is the same. The higher resistance measured 
with a current flowing perpendicular to the terraces confirms 
the lower mobility of this orientation. The mobility measure- 
ments are summarized in Table I. The results show a general 
trend towards increasing anisotropy in the mobility for in- 
creasing off-cut angle. 

When cooled to lower temperatures the amplitude of the 
SdH oscillations increases as expected from the reduction in 
thermal broadening. The 2° and 4° samples, however, show 
an additional slow oscillation at low fields. The amplitude of 
the new oscillation is small and easily obscured by the back- 
ground magnetoresistance and the much larger amplitude of 
the fast oscillations. In Fig. 5 we show the low field SdH 

600 

s  loo - 

FIG. 4. Magnetoresistance of the 10° sample measured (a) perpendicular and 
(b) parallel to the terrace edges. The measurement temperatures were (a) 
400 and (b) 600 mK. 
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TABLE I. Electron mobilities and sheet densities of the samples used in this 
work. 

Off-cut 
Electron mobility ( cm2/V s) 

angle (deg) Ml M± (10 1 cm"2) '5 

0 95 000 95 000 6.9 1 2 69400 69 800 9.7 
4 45 200 35 300 7.4 § 
6 43 300 40 000 7.1 o 

10 62 600 14 200 10.5 

oscillations of the 0°, 2°, 4°, and 6° samples after subtraction 
of a quadratic term describing the background 
magnetoresistance.17 For a uniform two-dimensional electron 
gas (2DEG) with a sheet density Ns the oscillations have a 
periodicity that is given by A(l/B) = 4e/Nsh and another of 
twice the frequency if the field is large enough that the spin 
splitting can be resolved. The data in Fig. 5 are plotted 
against inverse magnetic field to highlight the \IB periodic- 
ity. The slow oscillation is weaker in the 2° sample than in 
the 4° sample and is not present at all in the 6°, 10°, and 
on-axis samples. The Fourier transforms of the data from the 
0°, 2°, and 4° samples plotted against sheet density are 
shown in Fig. 6. All of the fast Fourier transform (FFT) 
spectra have a distinct peak corresponding to sheet densities 
of 6.9, 9.7, and 7.4X1011 cm"2 for the 0°, 2°, and 4° 
samples, respectively. However, only the 2° and 4° samples 
have a distinct peak at frequencies corresponding to lower 
electron concentrations. This additional peak is due to the 
slow oscillation present in the data of Figs. 5(b) and 5(c). 

Results similar to those in Figs. 5 and 6 have been re- 
ported for silicon MOS inversion layers on 1.2° and 10° 
off-cut substrates.6'18 In both these cases a slow oscillation 
evolved into a faster oscillation with increasing magnetic 

0.5    1    1.5    2    2.5    3     0.5    1    1.5    2    2.5    3 

Inverse Magnetic Field (T ) 

FIG. 5. Magnetoresistance of the 0°, 2°, 4°, and 6° samples plotted against 
inverse magnetic field. The measurement temperature for the on-axis sample 
was 80 mK and was less than 20 mK for the others. The background mag- 
netoresistance was subtracted from the data. 

o 
B. 

fa 

N (10ucm"2) 

FIG. 6. FFT power spectra for the 0°, 2°, and 4° data of Fig. 5 (solid lines). 
The dashed line shows the FFT from the 4° sample at a temperature of 400 
mK. 

field and the results were interpreted in terms of the so-called 
valley projection model (VPM) which predicts the existence 
of a minigap in the density of states.8 For a 2DEG on a (001) 
substrate there are two low energy valleys in the E-k disper- 
sion with minima at (0,0, ±k0) where fc0 = 0.85(27r/a), a 
being the lattice constant, which is 5.43 Ä for silicon. When 
projected onto the (001) surface the two valleys are coinci- 
dent and the valley degeneracy is 2. However, when pro- 
jected onto a low angle vicinal substrate such as (11«) the 
valleys no longer coincide but cross at points given by lc 
= 0.15&0 sin <p where <p is the off-cut angle. The degeneracy 
is lifted at the crossing points due to valley-valley interac- 
tions and a minigap is formed. The width of the minigap 
increases with the sheet density and off-cut angle and is 
typically8 a few meV for densities of a few 1012 cm-2. 

Figure 7 illustrates the occupation of the conduction band 
in the 2°, 4°, and 6° samples and can be used to explain the 
results of Fig. 5. For both the 2° and 4° samples the minigap 
is located below the Fermi energy, EF. The lower band is 
completely full and for small magnetic fields only the upper 
band contributes to the SdH oscillations with a periodicity 
corresponding to a sheet density Afstow, i.e., the slow oscilla- 
tions observed in the 2° and 4° samples. As the magnetic 
field increases, tunneling can occur through the minigap and 
for fields such that Eg = hcoc magnetic breakdown19 occurs 
and the minigap cannot be resolved. At this point the SdH 
oscillations are faster with a periodicity corresponding to a 
sheet density iVfast. The situation for the 4° sample is similar 
except now the minigap is higher in energy, because of the 
larger tilt angle, and the Fermi energy in this sample is 
smaller. For the 6° sample the minigap is higher than the 
Fermi energy and only the faster oscillations are observed. 
Although this argument explains the qualitative behavior we 
observe, the position of the minigap is not in quantitative 
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a) 2° 

EF 

NFMI 

minigap 

b)4° c)6° 

FIG. 7. Schematic illustration of the electron occupancy in the conduction 
band for the 2°, 4°, and 6° samples. The vertical arrows represent the car- 
riers contributing to the fast and slow oscillations observed in the magne- 

toresistance. 

IV. CONCLUSION 

We have measured the transport properties of strained 
silicon quantum wells on substrates tilted away from the 
(001) normal by 0°, 2°, 4°, 6°, and 10°. All the layers shows 
cross hatching with a characteristic length scale of 10 /xm 
while the tilted substrates show terracing with much smaller 
characteristic length scales. The extra scattering induced by 
the terraces leads to anisotropic electron mobility when mea- 
sured parallel and perpendicular to the step edges. At the 
lowest temperatures an additional slow oscillation is seen in 
the magnetoresistance of the 2° and 4° samples that we at- 
tribute to the presence of a minigap. 
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agreement. For vicinal MOS field effect transistors (MOS- 
FETs) the lowest minigap would occur at an energy corre- 
sponding to a sheet density of 1.2 and 4.7X 10" cm-2 for 
the 2° and 4° samples, respectively. The values of /Vfast and 
yVslow that we obtain would place the energy gap at an occu- 
pancy of approximately 4 and 6 X 101' cm-2 although, with- 
out knowing the exact width of the minigaps in each case, 
assigning accurate values is difficult. 

We have measured the low field SdH oscillations in the 4° 
sample as a function of temperature in an attempt to deter- 
mine the width of the minigaps. The amplitude of the slow 
oscillation peak in the FFT power spectrum decreases with 
temperature as is shown in Fig. 6. By extrapolation to zero 
amplitude the slow oscillation component vanishes at a tem- 
perature of —0.75 K corresponding to a thermal energy of 65 
/^eV. If thermal broadening were reducing the width of the 
minigap and consequently reducing the amplitude of the 
slow SdH component, then 65 /ueV would be a lower esti- 
mate for the width of the minigap. However, this value is 
smaller than we expect from comparison with vicinal MOS- 
FETs, and thermal broadening may be reducing the ampli- 
tude via other mechanisms. 

The minigap can also be estimated from the magnetic 
field at which breakdown occurs, i.e., when the fast oscilla- 
tions first appear. For the 4° sample this value is approxi- 
mately 0.4 T and assuming Eg = hcoc we get an energy gap 
of 0.24 meV. Again, this value is somewhat smaller than we 
would expect from a similar MOSFET sample but the addi- 
tional strain in the silicon quantum well may be influencing 
the width of the minigap. 
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Electrical and galvanomagnetic measurements, made on modulation <5-doped-(Si) 
Al0 37Gao 63As/GaAs and In0 34A10 66As/In0 36Gag 64As heterostructures, fabricated into modulation 
doped field effect transistor-like gated Hall bars, were used to determine their DX center energies 
and densities in the normal and persistent photoconductive mode. Self-consistent Poisson/ 
Schrödinger simulations of the gate voltage dependence and of the temperature dependence of the 
charge transport parameters of these heterostructures provide the position of the Fermi levels in the 
barrier layers, EFB, relative to the conduction band minima and the electron densities in their 
quantum wells. The energy, EDX=QA4 eV of Al037Gao63As determined from the temperature 
independent equilibrium position of EFB is consistent with the average of the three lowest DX center 
energies of this alloy. It is also consistent with that determined by others, on epitaxial Al0 37Gao 63As 
layers, using conventional Hall measurement, deep level transient spectroscopic and hydrostatic 
pressure measurements. Strain relaxed In0 34A10 66As/In0 36Gao 64As heterostructures, grown on 
GaAs substrates, were used for similar measurements and simulations. These yield the energy of the 
DX centers in In0 34A10 66As, relative to its T-valley minimum, EDX=0AS eV. This value in 
conjunction with the previously determined DX center energies of AlAs and that of In0 52Al0.48As, 
above its conduction band edge, EDX{x) is correlated with, but not identical to, the composition 
dependence of the L band of In^Ali_xAs. © 1999 American Vacuum Society. 
[S0734-21 lX(99)07004-3] 

I. INTRODUCTION 

The Si donor in compound semiconductors such as 
AljGa^^As or In^Alj-^As can exist in either one of two 
configurations: a shallow, hydrogenic-like donor (d+,d°) at 
a substitutional site, or a deep, interstitial state, displaced 
along (111), leaving a vacancy at the substitutional site.1 The 
large lattice relaxation which takes place at (or below) a 
critical temperature, Tc, is accompanied by the localization 
of two electrons on this deep donor defined as a DX center.2'3 

Metastability of such DX centers appears in the persistence 
of their charge below Tc and it is interpreted in terms of 
configurational (electron+elastic) barriers which affect the 
emission and capture of electrons. As long as the thermal 
energy is small compared to the height of these configura- 
tional barriers emission and capture of electrons is negligibly 
small. However, optical excitation of the DX centers can in- 
duce the transfer of their electrons to the conduction band 
where they remain, producing a persistent photoconductivity 
(PPC) because they cannot overcome this configurational 
barrier. 

For any Al^Gaj.^As composition, the energy of the DX 
centers depends on the molar Al concentration and their den- 
sity depends on the Si doping density, Nd. In Al0 2Gag 8As 
where the DX center energy level is slightly above the con- 
duction band minimum (CBM) (at x = 0.22 the thermal bind- 
ing energy of the DX centers becomes equal to that of the 
shallow donors) the ratio of the shallow donors to DX centers 

"'Electronic mail: wieder@ece.ucsd.edu 

depends4 on Nd and a PPC is observed below Tc~ 150 K. In 
higher molar Al concentrations the Fermi level, EF, rises 
with increasing Nd but becomes pinned5 on the energy, EDX, 
of the DX center, while in GaAs, where EDX lies above the 
conduction band edge, it has been estimated6 that between 
1.5 and 2X 1019 cm3 Si donors might be required for EF to 
become resonant with the DX center energy. An alternative 
approach to raising EF is to lower EDX relative to the CBM 
by the application of hydrostatic pressure. In GaAs a hydro- 
static pressure of at least 20 kbar is required to bring EDX 

below EF. Qualitatively, hydrostatic pressure has the same 
effect as an increase in the Al molar density. Furthermore, 
the DX center is sensitive not only to the number of nearest 
neighbor Al atoms but also to their atomic configuration.7'8 

In AljGaj .^As/GaAs modulation doped heterostructures 
electrons can transfer from the DX centers into the lower 
lying states of the GaAs quantum well and the electric field 
between the positively charged doping layer and the two- 
dimensional (2D) negative electrons causes a band bending 
which limits the transfer of electrons when the Fermi level 
reaches the DX energy. In that case only a fraction of the DX 
centers are occupied and the position of the Fermi level de- 
pends on the DX center density of states. If the DX centers 
are located9 in the barrier layer of the modulation doped field 
effect transistor (MODFET), then the Fermi level in the bar- 
rier layer, Zspg, can be raised by raising the gate voltage, Vg. 
The electron density in the quantum well, ns, rises with Vg 

and then saturates; however, gate current leakage may limit 
the maximum applicable V„.  Galvanomagnetic measure- 
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Source Al     Ga     As   (V = 0 V) 
0.37      0.63 v   c ' 

ground 4 

FIG. 1. Configuration of MODFET-like, <S-doped eight-arm gated Hall bar 
structure used for investigating the properties of the DX centers in the bar- 
rier layers of Al^Ga, _^As and In_,Al, _ vAs heterostructures. 

ments were used previously by ourselves and others10"13 for 
investigating the composition dependence and other proper- 
ties of AljGa^jAs and In^Al^^As-based modulation- 
doped heterostructures containing DX centers. Such mea- 
surements were used, in the vicinity of the direct to indirect 
transition of these alloys, to determine the energy and the 
Fermi level dependence of the DX centers in two Si <S-doped 
heterostructures: Al0 37Gao 63As/GaAs and In0 34A10 66As/ 
In0 36Ga0.64As, described in this article. 

»■ Al0.37Ga0.63As/GaAs HETEROSTRUCTURES 

Al0 37Gao 63As/GaAs heterostructures were grown by 
means of solid source molecular beam epitaxy on semi- 
insulating (lOO)-oriented GaAs substrates. An Al037Gao63As 
barrier layer, with a nominal thickness of 70 nm, S doped 
with Si to —7.5X 1012 cm2 was deposited on top of a 300- 
nm-thick, undoped, GaAs layer with an intermediate, 10-nm- 
thick, undoped, Al0 37Gao 63As spacer layer between them. A 
two-dimensional electron gas (2DEG) is induced in the 
quantum well of the GaAs layer by modulation doping. Such 
heterostructures were used for making, by means of photo- 
lithographic procedures, eight-arm gated Hall bar MODFET- 
like test structures, such as shown in Fig. 1. The electron 
density, ns, in the quantum well as a function of Vg, mea- 
sured with temperature as a constant parameter, between 25 
and 160 K, shown in Fig. 2, is similar to that obtained by 
Buks et al.;m ns(Vg) consists of an extended linear region 
which becomes sublinear with increasing Vg as ns tends to- 
ward saturation between 25 and 120 K. The ns(Vg) curve at 
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FIG. 2. Electron density measured as a function of gate voltage and tem- 
perature in the quantum well of an Al0 37Gao 66As/GaAs heterostructure. 

160 K has a negligible linear range and suggests that the 
Fermi level is pinned at or near this temperature. 

Figure 3 shows that ns(Vg) also depends on the constant 
"freeze-in" potential, Vc, applied to the gate while it is 
cooled below Tc. A negative Vc applied during cooldown is 
considered to increase the shallow donor density; conse- 
quently, more electrons can be transferred into the 2DEG 
with increasing Vg than for Vc = 0 or for positive Vc values. 
The ns(Vg) in Fig. 3 is considered here in terms of a two- 
piece approximation: a linear range in which the MODFET 
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FIG. 3. Electron density, ns, measured as a function of gate voltage, in the 
same quantum well shown in Fig. 2, as a function of the freeze-in potential, 
Vc at constant temperature. 
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tron density in quantum well. 

charge control equation, qns=Ci(Vg—VT), is applicable. 
The capacitance between the ^-doping plane and the center 
of charge of the 2DEG electrons, C,= 1.21 X 1(T7 F/cm2, is 
essentially the same for each Vc. The DX centers are con- 
sidered to remain so for Vc = 0; a threshold, VT(ns = 0) 
= — 0.66 V, is obtained by a linear extrapolation, and full 
saturation is assumed at Vg(th)^0.44 V with n^sat) 
= 8.28X10" cm2. 

In order to fit the linear ns{ Vg) portion of the Vc = 0 curve 
in Fig. 3, S doping is modeled as Nd=7.6X 1018 cm3 con- 
tained within the last 2 nm, at the edge of the barrier layer, 
providing an effective sheet donor density, NT= (N+ - Nx) 
= 1.52X1012 cm2.   Here /V+=fhe  shallow ionized donor 
density and N   is the occupied DX center density. NT was 
derived from the relation 

VT=cf>b-AEc-qNT/Ca (1) 

with the surface barrier, (f>b=l.2 eV, the conduction band 
offset between Al037Ga063As and GaAs, AEC = 0.287 eV, 
and with Cfl=1.55X10~7 F/cm2 representing the ratio of 
the permittivity of AI0 37Gao 63As, 6^=11.94, to the barrier 
layer thickness, d = 68 nm. For the other two curves shown 
in Fig. 3, NT(Vc=-0.5 V)= 19.98X1012 cm2 and VT 

= -1.134 V while for NT(Vc=+03 V) = 1.23X 1012 cm2 

VT= — 0.354 V. These parameters were used for solving 
self-consistently14 the Poisson/Schrödinger equations which 
provide the position dependence of the conduction band en- 
ergy within the heterostructure relative to its surface, the 
specific energies and the electron densities in the occupied 
subbands of the quantum well (whose sum is in good 
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agreement12 with ns derived from the Hall measurements). 
Figure 4 shows the result of such a calculation performed for 
ns(sat) = 8.28Xl011 cm2 which yields a Fermi level, Em 

= 0.06 eV, relative to the conduction band minimum of the 
barrier layer. By means of similar calculations we have ob- 
tained ns{ Vg) data consistent with the measurements shown 
in Fig. 3 and a dependence of ZipB on n^such as shown in 
Fig. 5. 

Figure 2 shows that for Vc = 0, ns( Vg = 0) = 5 X101' cm2, 
it is essentially independent of temperature for T^s Tc, and 
from Fig. 5 that it correspond to £'FB=0.14 eV. We consider 
this £FB to be in equilibrium with the average of the energies 
of the three lowest discrete DX centers15 of this alloy: DX\ 
= 117 meV, DX2= 138 meV, and 0X3 = 189 meV, effec- 
tively, EDX= 146 eV. The DX center nearest to the conduc- 
tion band edge, ■0X0 = 61 meV, is considered to be empty. 
Raising Spg by raising Vg, initially, ionizes additional shal- 
low donors increasing ns while keeping the density of the 
' 'frozen-in'' electrons in the DX centers constant. For higher 
Vg a fraction of the electron emitted from the shallow donors 
are trapped, possibly on DX centers, making ns(Vg) sublin- 
ear; saturation sets as E^ reaches DX0. 

Persistent photoconductivity (PPC) obtained on an identi- 
cal but ungated Hall bar test structure, subjected to light, 
generated by an adjacent GaAs light emitting diode (LED), 
is shown in Fig. 6; one branch represents ns(T) while cool- 
ing from room temperature to 25 K and the other branch is 
that obtained by warming the specimen back to room tem- 
perature. Tc is considered to be at (or near) ~150 K, the 
inflection point of the warmup curve. PPC induce an addi- 
tional electron density, An^=3.4X 1011 cm2, above the equi- 
librium value of ns at 25 K, and the corresponding incremen- 
tal change in the ionized electron density, LNT can be 
calculated from the relation 
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FIG. 6. Electron density in the quantum well of an ungated Hall bar (similar 

in other respects to that shown in Figs. 2-5), at Vg = 0, as a function of 
temperature, in the normal and in the persistent photoconductive mode. 

Ans       dNT 
ANT= — —- T   {dnsldVc)\dVc 

(2) 

At constant Vg = 0, (dns/dVc)= -7.27X 10n and 
dNTldVc= -9.40X10" in Fig. 3; consequently, ANT=4A 
X 1011 cm2. PPC converts the DX centers into ionized shal- 
low donors; hence NT(PPC) = N++NX and, because ANT 

= NT(?FC)-NT=2NX, it follows that NX=2.2X 10!1 cm2, 
iV+= 1.74X 1012 cm2, and NT(P?C) = 1.96X 1012 cm2. 

This is also consistent with the grand canonical ensemble 
of Lazzouni and Sham: 16 

N+-Nx _ 1-4 exp[ß(2EFB-Es-EDX)] 

N+ + Nx~  l+exp[ß(2EFB-Es-EDX)] ' 
(3) 

where ß=l/kT and k is Boltzmann's constant, Es~ 10 meV, 
is considered to be the energy of the shallow donor, EDX is 
the equilibrium energy of the electrons on the DX centers; at 
25 K the ratio: (N+-NX)/(N++NX) = 0J7. Therefore, 
£'DX=280 meV which corresponds to 140 meV per electron. 
This value is in good agreement with EDX=0A4 eV, that of 
Chadi and Chang2 and EDX=0.13 eV determined by Leuther 
et al.,n derived from Hall measurements made, at 4 K, on 
ungated Van der Pauw-type heterostructure. 

III. lno.34Alo.66As/lno.36Ga0.64As 
HETEROSTRUCTURES 

In0 34A10 66As/In0 36Gao 64As lattice matched heterostruc- 
tures were grown on GaAs substrates by solid source mo- 
lecular beam epitaxy. Compositionally step-graded, 
x = 0.1/step and 0.2 yum/step In^Gai _ ^As buffer layers were 
used to relax the mismatch strain between these heterostruc- 
tures and their substrates.6 Each, nominally, 40-nm-thick 
In034Al066As barrier layer is <5-doped (Si), adjacent to its 
interface with an undoped, 3-nm-thick, In0 34A10 66As spacer 
layer ,which separates it from a 50-nm-thick, undoped, 
In0 36Ga0 64As layer. The latter contains the two-dimensional 
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FIG. 7. Electron density measured as a function of gate voltage and tem- 

perature in the quantum well of an In0 34Al0 66As/In0 36Gao MAs heterostruc- 

ture. 

electron gas (2DEG), generated by modulation doping. The 
heterostructures were processed by means of photolithogra- 
phy, etching and lift-off procedures into the gated Hall bar 
test structures shown in Fig. 1. The fractional In concentra- 
tions were determined by means of a double crystal x-ray 
diffractometer with a resolution of 2 arcsec. The 
In0 34A10 66As layer is in the direct band gap range just above 
the direct-to-indirect transition and consequently the same 
methods can be used to derive its properties as those used for 
the above described In037Al066As-based heterostructures. 

Figure 7 shows ns(Vg) as a function of temperature be- 
tween 1.6 and 200 K of an In0 34A10 66As/In0 36Gao 64As gated 
Hall bar structure. While ns(Vg = 0) = 3.54X 1012 cm2 at 1.6 
K, at other temperature ns(Vg = 0) has a slight dispersion, 
unlike the temperature independence of this parameter found 
on Al0 37Gao 63As/GaAs heterostructures. Due to the onset of 
non-negligible gate current we were unable to obtain a strong 
tendency to saturation of ns(Vg). However, Fig. 8, which 
shows the dependence of ns(Vg) on Vc at 1.6 K, is qualita- 
tively similar to that shown in Fig. 3; at VC. = 0,VT- 

= -3.0 V; a Nr(Vg = 0) = 3.37X 1012 cm2 was determined 
by means of Eq. (1) with 4>b= 1.2 eV, A£c = 0.69 eV, and 
with Ca=1.53X10~7 F/cm2 essentially constant and inde- 
pendent of Vc. These parameters were also used for Poisson/ 
Schrödinger calculations, similar to those shown in Fig. 4, 
with the result, shown in Fig. 9, which demonstrates that for 
Vg = 0 the Fermi level in the barrier layer is £'FB = 0.18 eV 
(given the dispersion in the temperature dependence of 
ns(Vg = 0) shown in Fig. 7, we estimate that £'FB = 0.18 
±0.01 eV). 

Figure 10 shows the optically induced PPC, as a function 
of temperature, measured on an identical but ungated Hall 
bar at 25 K. The change in the electron density produced by 
the PPC is Ans = 4X 1011 cm2 and by means of the data from 
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Fig. 8, dns/dVc=-9X10u cm2 and dNT/dVc=l.l8 
X 1012 cm2. It follows from Eq. (2) that NX=2X 10n cm2 

and N++NX=3.8X 1012 cm2. The application of the grand 
canonical ensemble of Eq. (3) to this heterostructure yields 
£DX=0.18 eV for a ratio (N+-NX)/(N++NX) = 0.S8. 

The composition dependence of the fundamental band 
gapofln^Alj^As, £(T) = 3.13-3.55x + 0.84x2, canbeob- 
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FIG. 10. Electron density in the quantum well of an ungated Hall bar (simi- 
lar in all other respects to that shown in Figs. 7-9), at Vg = 0, as a function 
of temperature, in the normal and in the persistent photoconductive mode. 

tained from an interpolation of the £(T) of AlAs17 and 
InAs.18 The composition dependence of the In^Alj.^As L 
band may be interpreted in terms of Adachi's data19 for AlAs 
at 1.5 K, E(L) = 2.35 eV, and from the theoretical calcula- 
tions of Cohen and Chelikowski20 for InAs, E(L) = 1.5 eV, 
at 1.5 K. A linear interpolation between them is, therefore, 
£■(£) = 2.35 — 0.85x and the direct to indirect transition of 
InxAl] -jAs21 occurs at x = 0.32.The band edge of the X val- 
ley is uncertain; we consider it, tentatively,11 to be of the 
form E(X) = 2.23-0.47x. 

Figure 11 shows, in this context, the composition depen- 
dence of the T, L, and X bands relative to the valence band 
edge of In^Ali-^As. Also shown is £,

DX(x = 0) = 2.11 eV, 
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FIG. 11. DX center energy of In0 34A10 66As calculated from the data in Figs. 
7-10 shown in context of the composition dependence and band edges of 
In^Alj _jAs as well as the data obtained by other (Refs. 11 and 22) and an 
assumed composition dependence of the DX centers in this alloy system. 
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determined by Leuther et a/.,11 and EDX(x = Q.52) = 1.69 eV, 
which is 183 ±10 meV above the conduction band edge of 
In0 52A1048As, determined by Fruth et al.,22 using hydrostatic 
pressure-dependent galvanomagnetic measurements. Figure 
11 also shows our own EDX(034)=l.S4 eV and a dashed 
line through these data suggests that EDX(x) is correlated but 
is not identical with EL{x); this might be expected from the 
considerations advanced by Chadi and Chang3 that DX cen- 
ters might be coupled to the average of the principal band 
edge minima of the entire Brillouin zone weighted by their 
densities of states rather than to a specific conduction band 
minimum. 

IV. CONCLUSIONS 

Experimental results, obtained from galvanomagnetic 
measurements, made as a function of temperature, on gated 
Hall bar test structures, indicate that the equilibrium Fermi 
level, £FB=0.14 eV, in the barrier layer of a modulation 
doped Al0 37Ga0 63As/GaAs heterostructure, cooled below 
Tc, in Vg = 0, is consistent with the average energy of the 
three lowest lying DX centers of Al0 37Gao 63As, EDX 

— 0.146 eV. This EFB is consistent with the theoretically 
predicted energy of a single DX center and with measure- 
ments made on epitaxial layers and on heterojunctions using 
hydrostatic pressure-dependent and deep level transient spec- 
troscopic measurements. In a similar manner the Fermi level 
in the barrier layer of In0 34 Al0 66As/In0 36Gao ^As hetero- 
structures, cooled below Tc, comes to rest in Vg = 0 at 
£DX=0.18 eV. This is consistent with EDX(x) represented 
as a linear interpolation between EDX(A\As) and 
^Dx(mo.52Alo.48As), determined by others. The sublinear 
ns(Vg) and its saturation attributed to trapping of electrons 
on DX centers and on pinning of the Fermi level on the 
highest unoccupied DXO level. 

ACKNOWLEDGMENTS 
The authors are grateful for the support of the Office of 

Naval Research in the course of this work. A portion of this 
paper was presented orally at UCSB in celebration of Pro- 
fessor Herbert Kroemer's 70th birthday. 

'P. M. Mooney, J. Appl. Phys. 67, Rl (1990). 
2D. J. Chadi and K. J. Chang, Phys. Rev. Lett. 61, 873 (1988). 
3D. J. Chadi and K. J. Chang, Phys. Rev. B 39, 10 063 (1989). 
4T. Ishikawa, T. Yamamoto, K. Kondo, J. Komeno, and A. Shibatomi, 
Inst. Phys. Conf. Ser. 83, 99 (1986). 

5A. Y. Du, M. F. Li, T. C. Chong, and S. J. Chua, Appl. Phys. Lett. 66, 
1391 (1995). 

6N. Theis, P. M. Mooney, and S. L. Wright, Phys. Rev. Lett. 60, 361 
(1988). 

7T. Baba, M. Mizuta, T. Fujisawa, J. Yoshino, and H. Kukimoto, Jpn. J. 
Appl. Phys., Part 2 28, L891 (1989). 

8E. Calleja, F. Garcia, A. Gomez, E. Munoz, P. M. Mooney, T. N. Mor- 
gan, and S. L. Wright, Appl. Phys. Lett. 56, 934 (1990). 

9P. M. Mooney, N. S. Caswell, and S. L. Wright, J. Appl. Phys. 62, 4786 
(1987). 

I0E. Buks, M. Heiblum, Y. Levinsohn, and H. Shtrikman, Semicond. Sei. 
Technol. 9, 2031 (1994). 

"A. Leuther, A. Forster, H. Luth, H. Holzbrecher, and U. Breuer, Semi- 
cond. Sei. Technol. 11, 766 (1996). 

12A. P. Young and H. H. Wieder, J. Vac. Sei. Technol. B 14, 2944 (1996). 
I3H. Sari and H. H. Wieder, J. Appl. Phys. 85, 3380 (1999). 
I4I-H. Tan, G. L. Snider, L. D. Chang, and E. L. Hu, J. Appl. Phys. 68, 

4071 (1990). 
15P. M. Mooney, Semicond. Sei. Technol. 6, Bl (1991). 
I6M. E. Lazzouni and L. J. Sham, Phys. Rev. B 48, 8948 (1993). 
17B. Monemar, Phys. Rev. B 8, 5711 (1973). 
18Landolt/Bornstein Series, Numerical Data and Functional Relationships 

in Science and Technology, edited by O. Madelung (Springer, New York, 
1987), Vol III/22a. 

19S. Adachi, J. Appl. Phys. 58, Rl (1985). 
20M. L. Cohen and J. R. Chelikowski, Structure and Optical Properties of 

Semiconductors, 2nd ed. (Springer, New York, 1989). 
21M. R. Lorenz et al., Proc. 10th Internat. Conf. Phys. Semicond., 1970 

(unpublished), p. 444. 
22F. E. Früh, J. M. Salese, M. Beck, D. K. Maude, U. Wilke, M. Rabary, J. 

C. Portal, and M. Ilegems, Solid State Commun. 89, 323 (1994). 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



Behavior of a new ordered structural dopant source 
in lnAs/(001) GaP heterostructures 
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We report the characteristics of molecular-beam epitaxy grown InAs on highly lattice mismatched 
(001) GaP substrates. Strain relaxation in this system occurs at low thickness by the generation of 
a periodic two-dimensional square grid network of 90° misfit dislocations at the heterointerface. The 
very high interface dislocation density (~1013 intersections/cm2) exerts a unique influence on the 
electronic properties of the system. An extended defect structure at the intersection of 90° misfit 
dislocations is proposed to act as an ordered structural donor source. Hall effect measurements 
indicate that this source is fully ionized with a constant sheet carrier concentration of 1013 cm"2, 
irrespective of the InAs layer thickness, and exhibits no freeze out at low temperatures. We have 
also demonstrated that the electron mobility increases significantly with InAs layer thickness, 
reaching values in excess of 10 000 cm2/V s in nominally undoped layers. The high threading 
dislocation density (~ 1010 cm"2) in the InAs epilayers does not appear to have a deleterious effect 
on the transport properties of majority carrier electrons. © 1999 American Vacuum Society. 
[S0734-211X(99)06904-8] 

I. INTRODUCTION 

Advances in the molecular-beam epitaxial (MBE) growth 
of compound semiconductors have resulted in the growth of 
a wide variety of III-V compounds and their alloys on the 
commercially available (001) oriented substrates such as 
GaAs, InP, and GaP. The growth only of lattice-matched 
epilayers, such as Al^Ga^^As on GaAs, places a limit on 
the band gap range available for device design. While lattice- 
mismatched epitaxy removes this constraint, the consequent 
mismatch strain is accommodated by the generation of misfit 
dislocations (MD) if a critical layer thickness is exceeded. 
Much effort has been devoted to understanding the mecha- 
nisms of MD generation and minimizing their propagation 
into the epilayer as threading dislocations (TD).1'2 However, 
when the lattice mismatch is high (>7%), MDs and TDs can 
no longer be avoided. In order to design devices using highly 
lattice-mismatched systems the electronic behavior of the 
dislocations must be understood. 

Highly lattice-mismatched systems are well suited for a 
study of MDs for two reasons. First, the interface dislocation 
population is very high, so that the interface electronic prop- 
erties tend to be dominated by those of the dislocations. Sec- 
ond, unlike in the case of lower mismatch where an irregu- 
larly spaced network of interfacial dislocations results, high 
mismatches favor the generation of a regular periodic net- 
work of 90° misfit dislocations oriented in the [110] and the 
[110] crystallographic directions. The periodicity imposed by 
such a "superlattice" dislocation microstructure results in 
interesting electronic behavior. 

In the present study, we have investigated the direct 
growth of InAs on (001) GaP substrates. The lattice mis- 
match is 11%, the largest among all the Ill-arsenides and the 
Ill-phosphides. The difference in band gap is also large: 

"'Electronic mail: gopal@ecn.purdue.edu 

InAs-0.36 eV, GaP-2.25 eV. ALin^As layers with x 
= 0.1 and 0.2 grown on GaP, which have a higher band gap 
than InAs but not very significantly different lattice param- 
eters, have also been studied. 

II. EXPERIMENT 

InAs/GaP heterostructures were grown by solid source 
MBE using a Varian Gen-II system. Commercially obtained 
GaP substrates were heated to 710 °C for oxide desorption 
under a P2 overpressure. A 20 period superlattice consisting 
of 5 nm alternating layers of GaP/AlGaP was grown to pre- 
vent the outdiffusion of impurities from the substrate. This 
was followed by the growth of a 200 nm buffer layer of 
undoped GaP at 660 °C. The growth of phosphides was 
achieved by using a valved phosphorous cracker.3'4 Reflec- 
tion high-energy electron diffraction was used to monitor 
surface morphology, growth rate, and surface V-III incorpo- 
ration ratio. 

The substrate temperature was lowered to 350 °C for the 
growth of an undoped InAs epilayer. At higher temperatures 
(450-500 °C), an interfacial reaction between the InAs and 
GaP was reported to occur. The first few monolayers were 
grown under low V/III ratios to promote a smoother 
interface.3 Finally, a 5 nm capping layer of undoped 
Al0 2In0 8As was grown above the InAs layer to suppress car- 
rier generation due to surface Fermi level pinning. Samples 
with varying thickness of InAs ranging from 3 nm to 2 /nm 
were grown in this manner. Figure 1 is a schematic of the 
multilayer structure. The growth of ALIn^^As on GaP was 
carried out similarly and these layers were capped by grow- 
ing the final 5 monolayers with a higher Al fraction. 

Transmission electron microscopy (TEM) was employed 
for defect microstructure investigations. Cross-sectional 
samples were prepared and examined in a JEOL 2000 FX 
microscope with an accelerating voltage of 200 kV to obtain 
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FIG. 1. Schematic of the multilayer structure grown by MBE. 

high resolution TEM (HREM) images of the heterointerface. 
Plan view samples were examined in a JEOL 200 CX micro- 
scope. 200 and 220 weak beam dark field images were ob- 
tained to study the threading dislocation microstructure in 
InAs epilayers. 

Electrical properties were characterized using the Hall ef- 
fect technique and electrochemical capacitance-voltage 
(ECV) depth carrier concentration profiling. Systematic Hall 
effect measurements were performed at both room tempera- 
ture (300 K) and liquid N2 temperature using the van der 
Pauw technique on InAs/GaP and ALln^^As/GaP hetero- 
structure samples. Variable temperature Hall effect data be- 
tween 5 and 310 K were obtained for select samples. The 
majority carrier type, density, and mobility were determined 
from the data in the standard manner. 

III. RESULTS AND DISCUSSION 

A. Microstructure evolution 

Strain relaxation during epitaxial growth occurs by the 
generation of a network of MDs in the interfacial (001) 
plane. Low mismatch strains (<2%) are accommodated pre- 
dominantly by the glissile 60° interfacial dislocation seg- 
ments formed during the glide of epithreading dislocations. 
Dislocation nucleation sources have been proposed to be ac- 
tive at the free surface of the growing film.5 The resulting 
network consists of irregularly spaced long MD segments. At 
higher mismatches (2%-4%), the formation of short sessile 
90° MD segments were observed by Kvam, Maher, and 
Humphreys,6 who proposed a dislocation reaction between 
two complementary 60° dislocations to yield a 90° MD, e.g., 

&011]  on (111) + K101]  on (111)= K110]  on (001). 
(1) 

For very high mismatch (>7%), the MD microstructure con- 
sists of a regular, periodic network of 90° misfit dislocations. 
Direct introduction of sessile 90° dislocations at the edge of 
Ge islands growing on (001) Si (4% mismatch) has been 
reported by LeGoues et cd? Strain relaxation in the InAs/ 
GaP system is expected to yield such a regular periodic MD 
network. 

FIG. 2. HREM micrograph of InAs/GaP heterostructure. MDs appear as 
bright spots. 

However, our HREM images provide evidence that strain 
relaxation in this system occurs through both direct introduc- 
tion and by the glide of 60° dislocations, with the former 
being the dominant mechanism. Chang, Chin, and Woodall3 

reported that 2.5 nm InAs films grown on GaP were 85% 
strain relaxed with a dislocation spacing of 4.1 ±0.1 nm. 
They did not observe any 60° MDs in their HREM images 
and proposed that the 90° dislocations were directly incorpo- 
rated into the growing InAs layer. As the layer thickness is 
increased the energy required for direct introduction of MDs 
becomes very high, and further strain relaxation must occur 
by the glide and reaction of 60° MDs to form 90° dislocation 
segments. Evidence for this mechanism is seen in Fig. 2, 
which is a HREM micrograph from a 15 nm InAs sample. A 
closely spaced pair of 60° dislocations is observed and a 
Burgers circuit around this pair yields a closure gap corre- 
sponding to that of a 90° edge dislocation. Table I shows the 
degree of strain relaxation for InAs layers of varying thick- 
ness grown on GaP. At about 30 nm strain relaxation is 
complete, with a mean dislocation spacing of —3.85 nm. 

Figure 3 is a 220 dark field micrograph of a 1 fim InAs 
epilayer. Threading dislocations are seen at a density of 
~ 1010 cm"2. While this is a high density, it is comparable to 
those in —2% mismatched SiGe layers grown on Si, where 
the MD population is significantly less dense. A simple cal- 
culation, assuming that each MD segment is associated with 
two TDs at its ends, yields an average MD segment length of 
10 fim. This is far in excess of the size of InAs islands 
(—10-100 nm) during the initial stages of growth, and im- 
plies that a single MD propagates through several islands as 

TABLE I. Degree of strain relaxation of InAs epilayers of differing thickness 
grown on GaP. 

InAs layer thickness 
(nm) 

Mean dislocation spacing 
(nm) % strain relaxed 

3.0 
15 
30 

4.19 
3.95 
3.85 

91 
97.5 

100 
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FIG. 3. Plan view TEM micrograph showing dense TD network in the InAs 
epilayer. 

the islands coalesce without the dislocation threading into 
the epilayer. In summary, the dislocation microstructure con- 
sists of a regularly spaced network of (predominantly) 90° 
MDs with a few (<5%) closely spaced pairs of 60° disloca- 
tions. Isolated 60° MD segments have not been identified in 
HREM micrographs, but their occurrence cannot be ruled 
out. 

The atomic level core structures of 90° MDs in zinc 
blende crystal structures have a sevenfold-fivefold ring struc- 
ture, as shown in Fig. 4. Such dislocations do not have dan- 
gling bonds associated with them. We believe this to be the 
dominant MD core structure in the InAs/GaP system. On the 
other hand, 60° MDs can have dangling bonds at their cores. 
90° MDs can also take on an eightfold-sixfold ring configu- 
ration with two dangling bonds per Burgers vector length at 
their core. The fraction of 90° MDs with this core structure is 
not known in InAs/GaP, but we believe it to be small. 

Mostoller, Chisholm, and Kaplan proposed the occurrence 
of an 18 atom point defect structure—the "dreidl"—at the 

In        ©Ga      © P 

FIG. 4. Sevenfold-fivefold ring structure of a 90° MD. 

FIG. 5.  18 atom dreidl. Note the occurrence of Group III and Group V 
dipoles. 

intersection of 90° MDs in Ge/(001) Si.8 A similar defect 
structure would exist in the InAs/GaP system and is shown 
schematically in Fig. 5. Of particular interest is the occur- 
rence of both III—III and V-V dipoles in each dreidl, which 
could contribute to the electrical activity of these defects. 

B. Electronic behavior 

Even though all the samples were nominally undoped, the 
sign of the Hall coefficient indicated «-type conductivity. 
This may be due to the large hole to electron effective mass 
ratio for InAs. Hence, donor-like defect levels will be shal- 
lower than acceptor levels.4 Table II displays the sheet car- 
rier concentration (Ns) and Hall mobility (/JL) for the InAs/ 
GaP samples tested at 300 and 77 K.4'9 The sheet carrier 
concentration is very high— 1013 cm-2—for the thin layer 
samples (Sample Nos. 1 through 5), and does not vary with 
epilayer thickness. This implies a high density of carriers 
localized at either the heterointerface or at the free surface. 
Since the InAs is capped off by an Al0 2In0 8As layer, surface 
generation and accumulation was prevented. ECV profiling 
confirms that the carriers are localized at the InAs/GaP inter- 
face. Figure 6 is a semilog plot of carrier concentration ver- 
sus depth for an ~1 /jm InAs layer grown on GaP. Carrier 
accumulation is clearly seen on the low bandgap (InAs) side 
of the heterojunction. 

There is also no freeze out, even at 5 K. Variable tem- 
perature Hall measurements were performed on Sample No. 
4 as a representative of the thin layer samples, and the plot of 
Ns versus temperature is shown in Fig. 7. The sheet carrier 
concentration remains constant with temperature down to the 
lowest temperature, 5 K. This strongly indicates that the 
states contributing to the interfacial carriers lie above the 
conduction band edge of InAs and are degenerate. There are 
several possible sources for these carriers: 

JVST B - Microelectronics and Nanometer Structures 
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TABLE II. Sheet carrier density and electron mobility data for InAs/GaP heterostructures at 300 and 77 K. 

InAs layer 

300 K 77 K 

Sample thickness Sheet density Hall mobility Sheet density Hall mobility 

No. (nm) (X1013 ctrT2) (cm2/V s) (X1013 cm'2) (cm2/V s) 

1 5 1.2 40 1.2 25 

2 10 1.1 500 1.0 360 

3 15 0.75 340 0.75 310 

4a 20 1.0 460 0.8 430 

5 30 1.0 800 0.9 730 

6 250 1.0 4000 1.0 3 780 

T 500 1.2 5310 1.1 5 390 

8 1000 1.5 7620 1.3 8 120 

9 2000 2.0 9920 1.6 10 900 

a5 K data. 

(1) Atomic sites along 90° MDs: There are a total of 10M 

sites along 90° MD lines per cm2, but the measured sheet 
carrier concentration is an order of magnitude lower. 
Since the energy states responsible for these carriers do 
not display freeze out, it is unlikely that a fractional ion- 
ization event occurs. 

(2) Atomic sites along 60° MDs: A small fraction (<5%), of 
closely spaced pairs of 60° MDs have been observed. 
Such dislocations can have dangling bonds at their cores 
that would be expected to display electrical activity. 
However, the sites along these dislocations would not be 
sufficient in number to account for 1013 carriers per cm2. 

(3) TDs: While TDs may be electrically active, they are not 
sufficiently dense (~ 1010 cm-2) to account for the car- 
riers in the thin layer samples. More importantly, TD 
contribution would result in a thickness dependence of 
Ns, which is not observed. 

(4) Intrinsic band bending: InAs and GaP have large con- 
duction and valence band offsets. However, calculations 
carried out using the band structure simulator ADEPT 
show that the intrinsic band bending would result in the 
Fermi level being pinned midgap in the InAs at the in- 
terface and, consequently, low carrier accumulation. A 
high density (1013 cm-2) sheet of electronic charge at 

0 0.5 1 

Depth (microns) 

FIG. 6. ECV profile of InAs/GaP heterostructure showing carrier accumula- 
tion at the interface. 

the interface requires the Fermi level to be pinned 0.2 eV 
above the conduction band edge of InAs at the 
interface.9 This could be accomplished by a defect re- 
lated donor state. 

(5) 90° MD intersection sites: The dreidl structure (Fig. 5) 
might occur at the intersection of 1/2(110) 90° MDs at 
the InAs/GaP interface, forming a square lattice with a 
periodicity of ~4 nm. These would appear with a den- 
sity of ~ 1013 cm-2, a numeric match with the Ns val- 
ues of Table II. Thus, the MD intersection sites may act 
as an array of ordered structural dopants. As mentioned 
previously, this structure in III-V compounds would 
contain strong internal dipoles, which may be the carrier 
generation source. 

The carriers thus generated are confined to a two- 
dimensional electron gas near the interface and are scattered 
strongly by the dense MD network, as evidenced by the low 
mobility values in Table II. As the temperature is decreased, 

E ,o 
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CD 
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O 
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FIG. 7. Variation of sheet carrier concentration, Ns, with temperature. Note 
the absence of freeze out down to 5 K. 
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TABLE III. Comparative values of sheet carrier concentration and mobility for InAs and ALInj _xAs samples 
grown on GaP. 

Epilayer 
thickness 

(nm) Sample 300 K 77 K 5 K 

N, 
(cm-2) (cm2/V s) (cm~2)        (cm2/V s) (cm"2) (cm2/V s) 

20 
20 
20 

InAs 
Al0.,In09As 
Alo.2ln0.8As 

1.0X1013 

0.47X1013 

5.0X10" 

460 
190 
380 

0.8X1013 

0.55X1013 

7.4X1010 

430 
123 
290 

0.75X1013 

0.55X1O13 
470 
85 

the confinement would be stronger, i.e., the mobility would 
decrease with decreasing temperature which is consistent 
with our observations.9 

Table III is a comparison of the sheet carrier concentra- 
tion and mobility data for 20-nm-thick samples of InAs and 
ALin^As (x = 0.1,0.2). The addition of Al increases the 
band gap very significantly while retaining a large lattice 
mismatch with GaP, so the MD microstructure is expected to 
remain smaller. It is clear that the electronic properties differ 
considerably. Ns decreases with increasing Al content and 
carriers freeze out even at 77 K for the Al0 2In0 sAs sample. 
The energy states contributing to interfacial carriers are non- 
degenerate in this case and must lie within the band gap. 
Both the conduction band and the valence band offsets de- 
crease upon addition of Al, although the relative change in 
each is unknown. A more quantitative analysis has not yet 
been performed. It can be speculated that the dislocation- 
related energy level remains constant with respect to the 
vacuum level, while the conduction band edge moves up- 
ward. 

The thick layer InAs samples (Nos. 6-9 in Table II) dis- 
play a thickness dependence of the sheet carrier concentra- 
tion. The Ns versus t plot is linear with a zero thickness 
intercept of 9.0X 1012 cm"2, as seen in Fig. 8. The linearity 
is indicative of a constant bulk carrier concentration (~5 
X 1016 cm-3) from the InAs epilayer, in addition to the con- 
stant Ns contribution from the interface. These bulk carriers 
could be generated by states associated with threading dislo- 
cations. The comparative values at 77 K indicates that the 
bulk carriers in InAs are subject to a partial freeze out. There 
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FIG. 8. Dependence of sheet carrier concentration on epilayer thickness for 
the thick InAs layer samples. 

are thus two parallel channels or pathways for conduction:4 

(i) a high carrier concentration, low mobility interface chan- 
nel, and (ii) a lower carrier density, high mobility bulk chan- 
nel. As thickness is increased, the contribution of the bulk 
channel increases, as evidenced by the sharp rise in mobility. 
Using this two channel model Chen4 has calculated that the 
electron mobility in the InAs epilayer (bulk channel) exceeds 
20 000 cm2/V s at 77 K—nearly 2/3 the theoretical electron 
mobility of InAs (33 000 cm2/V s). 

The dense TD network (~1010 cm-2) in the epilayer 
thus does not appear to scatter carriers strongly. This is in 
contrast to the strong scattering exhibited by the MD net- 
work. The InAs/GaP system is promising for high speed de- 
vice applications despite having a high defect density. 

IV. CONCLUSIONS 

We have investigated the evolution of the dislocation mi- 
crostructure during the MBE growth of InAs on GaP and the 
electronic behavior of the defects. MD introduction occurs 
by two distinct mechanisms and the resulting microstructure 
consists mainly of 90° edge MDs, but also a few closely 
spaced pairs of 60° dislocations. We have demonstrated the 
existence of a dense sheet of electron charge at the hetero- 
interface, which is linked to the MD network. A defect struc- 
ture proposed to occur at the intersection of 90° MDs is a 
likely source of the carriers and may act as an ordered struc- 
tural dopant. Two parallel conducting pathways for lateral 
carrier transport in InAs epilayers were proposed—a low 
mobility interface pathway and a high mobility bulk path- 
way. High mobility in the bulk channel is achieved despite a 
high density of TDs. 
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We report on nanoelectronic device applications of a nonalloyed contact structure which utilizes a 
surface layer of low-temperature grown GaAs as a chemically stable surface. In contrast to typical 
ex situ ohmic contacts formed on «-type semiconductors such as GaAs, this approach can provide 
uniform contact interfaces which are essentially planar injectors, making them suitable as contacts 
to shallow devices with overall dimensions below 50 nm. Characterization of the native layers and 
surfaces coated with self-assembled monolayers of organic molecules provides a picture of the 
chemical and electronic stability of the layer structures. We have recently developed controlled 
nanostructures which incorporate metallic nanoclusters, a conjugated organic interface layer, and 
the chemically stable semiconductor surface layers. These studies indicate that stable nanocontacts 
(4nmX4nm) can be realized with specific contact resistances less than lX10"6Ocm2 and 
maximum current densities (1 X 106 A/cm2) comparable to those observed in high quality large area 
contacts. The ability to form stable, low resistance interfaces between metallic nanoclusters and 
semiconductor device layers using ex situ processing allows chemical self-assembly techniques to 
be utilized to form interesting nanoscale semiconductor devices. This article will describe the 
surface and nanocontact characterization results, and will discuss device applications and novel 
techniques for patterning close-packed arrays of nanocontacts and for imaging the resulting 
structures.   © 1999 American Vacuum Society. [S0734-211X(99)05504-3] 

I. INTRODUCTION 

There have recently been numerous examples of proto- 
type electronic devices having nanometer scale dimen- 
sions.1""4 While the dimensions of some features within these 
devices are in the nanometer range, frequently the overall 
device dimension is orders of magnitude larger, particularly 
in structures employing semiconductor channels and source/ 
drain regions. This size discrepancy is due to the need for 
ohmic contact structures which are 1 fim or greater in lateral 
extent and typically 100 nm or greater in depth. For example, 
in compound semiconductor devices based on GaAs, con- 
tacts such as alloyed Au/Ge/Ni on «-type layers are spatially 
nonuniform and also consume a significant surface layer in 
order to provide suitably low specific contact resistivity.5 

Thus, even though the active area of the device is in the 
nanometer scale, the contacts to the device still require areas 
~ 102-104 greater than the active device. For devices with 
vertical current flow, such as resonant tunneling diodes 
(RTDs), the use of alloyed contacts often dictates that the 

a)Electronic mail: janes@ecn.purdue.edu 
b)Permanent address: Motorola Inc., Austin, TX 78721. 
c)Permanent address: Yale University, New Haven, CT 06520. 

active area of the device is buried deep beneath the semicon- 
ductor surface. In contrast, an ohmic contact technology 
which can provide nanometer contact dimensions, both lat- 
erally and vertically, would allow the demonstration of the 
high circuit densities promised by nanometer scale device 
concepts. Contacts suitable for high density nanoelectronic 
devices must provide low contact resistance and must be 
spatially uniform at the nanometer length scale. This article 
describes a nonalloyed ohmic contact structure suitable for 
n-type GaAs and discusses developments aimed at nanoelec- 
tronic device and circuit applications. 

II. OHMIC CONTACT STRUCTURE 

The ohmic contact structure6 employs a surface layer of 
low-temperature grown GaAs (LTG:GaAs), i.e., GaAs 
grown at a temperature of 250-300 °C by molecular beam 
epitaxy. Because of the low growth temperature, —1-2% 
excess arsenic is incorporated during growth. This excess 
arsenic is responsible for several interesting electronic prop- 
erties, including a short minority carrier lifetime and bulk 
Fermi level pinning (in as-grown material).7 For as-grown 
material, which is used exclusively in the work reported in 
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this article, the excess arsenic is distributed in high concen- 
tration (~ 1.0X 1020cm~3) of point defects, primarily as ar- 
senic antisite defects.7 These defects are observed as a band 
of states located approximately midgap in the GaAs.8 Previ- 
ous studies indicate that these states prevent the GaAs sur- 
face from rapidly oxidizing due to the relatively low concen- 
tration of minority carrier holes in the surface layer.9'10 As a 
result, the presence of the gap states can be observed using 
scanning tunneling microscopy (STM) even following brief 
air exposure of the samples.9 

The ex situ, nonalloyed ohmic contacts employing a LTG: 
GaAs surface layer can provide specific contact resistivity 
(pc) below 1 X 1CT6 Ü cm2.6 Applications of this contact to 
shallow device layers and studies of the temperature stability 
have been reported." These contacts may be appropriate for 
nanometer scale device applications since they would not 
suffer from the deep interface and spatial nonuniformity of 
Au/Ge/Ni contacts. In addition, this type of contact structure 
and the chemically stable LTG:GaAs surface layer are com- 
patible with chemical self-assembly techniques, which can 
provide ordered organic monolayer films, one and two- 
dimensional arrays of nanoscale features, and other interest- 
ing structures.12 

We have previously shown that high performance nano- 
contacts can be formed to GaAs device layers using this 
nonalloyed ohmic contact approach.13 In that study, a con- 
trolled area nano-contact was formed by a single-crystal, 
4-nm-diam Au nanocluster deposited on the surface. The 
semiconductor layer structure employs a thin (10 nm) layer 
of LTG:GaAs to facilitate a high quality, nano-contact to n 
+ GaAs(100) layers grown at standard temperatures. Con- 
trolled mechanical tethering and electronic coupling between 
the Au cluster and the LTG:GaAs surface was achieved via a 
self-assembled monolayer (SAM) of p-xylene-a, a'-dithiol 
(C8H]0S2), also denoted as xylyl dithiol (XYL), which was 
formed on the (LTG:GaAs) surface before Au cluster depo- 
sition. Probing of the resulting nano-contact structure using 
STM current-voltage spectroscopy indicates that the specific 
contact resistance, 1 X 10~6 Ü cm2, and maximum current 
density, 1 X 106 A/cm2, of the nano-contact are both compa- 
rable to that achieved in high quality large-area ohmic con- 
tacts to «-type GaAs.13 

III. PATTERNING TECHNIQUES 

The current work involves definition of device structures 
in the GaAs material using XYL based etch masks and the 
development of shallow device technologies which can be 
compatible with such patterning techniques. For the mono- 
layer based etch masks, a SAM of XYL is deposited in se- 
lected regions on the GaAs surface using an elastomeric 
stamp pad technique, as illustrated in Fig. 1. A stamp pad of 
poly(dimethylsiloxane) (PDMS) elastomer was made using a 
mold consisting of an oxidized silicon wafer in which the 
desired pattern had been defined by photolithography and 
transferred into the silicon dioxide using wet chemical etch- 
ing. The GaAs samples were exposed to air for several days 
before preparation for stamped deposition. Following a HC1 

FIG. 1. Schematic diagram of the procedure used to deposit a monolayer of 
xylyl dithiol in specified regions on the LTG:GaAs surface. The procedure 
uses an elastomer stamp pad which has been lithographically patterned to 
provide the desired xylyl dithiol pattern. Illustrated steps are: (i) stamp pad 
is inked with xylyl dithiol, (ii) inked stamp pad placed on GaAs surface for 
18 h, (iii) stamp pad is removed and sample is rinsed in ethanol to leave a 
patterned monolayer, and (iv) GaAs is etched using wet chemical etching. 

based oxide strip, the samples were transferred into a dry 
nitrogen atmosphere for the stamping. The elastomer stamp 
pad was ' 'inked'' by soaking it in a 1 mM solution of XYL 
in ethanol for 5 min. After the excess solvent had evapo- 
rated, the stamp pad was placed on the GaAs surface for a 
period of 18 h. Afterwards, the GaAs sample was thoroughly 
rinsed in ethanol to remove excess XYL. 

Optical methods with a high surface sensitivity, such as 
ellipsometry, have been widely applied in surface science 
studies. However, it has not been until recently that ellip- 
somicroscopy for surface imaging (EMSI) has been devel- 
oped and its submonolayer sensitivity has been exploited to 
obtain information about spatio-temporal pattern formation 
in heterogeneously catalyzed reactions.14 EMSI is also well 
suited to study other ultrathin adsorbate layers and has the 
advantage that it can characterize the uniformity and stability 
of a thin (monolayer) coating as a function of position and 
time. With suitable optics, the EMSI technique has a spatial 
resolution of ~3 /um. For these reasons, EMSI was used to 
investigate the surface of representative samples of both the 
LTG:GaAs-capped and the xylyl dithiol coated LTG:GaAs 
wafers. Figure 2 shows an EMSI image of the patterned re- 
gions of XYL on LTG:GaAs. This image was obtained after 
the third step illustrated in Fig. 1, i.e., before etching of the 
GaAs layers. The contrast is therefore due to the presence of 
a SAM of XYL on the surface, with a thickness of approxi- 
mately 1 nm. The stable optical properties observed in this 
study and in experiments on unpatterned layers of XYL on 
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achieve very high activated donor density (~lxl020/cm3) 
in the space charge regions immediately beneath the LTG: 
GaAs cap.6 These characteristics enable the low-resistance 
nonalloyed ohmic contact, even for LTG: GaAs cap layers as 
thin as 2 nm. The removal of the LTG:GaAs cap is sufficient 
to destroy this passivation behavior and is therefore suffi- 
cient to pattern devices which use relatively thin doped 
(10-20 nm) layers beneath the cap. We have shown that 
GaAs based field-effect transistor layers can be effectively 
patterned by removal of approximately 3 nm of LTG:GaAs. 

<$%*#m '-mS§ 
* *    -ÄfiK 

FIG. 2. Ellipsometric image of patterned regions of xylyl dithiol on LTG: 
GaAs, before GaAs etching. Light regions are coated with xylyl dithiol. 

LTGGaAs indicate that the XYL coated LTG:GaAs is a 
stable surface even under air exposure. It is believed that the 
sulphur to GaAs bond provides passivation comparable to 
that observed in studies involving elemental sulphur, with 
additional stability provided by both the characteristics of the 
LTG:GaAs and the organic tail of the XYL molecule. 

The patterned monolayer of XYL was used as an etch 
mask for wet chemical etching of the GaAs layers. Figure 3 
shows a scanning electron micrograph of a pattern etched 
into the LTG:GaAs capped device structure using a HC1: 
H202 :H20 based wet etch. In the semiconductor layer struc- 
ture, a thin (5-10 nm) LTG:GaAs layer provides effective 
surface passivation. This layer prevents oxidation of under- 
lying doped layers, as well as providing bulk Fermi level 
pinning. Because of the pinning effect, it is possible to 
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FIG. 3. Scanning electron micrograph of regions of GaAs patterned using 
wet chemical etching with stamped xylyl dithiol as etch mask. 

IV. SHALLOW DEVICES/ETCHING 

To explore the possibility of making controlled hetero- 
structures extremely close to the surface we have applied 
thin LTG:GaAs cap layers on thin n++ layers. For ex- 
ample, it has been possible to grow a 100-Ä-thick Si-doped 
GaAs layer doped at ~1020/cm~3 on an «'-GaAs (uninten- 
tionally doped) buffer layer and capped by a 35 Ä LTG: 
GaAs layer. To illustrate the effective surface passivation 
and the ability to isolate regions using a shallow etch, we 
have built transmission line method (TLM) structures15 on 
this layer structure. The sheet resistance of this 135 Ä con- 
tact structure measured from TLM patterns with ex situ 
Ti/Au contacts fabricated using conventional UV lithography 
was 7?sh«633fl/square with a contact resistance pc«7 
X 10~7 ft cm2. The variation across the sample was less than 
15%. The measured sheet resistance and contact resistance 
indicate that the ohmic contacts to the layer are low resis- 
tance and that the thin LTG:GaAs cap layer had provided 
effective passivation of the heavily doped GaAs layer even 
in those regions not covered by metal. The measured sheet 
resistance is consistent with that predicted for a 10-nm-thick 
layer with activated donor density well above the bulk limit 
of «= 5 X 1018 cm-3 Given that the n + + layer is only 3.5 nm 
from the semiconductor surface, an unpassivated layer of this 
thickness would be expected to be largely (or completely) 
depleted by the surface Fermi level pinning, coupled with 
effects of surface oxidation. In that case, the low donor ac- 
tivation found in bulk GaAs doped with Si (as described 
earlier) would be expected in the remainder (un-oxidized 
portion) of the layer. 

The next step is to demonstrate that controlled stripping 
of this LTG:GaAs cap layer causes the oxidation and/or re- 
pinning of the Fermi level of the underlying n + + layer 
wherever the LTG:GaAs cap has been removed, thus causing 
the electrical isolation of the various n + + islands whose 
surface is protected by the contact metal. It has to be noted 
that while the oxidation rate of the LTG:GaAs layer is very 
small compared to that for conventional n-GaAs, a thin pro- 
tective oxide layer (r^^SOA) will form on the surface on 
exposure to the ambient. This oxidation process can be ac- 
celerated either by increased minority carrier generation in 
the LTG:GaAs induced by incident photons or by the use of 
a strong oxidizing ambient. Upon stripping of this thin oxide 
layer, the fresh surface begins oxidizing. Repeated formation 
followed by stripping of the thin oxide layer allows one to 
etch controllably thin layers of LTG:GaAs. Once the LTG: 
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FIG. 4. Measured resistance vs pad separation for TLM structure with 
öO/timXllOyum pads on device layer. Curves are shown for (i) unetched 
sample (as deposited), after one etch iteration of approximately 2.5 nm, and 
after two etch iterations, with a total etch depth of approximately 5 nm. The 
change in resistance indicates a dramatic change in the sheet resistance 
between the contacts. 

GaAs cap has been etched, the dynamics of the surface 
Fermi level pinning causes the formation of a relatively thick 
oxide and a large depletion region at the surface. Due to this 
behavior, controlled chemical etching using oxidation fol- 
lowed by stripping of the oxide thus formed leads to etching 
of only the LTG:GaAs cap and can be used to isolate n + 
+ islands as shown in Fig. 4. In this case, the sample surface 
was oxidized by exposing it to a hydrogen peroxide solution 
in steps of 60 s. Each oxidation iteration was followed by a 
stripping of the oxide using a 30 s dip in a dilute HCL:DI 
solution (1:8). The resistance between the TLM contact pads 
was measured after each such oxidation and strip "itera- 
tion." This oxidation and stripping iteration etches about 30 
Ä material at each instance. After three such iterations the 
contacts were completely isolated. The data plotted in Fig. 4 
show the measured resistance between adjacent pads versus 
pad separation for both the ' 'as-deposited'' case and follow- 
ing one and two iterations of etching. The increase in resis- 
tance following controlled etching of the LTG:GaAs cap 
layer is associated with a decrease in the conductance of the 
n + + layer between two contacts. The measured resistance 
versus pad spacing relationship changes little after the first 
iteration, indicating that the passivation effect of the LTG- 
:GaAs layer is still active. After the second iteration, the 
measured resistance increases dramatically, indicating that 
the contacts have been effectively isolated. This is as ex- 
pected, since the entire LTG:GaAs layer has been removed at 
this point, so the passivation effect is gone. Since the y in- 
tercept, as well as the slope of the curve, changes dramati- 
cally it appears that the conductive layer between electrodes 
has been effectively pinched off. Although the proximity of 
metal electrodes likely plays a role in the exact nature of the 
resistance versus spacing relationship after etching, the gen- 
eral trend should be observed even if metal electrodes were 
not present. The results of this study lead us to conclude that 
the passivation characteristics of thin layers of LTG:GaAs 
make this structure well suited for shallow-etched nanoelec- 
tronic stuctures. This feature will likely be essential for the 

realization of high density circuits, since relatively gentle 
(and low-damage) etching techniques can be used to pattern 
and isolate devices. 

The ability to isolate islands of n + + regions by stripping 
the LTG:GaAs is a novel way to fabricate both conventional 
devices and nanoelectronic devices. For example, we have 
been able to fabricate a metal semiconductor field effect tran- 
sistor (MESFET) by combining the ability to make low re- 
sistance ohmic contacts using LTG:GaAs capped n + + layer 
and the modification of the conduction into the substrate 
upon stripping the LTG:GaAs cap. The MESFET structure 
has an active region comprised of a 1500 Ä n-doped layer 
(sss2X 1017cm~3) separated from the nonalloyed ohmic con- 
tact structure («1020cm~3 capped by a 35-Ä-thick LTG- 
:GaAs) by a 50 Ä n-doped («IX 10l6cm~3) layer. Ti/Au 
contacts using conventional UV lithography were used to 
define the source and drain contacts. Before the gate deposi- 
tion the surface was treated with 3-5 iterations of the 
oxidation/strip iteration used in the study shown in Fig. 4. 
This would etch almost all of the top contact layer structure 
and the metal would be deposited on the lightly doped 
n-GaAs layer to form a Schottky contact. The resulting low- 
leakage MESFET indicates that we have been able to 
achieve good FET performance using a single structure to 
provide the source/drain contacts and the low-resistance 
channel access region. The chemical stability and surface 
electronic characteristics of the LTG:GaAs layer play essen- 
tial roles in providing an effective capping layer. Thus we 
are able to exploit the passivation/surface pinning character- 
istics of the LTG:GaAs layer on thin n + + layers and 
modify the type of contact (i.e., either a ohmic or Schottky 
contact) to the underlying heterostructure to form ohmic con- 
tacts and gate regions, respectively. 

For nanoelectronic device applications, these shallow 
etching techniques are especially interesting since they are 
compatible with self-assembly techniques, including the 
SAM based patterning described earlier in this article. SAM 
based resists can potentially provide nanometer scale pat- 
terns, but typically do not allow deep etching due to their 
limited resistance to wet chemical and dry etching tech- 
niques. However, it should be feasible to remove 10-20 nm 
of material using these materials as resists. In addition, self- 
assembly techniques can provide structures such as uniform 
islands and arrays of dots or lines, all at the nanoscale. The 
demonstration of suitable device and contact structures there- 
fore opens up the possibility of realizing nanoelectronic cir- 
cuits using relatively high throughput fabrication techniques. 

V. CONCLUSIONS 

In conclusion, we have described a nonalloyed contact 
structure which may be suitable for high density nanoelec- 
tronic device applications and discussed several experiments 
aimed at developing nanoscale device structures. A self- 
assembled monolayer of an organic tether molecule has been 
deposited selectively in regions defined by an elastomer 
stamp pad. The patterned SAM has been imaged using an 
ellipsometric imaging technique and has been used as an 
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effective mask for the wet chemical etching of the GaAs 
device layers. In addition, it has been shown that the thin 
layer of LTGiGaAs provides effective surface passivation for 
a FET-like device structure and that such devices can be 
patterned by shallow etching (~5 nm) of the layers. These 
demonstrations provide device approaches and fabrication 
techniques which can be integrated to develop a high density 
nanoelectronic device technology with high throughput fab- 
rication processes. 
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Role of As4 in Ga diffusion on the GaAs(001)-(2x4) surface: A molecular 
beam epitaxy-scanning tunneling microscopy study 
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The role of As4 molecules in Ga diffusion on the GaAs(001)-(2X4) reconstructed surface has been 
studied using a combined molecular beam epitaxy and scanning tunneling microscopy 
multichamber facility. We deposited 10% of a plane of Ga atoms onto an otherwise pristine surface, 
while exposed to two separate As4 beam equivalent pressures of 10~5 and 10~6 Torr. The higher 
As4 flux resulted in the production of fewer and larger islands, indicating that increasing the As4 flux 
increases the total interrogation area available to the Ga atoms before forming islands. © 7999 
American Vacuum Society. [S0734-211X(99)05904-1] 

I. INTRODUCTION 

The fabrication of III-V semiconductor structures is a 
major component of the rapidly growing wireless communi- 
cations and optoelectronics industry.' Unlike silicon based 
devices, which are mainly fabricated by ion implantation,2 

III-V semiconductor structures must be fabricated by depos- 
iting one plane of atoms on top of another until the entire 
structure is formed. Consequently, III-V structure fabrica- 
tion occurs solely at a surface. Naturally, a deeper under- 
standing of the fundamental processes involved in growth, 
such as surface diffusion and island nucleation, may result in 
higher performance structures.3 The most utilized surface for 
devices, and hence the most important surface for developing 
this understanding, is the GaAs(001)-(2X4) reconstructed 
surface. 

To date, Ga surface diffusion on the GaAs(OOl) surface 
has been extensively investigated using reflection high- 
energy electron diffraction (RHEED).4'5 These studies have 
played an important role in making predictions for the diffu- 
sion coefficient and the activation energy for the migration of 
Ga atoms. However, associating these values with the pure 
migration of Ga atoms can be ambiguous since the influence 
of surface defects, steps, and interactions between other ada- 
toms cannot be taken into account. The pure migration of 
individual adatoms on elemental semiconductor surfaces has 
been successfully measured without these complications by 
depositing submonolayer coverages onto otherwise pristine 
surfaces and using scanning tunneling microscopy (STM) to 
quantify the outcome.6 For binary compound semiconductors 
there is added complexity due to the unknown influence of 
the group V species, however we previously reported how to 
overcome these complications and successfully measured the 
Ga diffusion under normal growth conditions using STM. ' 
In molecular beam epitaxy (MBE) growth of GaAs, the flux 
of the Ga determines the growth rate, while the flux of the 
arsenic is self-limiting. However, it is not known exactly 
how the As4 flux effects the surface diffusion of the Ga at- 
oms. In this article, we investigate the role of the arsenic 
molecules on the migration of the Ga adatoms. 

"'Electronic mail: thibado@comp.uark.edu 

II. EXPERIMENTAL PROCEDURE 

Experiments were carried out in an ultrahigh vacuum 
(UHV) multichamber facility (5-8X10"" Torr throughout) 
which contains a customized, commercial MBE (Riber 32P) 
chamber and a surface analysis chamber with a commercial 
STM (Omicron).9 The MBE chamber was modified to in- 
clude a highly accurate and fast optical substrate temperature 
measurement system (±2 °C from 0 to 700 °C and updated at 
1 Hz) which utilizes the temperature dependence of the fun- 
damental band gap.10 Commercially available, "epiready," 
n+ (Si doped 10l8/cm3) GaAs(001)±0.1° substrates were 
loaded into the MBE system without any chemical cleaning. 
Once the surface oxide layer was removed, a 1.5 /xm thick 
GaAs buffer layer was grown at ~ 1 /x.mfh as determined by 
RHEED. 

The surface of the buffer layer was found to have several 
monolayers of roughness and a multitude of other atomic- 
scale defects. An algorithm was developed to remove this 
roughness and produce enormous terraces (~1 /xm wide) 
essentially free of defects while cooling the sample quickly 
to room temperature. The algorithm consisted of first holding 
the substrate temperature at 600 °C under an As4 beam 
equivalent pressure (BEP) of 10~6 Torr for 15 min to elimi- 
nate step bunching and produce large terraces. The substrate 
is then annealed at 570 °C under an As4 flux of 8 X 10~7 Torr 
for another 15 min to eliminate adatom and vacancy islands 
on the terraces. Next, the sample temperature was set to drop 
(heater current set to zero) to 450 °C (~1.5 °C/s) while dec- 
rementing the As4 flux in 10~7 Torr steps for every 10°C 
drop in sample temperature (i.e., the As valve is closed once 
the sample temperature falls below 500 °C). Once the sub- 
strate temperature reaches 450 °C the power to the substrate 
heater was restored to maintain a constant temperature for 15 
min. During this period the As4 flux still inside the growth 
chamber was pumped out to minimize condensation onto the 
sample's surface." Note, during the cool down from 570 to 
500 °C, the As4 flux plays a pivotal role in producing a high- 
quality surface. This is because above 500 °C arsenic subli- 
mates from the GaAs surface and an impinging As4 flux is 
required to replenish the lost arsenic. However, too much 
arsenic flux will drive the surface into supersaturation and 
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FIG. 1. Timing chart showing substrate temperature, Ga shutter position, and 
the As4 BEP for a deposition scenario near 540 °C. Once the power to the 
substrate heater is turned off, the substrate temperature decreases at a rate of 
~1.5 °C/s. Once the substrate reaches the desired temperature, the As4 flux 
is increased to either 1CT6 (solid line) or 1(T5 (dashed line) Torr and the Ga 
shutter is opened for 0.5 s, resulting in a growth of 0.1 ML of GaAs. 

the (2X4) surface reconstruction will be driven into the more 
arsenic rich c(4X4) surface reconstruction. 

The above algorithm allows for an island-free surface 
with larger terraces to be produced. This algorithm was 
slightly modified to allow us to deposit 10% of a plane of Ga 
atoms, while simultaneously exposing the surface to two dif- 
ferent As4 BEPs. To illustrate how the growth of the sub- 
monolayer coverages was completed, a timing chart showing 
the substrate temperature, the Ga shutter position, and the 
As4 BEP is shown in Fig. 1. Just prior to deposition, as stated 
above, the substrate is annealed at 570 °C while exposed to 
an As4 BEP of 8 X 10"7 Torr. Next, the heater power to the 
sample is set to zero and the sample begins to cool at 
— 1.5 °C/s. Once the sample temperature has reached the de- 
sired value the As4 BEP is increased to either 10~6 or 10~5 

Torr, and the Ga shutter is opened for 0.5 s to deposit 10% of 
a plane of GaAs (i.e., the growth rate is set to 20% of a plane 
per second). Since all the Ga metal is deposited in 0.5 s, and 
the sample temperature is dropping at —1.5 °C/s we can ac- 
curately determine the temperature. The As4 BEP of 10~6 

Torr and the Ga deposition rate of 20% of a plane per second 
yields an As4/Ga flux ratio of —15, thereby recreating typi- 
cal GaAs growth conditions which use a ratio between 10 
and 20. When the As4 BEP is 10"5 Torr, the As4/Ga flux 
ratio is —150, which allows us to study the Ga diffusion 
under extremely high arsenic concentration conditions. Note, 
we could not study the Ga diffusion at lower arsenic fluxes, 
because, as explained earlier, the surface begins to degrade if 
the arsenic pressure is too low. 

The Ga deposition on the (2X4) surface reconstruction 
was studied over as large a substrate temperature range as 
possible (570-460 °C) with two different arsenic fluxes. Af- 
ter deposition, the sample was transferred to the STM cham- 
ber through an all UHV transfer module. Once the sample 
and the STM reached thermal equilibrium with the STM 
imaging stage (—15 min), multiple images (6-12) were ac- 
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FIG. 2. Filled state STM images (-3.0 V, -0.2 nA) of the GaAs(OOl)- 
(2X4) surface after deposition of 10% of a monolayer of GaAs onto a 
pristine surface. The deposition temperature is 540 °C for all the images: (a) 
1 /tm by 1 fixa image, inset image shows an atomically well-ordered sub- 
strate; (b) 100 nm by 100 nm image of surface prepared with an As4 BEP of 
10~6 Torr, yielding 41 islands; (c) same conditions as in (b) but with an As4 

BEP of 10"5 Torr yielding 19 islands. 

quired from several, random, step-free regions that were ei- 
ther 200 nm by 200 nm or 100 nm by 100 nm in size to get 
an average island number density for each run. 

III. RESULTS AND DISCUSSION 

Typical filled state STM images of the GaAs surface after 
the deposition of 10% of a monolayer are shown in Fig. 2. 
The routine observation of l-/ttm-wide terraces allowed for 

Temperature (°C 
527 496 468 

1.20 1.25 1.30 1.35 

1 /T(10"3K"1) 

FIG. 3. Complete data set of island number density vs substrate temperature 
for two different As4 BEP values. The error bars represent ±1 standard 
deviation as calculated from a set of images from each deposition tempera- 
ture. 
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these and several other STM images to be acquired far from 
surface steps and shown in Fig. 2(a). The surfaces were well 
ordered and essentially free of defects down to the atomic 
scale as shown in the inset image within Fig. 2(a). Typical 
STM images for 10% of a plane of Ga atoms deposited on a 
surface at 540°C using an As4 BEP of 10~6 and 10"5 Ton- 
are shown in Figs. 2(b) and 2(c), respectively. One striking 
feature is that there are less islands and the islands are larger 
in size when the As4 BEP is higher. The increase in the 
island size is because the same amount of material is depos- 
ited for both As4 BEPs, however a fewer number of islands 
were created. 

The tendency of producing larger and hence fewer islands 
when the Ga atoms are deposited in a higher As4 BEP envi- 
ronment persisted across the entire temperature range stud- 
ied. For both As4 BEPs, the average island number density is 
plotted on a logarithmic scale versus inverse temperature and 
shown in Fig. 3. These data points represent the average 
island number densities counted from all STM images ac- 
quired. One surprising feature is that the slopes for both 
10~6 and 10""5 Torr As4 BEPs are almost identical. This 
indicates that the activation energy barrier height for Ga dif- 
fusion is the same. However, the intercepts for these data sets 
are significantly different. The intercept change reflects the 
change in island number density between the two As4 BEPs. 
Fewer islands under higher As4 pressures indicates that the 
Ga atoms are able to interrogate a larger area of the surface 
than when exposed to lower As4 pressures. 

First-principles total-energy calculations of the activation 
energy for the pure migration of Ga atoms in an arsenic-free 
environment show that the diffusion is highly anisotropic.12 

The barrier height was found to be 1.5 eV along the [110] 
direction, while only 1.2 eV along the [110] direction. This 
difference results in^5a atoms being 100 times more likely to 
diffuse along the [UO] direction than along the [110] direc- 
tion at normal growth temperatures. Consequently, the Ga 
atoms in an arsenic-free environment are diffusing only in 
one dimension or along a line on the crystal's surface. There- 
fore, the Ga atoms will interrogate much fewer surface sites 
in a given unit time, than if they were able to diffuse freely 
in all directions. 

We believe the low arsenic pressure data represent essen- 
tially the pure migration of Ga atoms on the surface with 
minimal influence due to arsenic. Under these conditions the 
Ga diffuses only in one dimension and hence can only inter- 

rogate the crystal surface along a line. When the arsenic 
pressure is high, the Ga atom diffusion is modified in such a 
way that the Ga atom can interrogate a larger area of the 
crystal surface but still experience the same energy barrier 
height (see Fig. 3). Thus, we believe the effect of the in- 
crease in the As4 flux is to lower the activation energy barrier 
for hopping in the [110] direction closer to the barrier height 
in the [UO] direction (1.2 eV). This results in the Ga atoms 
diffusing more isotropic in two dimensions, which allows 
them to interrogate a much greater area of the surface, while 
still yielding the same activation energy for hopping. 

IV. CONCLUSION 

The effect of As4 flux on the diffusion of Ga atoms on the 
GaAs(001)-(2X4) reconstructed surface has been studied. It 
has been determined that the higher arsenic pressure leads to 
the production of larger and fewer islands when compared to 
those obtained at the lower As4 BEP. These two observations 
suggest that the additional arsenic flux increases the mobility 
of the Ga atoms by possibly opening previously prohibited 
diffusion channels. 
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Cross-sectional scanning tunneling microscopy (STM) has been used to characterize compositional 
structures in InAs0 87Sb0 J3/InAs0 73P0 27 and InAs0g3Sb017/InAs060P040 strained-layer superlattice 
structures grown by metal-organic chemical vapor deposition. High-resolution STM images of the 
(110) cross section reveal compositional features within both the InAsxSbi_x and InAs^Pi-y alloy 
layers oriented along the [112] and [112] directions—the same as those in which features would be 
observed for CuPt-B type ordered alloys. Typically one variant dominates in a given area, although 
occasionally the coexistence of both variants is observed. Furthermore, such features in the alloy 
layers appear to be correlated across heterojunction interfaces in a manner that provides support for 
IJ.I-V alloy ordering models which suggest that compositional order can arise from strain-induced 
order near the surface of an epitaxially growing crystal. Finally, atomically resolved (110) images 
obtained from the InAsO87Sb013/InAs073P027 sample reveal compositional features in the [112] and 
[112] directions, i.e., those in which features would be observed for CuPt-A type ordering. 
© 1999 American Vacuum Society. [S0734-211X(99)08404-8] 

I. INTRODUCTION 

Mid- to long-wavelength infrared emitters and detectors 
are of great importance for applications such as chemical 
sensing, fiber communication, molecular spectroscopy, and 
infrared detection. InAsxSb[_x-based alloys and superlattices 
have shown great promise for mid- to long-wavelength in- 
frared devices operating at wavelengths from 3 to 12 /urn}'2 

These materials are of particular interest because in narrow 
band gap materials, the threshold energy for Auger pro- 
cesses, which frequently suppress the radiating 
recombination,3 is reduced and the wavelength at which 
emitters operate at room temperature is therefore typically 
limited to —2.1-2.3 /im.4 For InAs^Sbi-^-based materials 
grown on GaSb or InAs substrates, the compressive strain in 
the InAs^Sbj.^. layer will facilitate population inversion in 
laser structures5 and will suppress Auger processes by de- 
creasing the hole effective mass and increasing the Auger 
process threshold energy.3 In addition, InAs^-Sbj-^/ 
InAs^Pi-y heterostructures have been of considerable recent 
interest for such applications, because the enhanced valence- 
band offset improves the heavy-light hole splitting within the 
compressively strained InAs^Sbi-^. layer, further suppress- 
ing Auger processes.6 Crystal quality is also expected to be 
improved due to strain compensation. 

For a variety of ternary and quaternary III-V alloys, fea- 
tures in compositional structure such as ordering, clustering, 
phase separation, and spontaneous compositional modulation 
have been observed to occur.7-10 Such features may signifi- 
cantly influence material properties such as band gap,11 

interface    quality,    carrier    mobility,    or    luminescence 

''Electronic mail: ety@ece.ucsd.edu 

spectra.12-15 Indeed, partial CuPt-B type ordering has been 
observed to occur, and to lead to a reduction in band gap, 
within InAs^Sbj-^. alloys for Sb compositions as low as x 
«*0.07-0.14.2,10 In InAs^Sbj.^ alloys, ordering-induced 
band gap narrowing can extend the useful photoresponse to 
8-12 fim, corresponding to band gaps as small as —100 
meV, much smaller than expected for random alloys.16 The 
existence of a similar compositional structure, and its precise 
nature, within InAs^Sbi-^/InAs^P^-y superlattices, and es- 
pecially within the InAs^Sbj.^ layer, may significantly in- 
fluence material and device properties. A detailed under- 
standing of the atomic-scale compositional structure within 
such heterostructures is therefore essential for optimization 
of material properties and device performance. 

In this article, we describe ultrahigh-vacuum cross- 
sectional scanning tunneling microscopy (STM) studies of 
pseudomorphic InAs^Sbj^^/InASyPi-j, strained-layer super- 
lattices (SLS) grown on InAs (001) substrates. Details con- 
cerning the experiments and sample structures will be dis- 
cussed in Sec. II. High-resolution STM images obtained 
from both cross-sections of InAs;cSb1_.c/InAs),P1_.y SLS 
samples revealing features in compositional structure with an 
orientation similar to that observed in both CuPt-B type and 
CuPt-A type ordering will be presented in Sec. III. Further- 
more, compositional features with similar local strain rela- 
tive to that in the surrounding material are observed to be 
correlated across the heteroj unction interfaces, suggesting 
that strain plays a very important role in the determination of 
compositional structure in these materials. Section IV con- 
cludes the article. 
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STM tip 

STM tip 

(110) 

FIG. 1. Schematic diagram of the sample structure and STM geometry used 
in these studies. Samples consist of a 500 Ä InAs buffer layer grown on an 
«-type InAs (001) substrate, followed by a ten-period InAs^Sb^,/ 
InASjP, 
layer. 

multiple-quantum-well structure capped by a final InAsvP, 

II. EXPERIMENT 

The InASjSt^-j/InASyPj-j, multiple-quantum-well 
(MQW) samples used in these studies were grown by metal- 
organic chemical vapor deposition (MOCVD). The growth 
temperature was 500 °C and the growth rate was 2.5 Ä/s; 
additional details concerning the growth apparatus and pro- 
cedures are described elsewhere.6'17 Figure 1 shows a sche- 
matic illustration of the sample structure and STM geometry. 
For each sample, a 500 Ä InAs buffer layer was grown ini- 
tially on n-type InAs (001) substrates, followed by a ten- 
period InASjSbi-j/InASj.Pi-y MQW structure, and finally 
another InASjPj-j, layer. Here we present results obtained 
from two samples—a 65 Ä InAs087Sb013/90 Ä InAsa73Pa27 
MQW structure sample, and a 110 Ä InAs083Sb017/112 A 
InAs06P04 MQW structure sample. STM studies were per- 
formed on both (110) and (110) cross-sectional surfaces ex- 
posed by in situ cleaving in an ultrahigh-vacuum (UHV) 
STM chamber at a pressure of ~7X10~" Torr. Electro- 
chemically etched W tips and commercially available Pt/Ir 
tips cleaned in situ by electron bombardment were used for 
these studies. 

III. RESULTS AND DISCUSSION 

Figure 2(a) shows a three-dimensional rendering of a 210 
ÄX210 Ä filled-state (110) constant-current STM image of 
the 65 Ä InAs087Sb013/90 Ä InAso.73Po.27 multiple quantum 
well structure, obtained at a sample bias of —1.6 V and a 
tunneling current of 0.1 nA. The InAs^Sb,^ layer appears 
brighter (higher topographically), while the InAs^P^y, layer 
appears darker (lower topographically), with a typical topo- 
graphic contrast of —2-2.5 Ä between the two layers. The 
topographic contrast observed between the InAs^Sb, _x and 
InASyPj^j, layers can arise from two sources. First, the 
valence-band edge of InAs087Sb0.i3 is higher than that of 

[110] 

[110] 

FIG. 2. (a) Three-dimensional rendering of a 210 ÄX210 A (110) constant- 
current STM image of the InAs087Sb0 n/InAs(17,P(,27 multiple-quantum- 
well structure, obtained at a sample bias voltage of -1.6V and a tunneling 
current of 0.1 nA. [112] compositional features correlated across heterojunc- 
tion interfaces are marked by arrows, (b) Three-dimensional rendering of a 
230 ÄX230 Ä constant-current (110) STM image of the InAso^Sb,,,,/ 
InAs060Pa40 multiple-quantum-well structure, obtained ata sample bias 
voltage of —1.8 V and a tunneling current of 0.1 nA. [112] and [112] 
compositional features correlated across heterojunction interfaces are 
marked by arrows. 

InAsn.73P0.27, leading to a larger tip-sample separation, i.e., 
greater topographic height, in the InAsvSb,_v layer in a 
filled-state constant current STM image. Second, the com- 
pressive and tensile strain in the InAsvSb,^A. and InASyP,^ 
layers, respectively, will lead to actual topographic variation 
on the cleaved surface. The compressively strained 
InAs^Sb]^ layer will protrude slightly, while the InASyP,^ 
layer, which is under tensile strain, will be slightly de- 
pressed. The morphological variations will also cause the 
InAsvSb,_v layer to appear higher and the InAsvP,_v layer 
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to appear lower topographically. A simple calculation based 
on elasticity theory18-19 indicates that the amplitude of these 
undulations should not exceed a few tenths of an angstrom; 
the contrast between the InAs0.87Sb013 and the InAs073P027 

layers therefore appears to be primarily electronically in- 
duced. 

In addition to the overall contrast between different 
layers, detailed variations in contrast corresponding to local 
variations in electronic and, by extension, compositional 
structure  are  clearly  visible.   Specifically,   compositional 
features aligned along the (112) directions in both the 
InAs^Sbi^ and InAs^P^^ layers are clearly seen. In Fig. 
2(a), compositional features along the [112] direction in the 
(110) plane (perpendicular to the [111] direction in the crys- 
tal),   are  clearly  visible  in  both  the  InAs0.73Po27  and 
InAs087Sb0.i3 alloy layers. These [112] features are associ- 
ated with compositional variations along the [111] direction 
in the crystal. In CuPt-B type ordering, the type most com- 
monly observed in III-V zincblende semiconductors, the 
composition is periodic with a period of 2a/ V3 (where a is 
the cubic lattice constant) along the [111] and [111] direc- 
tions in the crystal. The features seen in Fig. 2_(a) are there- 
fore reminiscent of those associated with the (111) variant of 
CuPt-B type ordering. However, the compositional structure 
observed does not correspond to actual CuPt-B type order- 
ing, for which the periodicity in the [111] direction would be 
only ~7 Ä. The_ observation of compositional variations 
along only the [111] direction is most likely a local charac- 
teristic of the area imaged by STM, as previous studies of 
InAs^Sbj^ alloys have shown that CuPt-B type ordering 
can occur in these materials with local variations present in 
the relative intensities of the (111) and (111) variants.10 

Closer examination of the STM image reveals that com- 
positional structure in the alloy layers appears to be corre- 
lated across heterojunction interfaces. Specifically, dark re- 
gions in the InASyPj^ layer in Fig. 2(a)_appear to extend 
across the heteroj unction interfaces in the [112] direction and 
marge with dark regions in the InAs^Sbj^ alloy. In the 
InAs^Sbi^ alloy, increasing the Sb concentration will cause 
the valence-band edge to move higher in energy and the 
degree of compressive  strain to increase,  while in the 
InAs^Pj^ alloy, increasing the P concentration will cause 
the valence-band edge to move lower and the degree of ten- 
sile strain to increase. The areas of dark contrast in the 
InASjPi^ layer, therefore, correspond unambiguously to re- 
gions of P-rich composition, with greater tensile strain than 
the surrounding alloy, while those in the InAs^Sb^^ layer 
correspond to As-rich regions, with less compressive strain 
relative to the surrounding material. The alignment of P-rich 
regions in the InASyP^ layer with As-rich regions in the 
InAs^Sbj^ layer observed in the image therefore corre- 
sponds to an alignment within (111) planes across hetero- 
junction interfaces of regions with a smaller average lattice 
constant than the surrounding material. 

Figure 2(b) shows a three-dimensional rendering of a 230 
AX230 Ä mied-state (110) constant-current STM image of 
the   110  Ä  InAs0.83Sb0.17/112  Ä  InAs0.60P040  multiple- 
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quantum-well structure, obtained at a sample bias of -1.8 V 
and a tunneling current of 0.1 nA^In this image, composi- 
tional features aligned along the [112] and [112] directions 
are visible in both the InAs083Sb0.17 and InAs0.60P040 layers. 
Unlike the region shown in Fig. 2(a), where compositional 
variation is observed predominantly along the [111] direc- 
tion, features corresponding to compositional variation in 
both the [111] and [111] directions are observed to coexist in 
this image. On the basis of previous transmission electron 
diffraction studies of InAs^Sbj _x alloy ordering in which the 
relative intensities of CuPt-B type ordering variants were 
found to vary with location in the sample,10 we believe that 
observations of compositional features along both the [Til] 
and [ill] directions or of compositional features along only 
one of these directions in different images reflect local varia- 
tions within a given sample, rather than systematic differ- 
ences between samples. 

Figure 2(b) also reveals the presence of correlations of 
compositional features across the heterojunction interfaces 
similar to those seen in Fig. 2(a). As with the previous 
sample, increasing the Sb concentration in the InAs^Sb^ 
alloy will cause the valence-band edge to move higher in 
energy and the degree of compressive strain to increase, 
while increasing the P concentration in the InAs^P^ alloy 
will cause the valence-band edge to move lower and the 
degree of tensile strain to increase. Darker features in both 
the InAs^Sbi^ and InASyP^ layers are therefore associ- 
ated with an average lattice constant smaller than that in the 
surrounding material, while brighter features are associated 
with a larger average lattice constant. The observation, in 
both samples studied, of correlation across heterojunction in- 
terfaces of regions with similar strain relative to the sur- 
rounding material suggests that local strain is a significant 
factor in the determination of compositional structure in 
these materials. Theoretical models of ordering in III-V al- 
loys have suggested that alloy ordering arises from strain- 
induced order in  surface reconstructions present during 
growth that is subsequently incorporated into the structure of 
the epitaxially grown alloy.20-22 Our observations described 
above are consistent with such models of ordering during 
epitaxial growth, and further suggests that, to some degree, 
such ordering can propagate across heterojunction interfaces.' 

We  have   also  obtained  STM  images   of the   (110) 
cross-sectional surface for the 65 Ä InAs087SbOI3/90 Ä 
InAs073P027 multiple-quantum-well sample. These images 
provide additional information about compositional structure 
within the group V sublattice. Figure 3(a) shows_ a three- 
dimensional rendering of an atomically resolved (110) filled- 
state STM image obtained at a sample bias of -1.65 V and 
a tunneling current of 0.1 nA. From fhisjmage we see that 
features oriented along the [112] and [112] directions are 
present within the InAs^Sb]^ layer. Such features corre- 
spond to compositional variation along the [111] and [111] 
directions, respectively, the same as those in which compo- 
sitional variations occur for CuPt-A type ordering, which is 
observed    much    less    frequently    than    CuPt-B    type 
ordering.22'23 
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(3)    lnAsM7Sba13(65Ä) 
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termined. In the bottom plane indicated in Fig. 3(a), five of 
the seven group V atoms in the top layer are Sb. In the 
middle plane, only the rightmost [110] row of atoms in the 
top layer clearly contains Sb; the remainder appear to be As 
atoms. For perfect CuPt-A type ordering, the top and bottom 
planes would contain only Sb, and the middle plane only As. 
While the group V composition in the second-layer atomic 
rows cannot be determined unambiguously from this image, 
the compositional structure observed in the top-layer rows 
strongly suggests that the area described above possesses a 
high degree of the (111) variant of CuPt-A type ordering. 
Because the average Sb composition in the alloy is only 
-13%, it is not unexpected that only small regions of highly 
ordered material would be observed. 

• • Top and second layer As atoms 

O o Top and second layer Sb atoms 

O o Top and second layer In atoms [001] 

[110] 

6 [110] 

FIG 3 (a) Three-dimensional rendering of a constant-current (110) STM of 
an InAs(187Sb()13 layer within the InAs0.87Sbal3/InAsa73P0.27 superlattice, 
obtained at a sample bias voltage of -1.65 V and a tunneling current of 0.1 
nA Compositional features aligned in the [112] and [112] directions are 
delineated by dotted lines. The magnified view at right contains an area with 
a high degree of CuPt-A type ordering, (b) Schematic illustration of the 
(111) variant of perfect CuPt-A type ordering in InAStSb, _, . 

The resolution attained in this image is sufficient for more 
detailed investigations of compositional structure on the ex- 
posed (110) surface, which reveal nanoscale regions within 
the alloy in which strong CuPt-A type ordering appears to 
occur. In the magnified view of the InAs^Sb, _, layer shown 
in Fig. 3(a), a compositional feature aligned in the [112] 
direction is indicated. The bright and dark atoms in the im- 
age correspond to Sb and As, respectively. Simple counting 
yields a composition of approximately InAs0 77Sb0.23 m tms 

region of the alloy. In the magnified view, three arrows in- 
dicate the intersections of three adjacent (111) planes in the 
crystal with the exposed (110) cross-sectional surface. Figure 
3(b) shows the compositional structure that would corre- 
spond to ideal CuPt-A type ordering, with the planes corre- 
sponding to those indicated in Fig. 3(a) marked by arrows. In 
the uppermost plane indicated in Fig. 3(a), six of the seven 
group V atoms in the top layer are Sb, with one being unde- 

IV. CONCLUSION 

Cross-sectional STM has been used to investigate compo- 
sitional    structure    in    InAs0.87Sbai3/InAso.73Po.27    and 

InAso81Sb017/InAs0.60P0.4o       strained-layer       superlattice 
samples. Filled-state (110) cross-sectional images of both 
samples    reveal    compositional    features    within    both 
InAsASb,_r and InAs^P,-, layer with orientations that are 
the same as those present for CuPt-B type ordering regions 
in which compositional variations in both the [111] and 
[HI] directions coexist as well as areas in which one orien- 
tation dominates are observed. Furthermore, clear evidence 
is found that certain compositional features are correlated 
across heterojunction interfaces within the superlattices. De- 
tailed analysis reveals that these compositional features are 
associated with local strain, suggesting that strain plays a 
very important role in the determination of compositional 
structure within these materials. These observations lend 
support to theories of ordering in epitaxially grown material 
in which surface reconstructions present during growth in- 
duce near-surface compositional order, which is then incor- 
porated into the epitaxially grown alloy. Finally, atomically 
resolved (110) cross-sectional images of an InAso.87Sbo.13/ 
InAs073Po27 multiple-quantum-well sample reveal nanoscale 
regions in the InAs,Sb,_, layer within which the composi- 
tional structures appears to possess a high degree of CuPt-A 
type ordering. 
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We have studied the evolution of AlSb-on-InAs(OOl) surfaces and interfaces grown by 
molecular-beam epitaxy using in situ scanning tunneling microscopy. We find that forming 
InSb-like interfacial bonds on an InAs(001)-(2X4) surface creates surface roughness because the 
surface In coverage inherent to the (2X4) reconstruction is insufficient to form a complete 
InSb(001)-(l X3)-like surface layer. This morphological roughness can be eliminated by depositing 
additional In to compensate for the different compositions of the reconstructions. We have also 
grown three different 5-monolayer-thick films of AlSb on the InSb-like interface to study the effect 
of growth conditions on the film surface morphology. The AlSb surface can be improved by either 
raising the growth temperature or by growing the film using migration-enhanced epitaxy. Finally, 
we present electrical characterization of InAs/AlSb/GaSb resonant interband tunneling devices 
fabricated with different growth procedures. The possible effects of various growth procedures on 
interfacial quality and device properties are discussed. © 1999 American Vacuum Society. 
[S0734-211X(99)05404-9] 

I. INTRODUCTION 

The formation of high-quality interfaces between the 
nearly lattice matched "6.1 Ä" family of III—V semiconduc- 
tors, InAs, GaSb, and AlSb, is an important step in the de- 
velopment and fabrication of electronic and electro-optic de- 
vices from this material system. These materials have been 
used to make both type-I resonant tunneling diodes (RTDs) 
and type-II resonant interband tunneling diodes (RITDs) that 
show great promise for high-speed (terahertz) electronics.12 

Whereas the RTDs use InAs for both the cladding and quan- 
tum well material and AlSb for the tunneling barriers, the 
RITDs use GaSb instead as the quantum well material. In 
both cases the AlSb barrier layers are typically very thin, ^5 
monolayer (ML), and the transmission coefficient for elec- 
trons to tunnel through both barriers is strongly peaked for 
particular energies. Accordingly, the electrical properties of 
these structures may be sensitive to both submonolayer fluc- 
tuations in the barrier thickness and atomic-scale composi- 
tional variations across the interfaces.1'3,4 The incorporation 
of these structures into reliable high-speed circuits therefore 
requires an understanding of how to create smooth and 
abrupt interfaces with minimal interfacial disorder. 

Interfacial disorder is caused by both kinetics and thermo- 
dynamics, and can be characterized by two components. 
When discussing interfacial disorder, we generally distin- 
guish between morphological roughness, i.e., nanoscale 
variations in the position of the interface, and intermixing, 
i.e., fluctuations in the chemical composition on the atomic 
scale. Roughness is typically associated with surface topog- 

a)Electronic mail: brettn@engineering.ucsb.edu 
''Electronic mail: Lloyd.Whitman@nrl.navy.mil 

raphy that has evolved during the growth. When epitaxial 
growth does not occur in a step-flow manner, but proceeds 
instead by the nucleation and growth of islands on the sur- 
face, islands present at the time an interface is formed will 
cause interfacial roughness. The second component, inter- 
mixing, may occur during growth due to local disorder or 
inter-atomic exchange, or after an interface is formed due to 
fhermodynamically driven interdiffusion. Although in some 
cases compositional variations may be favorable, by helping 
to reduce strain at the interface, for example, more often the 
ill-defined interfaces resulting from such disorder are ex- 
pected to degrade device performance. 

In previous work, we employed in situ scanning tunneling 
microscopy (STM) to characterize the surfaces that evolve 
during the growth of AISb/lnAs RTD-like structures by 
molecular-beam epitaxy (MBE).5 We found that exposing an 
InAs surface to a Sb2 flux creates a bilevel surface with 
vacancy islands covering —25% of the surface. Upon further 
deposition of AlSb and then InAs layers on top of such a 
bilevel surface, the surface roughness due to islanding in- 
creased with each successive layer. Here, we describe our 
efforts to improve these growth surfaces and interfaces by 
understanding the atomic-scale structures that arise during 
growth, and thereby develop growth procedures that mini- 
mize interfacial roughness (although not necessarily inter- 
mixing, which we are also presently in the process of char- 
acterizing). Furthermore, we have begun to examine how 
these new procedures affect the electrical characteristics of 
functional RITDs. 

II. EXPERIMENT 
The experiments were carried out in an interconnected, 

multichamber ultrahigh vacuum facility that includes a solid- 
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source MBE chamber equipped with reflection high-energy 
electron diffraction (RHEED), and a surface analysis cham- 
ber equipped with a STM.6 All samples for STM study were 
grown without intentional doping on InAs(OOl) substrates 
using "cracked" arsenic and antimony. Growth rates for 
InAs and AlSb were calibrated by RHEED intensity oscilla- 
tions. Following oxide removal, ~0.5-/tm-thick InAs buffer 
layers were grown with a 5:1 beam equivalent pressure ratio 
of As:In at 1 ML/s, with 30 s interrupts under As2 every 90 
s. The substrate temperature during the buffer layer growth 
was approximately equal to the congruent sublimation tem- 
perature of InAs, estimated to be 470 °C. We have previ- 
ously shown that by gradually reducing the As2 flux during a 
10 min interrupt following growth of the buffer layer, an 
island-free InAs surface is produced with a well-ordered As- 
terminated (2X4) reconstruction.5 

After completion of the InAs buffer layer, the substrate 
temperature was reduced and AlSb growth was initiated by 
forming InSb interfacial bonds via migration-enhanced epi- 
taxy (MEE). A layer of In was first deposited on the clean, 
As-terminated InAs surface, followed by a brief Sb2 expo- 
sure. For example, the following shutter sequence would be 
used at the end of the 10 min interrupt: close the As shutter, 
open the In shutter for 1 s (1 ML), then open the Sb2 shutter 
for 2 s. Next, a 5-ML-thick AlSb film was deposited on the 
InSb-like interface. Three different growth procedures for 
this layer were examined, including different growth tem- 
peratures, as will be described later. In each case, after de- 
positing the 5 ML AlSb film a 15 s interrupt under Sb2 was 
performed, and then the sample was allowed to cool to room 
temperature. In a RTD or RITD structure, these AlSb sur- 
faces would represent possible starting surfaces upon which 
the InAs or GaSb quantum well material would be deposited. 
Immediately following the completion of each growth, the 
samples were removed from the MBE chamber and trans- 
ferred in vacuo to the surface analysis chamber (base pres- 
sure <1X10"10 Torr), as described previously.5 All STM 
images shown here were acquired in constant-current mode 
with sample biases ranging from —1.2 to —3.3 V and tun- 
neling currents between 30 pA and 0.7 nA. 

As a first step to correlating device performance with 
growth procedures specifically developed using the results of 
our surface and interface characterization, we have fabricated 
several complete InAs/AlSb/GaSb RITD structures on both 
InAs and GaAs substrates. For each substrate type, two 
samples were grown: one using a "conventional" growth 
procedure, and the other implementing a number of changes 
in the growth intended to affect interfacial structure. All four 
RITD samples were grown at —440 °C, and consist of a 9 
nm (30 ML) GaSb quantum well between two 1.5 nm (5 
ML) AlSb barriers. Silicon was used as a n-type dopant for 
all the doped layers of the structure. For the InAs substrates, 
a l-/ttm-thick InAs buffer layer doped at 3 X 1018 cm-3 was 
grown first, followed by 30 nm of InAs doped at 1 
X 1017 cm-3, and then 12 nm of undoped InAs. The first 
AlSb barrier was grown on this undoped layer, with InSb- 
like interfacial bonds formed using MEE. For the conven- 

Height (ML) 

FIG. 1. Filled-state STM images (60 nmX60 nm) of (a) clean InAs(001)-(2 
X4); (b) InAs after depositing 1 ML of In and exposing to 2 s of Sb2; and 
(d) InAs after depositing about 1.25 ML of In and exposing to 2 s of Sb2. 
The height histogram for a single substrate terrace on the surface shown in 
(b) is displayed in (c). 

tional growth, 1 ML of In+2 s Sb2 was used during the 
MEE. For the alternate growth, additional In was deposited 
(as will be explained later). At the interface between the 
second AlSb barrier and the adjoining InAs layer, InSb-like 
bonds were also formed using MEE (with 1 ML of In). The 
InAs immediately on top of the second AlSb barrier was 
undoped for the first 12 nm, doped at 1 X1017 cm-3 for the 
next 30 nm, and then doped at 3 X 1018 cm-3 for the final 
0.2 jjum. During the alternate growth procedure, in addition 
to using additional In during formation of the first AISb/lnAs 
interface, 100 s interrupts were added after the growth of the 
first AlSb barrier layer, the GaSb quantum well, and the sec- 
ond AlSb barrier. Similar RITD samples were grown on the 
semi-insulating GaAs substrates; the only difference is that a 
0.2-yU.m-thick AlSb buffer layer and 0.5 /xm of undoped InAs 
were grown before the doped InAs buffer layer. After 
growth, standard photolithography procedures were used to 
fabricate an array of gold ohmic contacts that also served as 
an etch mask for the formation of mesa RITDs. Current 
density-versus-voltage spectra were then recorded at room 
temperature for devices from each sample. 

III. RESULTS AND DISCUSSION 

A typical STM image of the InAs buffer layer surface 
(after the 10 min interrupt) is shown in Fig. 1(a). The surface 
is nearly ideal, composed of atomically smooth terraces 
separated by monolayer-height (3 A) steps. As previously 
reported, micron-scale images show that the terraces are 
—0.5 fim wide with essentially no islands.5 On the atomic 
scale, the surface exhibits a well-ordered (2X4) reconstruc- 
tion, consistent with the sharp diffraction spots observed in 
the RHEED. Atomic resolution images (not shown) are simi- 
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lar in appearance to those previously reported for the As- 
terminated InAs and GaAs(001)-(2X4) surfaces, and are 
consistent with the generally accepted /32(2X4) model for 
this reconstruction.7 In this model, the surface III-V layer is 
nonstoichiometric, consisting of 1/2 ML of As on top of 3/4 
ML of In. The 1/2 ML of As is in the form of dimers with 
each dimer bond oriented in the [110] direction. Pairs of 
these dimers align in rows along the [110] direction [the 
rows visible in Fig. 1(a)], separated by a row of single As 
dimers one InAs layer below. 

The first interface of interest in a RITD structure is the 
AlSb-on-InAs interface, i.e., the interface directly before the 
first barrier layer. A key issue in the heteroepitaxial growth 
of antimonides on arsenides (or vice versa) is the type of 
interfacial bonds that are formed. For AISb/lnAs, the inter- 
facial bonds can be either InSb-like or AlAs-like. For a num- 
ber of reasons, including the general observation that InSb- 
like interfacial bonds lead to more abrupt interfaces,8-11 we 
usually prepare our interfaces with this bond type. When this 
interfacial layer is created from the InAs starting surface by 
MEE (1 ML of In followed by 2 s of Sb2), the RHEED 
pattern changes from the sharp (2X4) of clean InAs, to a 
streaky (1X3). Although we expect that the surface formed 
in this way should be terminated primarily with Sb, there 
may still be some remnant As present. [We will refer to this 
surface henceforth as the InSb(As) surface or interface.] An 
image of such a surface is displayed in Fig. 1(b). As dis- 
cussed previously,5 these surfaces exhibit a disordered (1 
X3)-like reconstruction with vacancy islands covering a 
quarter of the surface. The bifurcation of the surface into two 
levels is shown quantitatively in Fig. 1(c) by the height his- 
togram for a single substrate terrace. 

The (lX3)-like reconstruction of this InSb(As) surface is 
similar in appearance to that observed for other III—Sb ma- 
terials. Based on our work5 and previously reported results 
and models,12-14 we believe the InSb(As) surface has a struc- 
ture like the (1X 3)/c(2 X 6) reconstruction proposed for the 
clean III—Sb surfaces: a full plane (1 ML) of group III atoms 
covered by 1 2/3 ML of group V atoms (in this case possibly 
Sb and As). We have demonstrated elsewhere that the for- 
mation of vacancy islands is a direct result of the different 
compositions of the clean InAs (0.5 ML As/0.75 ML In) and 
Sb-terminated surfaces (~1.7 ML Sb+As/1 ML In).15 When 
depositing 1 ML of In during MEE, one can think of 1/4 ML 
of this In "filling in" the In missing from the original (2 
X4)-reconstructed surface, while the other 3/4 ML remains 
as additional islands on the surface. Terminating this In with 
Sb, to complete the Sb-rich (lX3)-like reconstruction, leads 
to the observed 75%/25% bilevel surface morphology. Given 
this understanding of the vacancy island formation, and ad- 
ditional 0.25 ML of In can be added during the MEE proce- 
dure to compensate for the different compositions of the re- 
constructions. The much smoother morphology that results is 
shown in Fig. 1(d). For this growth the vacancy island cov- 
erage has been reduced to <7%. The primary limitation to 
getting a flat surface is depositing the precise amount of In 
which is needed.15 

FIG. 2. Filled-state images of a 5-ML-thick AlSb film grown on a surface 
like that shown in Fig. 1(d). (a) Grown at 400 °C. (b) Grown at 470 °C. A 
higher resolution image of this surface, 17 nmX 17 nm, is shown in (c). (d) 
Grown with layer-by-layer MEE at 400 °C. Images (a), (b), and (d) are 130 
nmX130 nm, and have a gradient component added to the gray scale to 
accent the step edges. 

We now proceed to examine the second interface—the 
one between the first AlSb barrier and the InAs or GaSb 
quantum well material. Three 5-ML-thick AlSb films were 
grown under different conditions, each starting on a flat, 
freshly prepared InSb(As) surface made using 1.25 ML of In, 
as just described. The first film was grown at 400 °C using a 
constant growth rate of 0.5 ML/s, producing the morphology 
shown in Fig. 2(a). The surface has a disordered (lX3)-like 
reconstruction and primarily consists of three different levels 
per substrate terrace, covering 21%, 67%, and 11% of each 
terrace (lowest to highest). It is apparent that the growth of 
the AlSb film is proceeding via island growth, not step flow, 
consistent with the observation of RHEED intensity oscilla- 
tions during the growth. This growth mode is not surprising 
given that 400 °C is a relatively low temperature for AlSb 
growth. 

To explore the effect of growth temperature on the AlSb 
film morphology, the second AlSb film was grown at the 
same growth rate as the previous sample, but at the InAs 
growth temperature of —470 °C. As shown in Fig. 2(b), there 
is a dramatic change in the film surface morphology. The 
surface is still composed of three levels per terrace but is 
much smoother, with islands and vacancies comprising 17% 
and 3% of the surface, respectively. The growth is getting 
close to step flow due to the increased diffusion lengths at 
this higher temperature. The surface is also better ordered on 
the atomic scale, having relatively kink-free dimer rows [Fig. 
2(c); compare with Fig. 4(c) in Ref. 5]. Based solely on its 
topography, this surface would appear to be a better starting 
point for the adjacent quantum well. However, it is important 
to recall that a variety of both kinetically and thermodynami- 
cally driven processes occur during epitaxy. For example, 
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the higher growth temperature may increase the amount of 
interfacial intermixing, or promote the formation of extended 
dislocations in a strained heterostructure. Thus, whereas the 
growth of AlSb at this higher temperature produces a much 
smoother growth surface, it ultimately may or may not lead 
to better device performance. 

An interesting consequence of the increased atomic scale 
order on the AlSb film surface grown at higher temperature 
is the observation of a periodic ' 'defect'' that occurs in the 
surface Sb dimer rows within the supposed c(2X6) recon- 
struction. As shown in Fig. 2(c), in filled-state images it ap- 
pears as if one Sb atom^half a dimer) is missing from every 
fourth dimer along the [110] direction, giving the most well- 
ordered regions of the surface an overall (4X3) symmetry. 
Interestingly, hints of this structure are also apparent upon 
close inspection of previously published atomic-scale images 
of AlSb(OOl),5'14 suggesting that this (4X3) structure may, in 
fact, be a low-energy reconstruction. Further investigations, 
both experimental and theoretical, are in progress with the 
goal of definitively determining the (4X3) structure and sta- 
bility. 

Because it may be advantageous to grow arsenide- 
antimonide heterostractures at relatively low temperatures 
(<450 °C), we have investigated whether the otherwise ki- 
netically limited AlSb film morphology can be improved us- 
ing layer-by-layer MEE growth. Specifically, the third of our 
5-ML-thick AlSb films was grown by alternately depositing 
1 ML of Al (2 s at 0.5 ML/s) and 5 s of Sb2 repeated five 
times. Depositing the Al in the absence of a Sb2 flux is ex- 
pected to increase the diffusion length of Al adatoms, and the 
short interrupts under Sb2 should help to coarsen any islands 
and thereby smooth the surface further. These effects are 
indeed apparent in the resulting surface morphology, shown 
in Fig. 2(d). Compared to the surface grown without the 
interrupts at the same temperature, Fig. 2(a), this surface has 
generally larger islands and fewer vacancies (i.e., the lower 
level on each terrace, whose area is reduced from 21% to 
10%). Although the effectively lower growth rate and peri- 
odic interrupts improve the surface morphology, it should be 
noted that there might also be some problems created by this 
growth procedure. One problem is that the thickness of the 
layer could be more susceptible to flux transients or 
"bursts" that arise when a shutter is opened. Another issue 
is the longer growth times, during which the detrimental in- 
corporation of dopant-like impurities into the active layers 
could become significant. 

As a first step in exploring how growth procedures affect 
device characteristics, we have characterized full RITD 
structures fabricated using a number of procedures devel- 
oped to reduce interfacial roughness. As described in Sec. II, 
one sample was grown on each substrate (GaAs and InAs) 
using conventional methods, i.e., the AlSb-on-InAs interface 
was formed by MEE using 1 ML of In. We will denote these 
samples "GaAs-A" and "InAs-A." A second pair of 
samples, "GaAs-B" and "InAs-B," was prepared using 
1.25 ML of In (to produce a flatter AlSb-on-InAs interfacial 
layer), plus additional 100 s interrupts after the growth of 
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FIG. 3. Current density as a function of bias voltage acquired at room tem- 
perature for 3 /im diameter mesa RITDs grown on InAs substrates. The 
peak and valley currents are at approximately ±130 and ±300 mV, respec- 
tively, with positive bias corresponding to the mesa at a positive voltage 
with respect to the substrate. The sharp features between the peak and valley 
are due to bistability effects. Sample A was grown using conventional pro- 
cedures, and sample B with a number of changes expected to reduce inter- 
facial roughness. 

each barrier layer and quantum well. Typical current- 
voltage spectra for InAs-A and InAs-B RITDs are dis- 
played in Fig. 3. The spectra exhibit characteristic resonant 
tunneling behavior, with peak currents near ±130 mV and 
valley currents in the vicinity of ±350-400 mV. (The sharp 
features between the peaks and valleys are due to bistability 
effects.) Note that at positive bias the top of the mesa is 
positive with respect to the substrate side of the device. In 
general, we observed little difference in the negative current 
densities between sample sets for either substrate; however, 
the positive current densities are consistently lower for the 
samples with modified interfaces (the "B" samples). For 
example, the positive bias peak current density is —2.5 
X104 A/cm2 for InAs-A RITDs, and -2.2X104 A/cm2 

for the InAs-B in Fig. 3 (values very similar to those previ- 
ously reported for similar RITD structures).16'17 Because 
both peak and valley currents decreased about the same 
amount, the peak-to-valley ratio, often used as a figure of 
merit for RITDs, did not change significantly. Considering 
the differences in the peak currents between the A and B 
samples relative to the variations in peak currents across both 
samples, the different interface treatments did not signifi- 
cantly affect the peak current densities or peak-to-valley ra- 
tios. 

The ratio of the peak current for positive bias to the peak 
current for negative bias, 1+ II- , is an alternate characteris- 
tic of RITDs that provides a rough measure of the asymme- 
try in the structure along the growth direction. When the 
growth does not produce a structure with a mirror plane in 
the center of the GaSb well, I+ //_ # 1. Because different 
methods were used to prepare all the interfaces within the A 
and B samples, it is reasonable to expect that /+11^. will 
vary. The average values and standard deviations of /+ //_ 
measured for devices at many locations on the samples, with 
mesa diameters ranging from 2 to 20 fjm, are the following: 
InAs-A=0.95±0.06, InAs-B =0.78±0.03, GaAs-A=0.84 
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±0.01, and GaAs-B=0.65±0.01. On both substrates the ra- 
tio is consistently smaller for the samples with specially 
treated interfaces. This effect is mainly associated with a 
reduction in the size of the peak current at positive bias (see 
Fig. 3). However, because the growth procedures for all four 
interfaces within the RITD structure were changed from A to 
B, the decrease in peak current density is a convolution of 
the effects of the changes to all the interfaces. At this time, 
we do not know how all these growth modifications lead to 
the asymmetries in current-voltage measurements that we 
have observed. One possibility is that the extra In used at the 
first interface may be changing the effective band offset at 
the first barrier, thereby reducing the forward tunneling cur- 
rent. Alternately, the additional growth interrupts may some- 
how change the dominant scattering mechanisms at the in- 
terfaces or the overall tunneling probabilities. The greater 
problem that remains is to develop methods that will result in 
enhanced peak current densities. 

IV. CONCLUSIONS 

We have used in situ STM to study the surfaces and in- 
terfaces that evolve during the MBE growth of AlSb on 
InAs(OOl). We have discovered that the change in surface 
reconstruction that occurs across the III-Sb/III-As interface 
creates interfacial roughness. Specifically, when forming 
InSb-like interfacial bonds on an InAs(001)-(2X4) surface, 
vacancy islands emerge because the surface In coverage is 
insufficient to form a complete InSb(001)-(lX3)-like surface 
layer. This roughness can be greatly reduced by depositing 
the appropriate amount of additional In to compensate for the 
compositional differences between the reconstructions. We 
have also deposited 5-ML-thick AlSb films on the flatter 
InSb-like interfacial surface using three different growth 
conditions. The AlSb film surface morphology significantly 
improves when the AlSb is grown at higher temperature, as 
expected. We find it is also possible to reduce the island 
density at lower substrate temperatures by growing the AlSb 
film layer-by-layer using MEE. Atomic resolution images of 
the well-ordered AlSb surfaces resulting from higher tem- 
perature growth reveal_periodic defects in the surface Sb 
dimer rows along the [110] directions that give the surface 
reconstruction an overall (4X3) symmetry. 

We have begun to implement some of the growth tech- 
niques aimed at reducing interfacial roughness into RITDs. 

Current-voltage spectra were acquired for RITDs that were 
fabricated using either 1 or 1.25 ML of In during the MEE at 
the AlSb-on-InAs interface. In addition, 100 s growth inter- 
rupts were added at the other interfaces. In general, the de- 
vices with specially treated interfaces had slightly different 
electrical characteristics (slightly lower current densities at 
positive bias). Although we have not yet correlated changes 
in device performance with particular changes in interfacial 
structure, it is clear that such an understanding can be 
achieved by closely coordinating surface and interface char- 
acterization with device fabrication and testing. 
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Analysis of buried (AI,Ga)As interfaces after molecular-beam 
epitaxy overgrowth 
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The buried interface (IF) formed by molecular-beam epitaxy overgrowth on differently prepared 
(Al,Ga)As templates has been analyzed by secondary ion mass spectrometry and capacitance/ 
voltage profiling. For the regrowth of GaAs on GaAs the lowest IF contamination is achieved by a 
H-assisted oxide desorption at 450 °C. This process retains atomically flat surfaces and is highly 
efficient in reducing the carbon contamination and the interfacial carrier depletion compared to 
thermal oxide desorption at 580 °C. For the regrowth on A^Ga^^As templates, due to the high 
reactivity of Al, the carbon and oxygen contaminations increase with increasing Al-mole fraction. 
An efficient reduction of the IF contamination can be accomplished by reevaporating a sacrificial 
GaAs cap layer. Carrier deficits as low as 7X 1011 cm-2 for the H-assisted oxide-desorbed GaAs 
homointerface and 7.5 X1011 cm-2 for Al^Gaj-^As on Al05Gao5As after reevaporating the 
sacrificial GaAs cap could be achieved. The carrier deficit can be compensated by a tailored doping 
profile around the IF.   © 7999 American Vacuum Society. [S0734-211X(99)05304-4] 

I. INTRODUCTION 

Epitaxy on patterned structures greatly enhances the flex- 
ibility in designing novel devices. An example are semicon- 
ductor lasers with a distributed feedback (DFB). These struc- 
tures contain a periodic modulation of refractive index 
and/or gain of the material close to the optically active re- 
gion. This may be realized by patterning a partial laser struc- 
ture with a grating and completing the laser by a second 
epitaxial growth. Crucial for the operation of such a device is 
the cleanness of the buried interface (IF). Any residual IF 
contamination forms defect states that may act as nonradia- 
tive recombination centers and traps for electrons and holes 
resulting in a reduction of the performance of the device. 

We have investigated overgrowth by molecular-beam ep- 
itaxy (MBE) on patterned templates in the Al^Ga! _^As sys- 
tem. This materials system is chosen because epitaxial 
growth and chemical processing are well known, making this 
a potential candidate for industrial production. For the fabri- 
cation of DFB lasers, however, it is a challenging system for 
the following reasons. The wavelength regime that may be 
accessed by this materials combination is below 870 nm, 
which for first order gratings, results in periods around 120 
nm. These small periods can only be fabricated by e-beam 
lithography1 or focused ion beam (FIB) implantation.2'3 Es- 
pecially the former technique requires special cleaning pro- 
cedures due to the use of poly(methylmefhacrylate) resist. 
Another difficulty arises due to the high reactivity of the 
Al-containing layers. Exposed to air extremely stable oxides 
form on the surface that cannot be desorbed thermally. 

To cope with these difficulties we have investigated two 
strategies, namely H-assisted oxide desorption4-7 and re- 
evaporating a protective GaAs cap layer.8'9 The former pro- 
cess results in a lower IF contamination compared to thermal 
oxide desorption on GaAs.10 The latter process prevents the 

"'Electronic mail: matwas@pdi-berlin.de 

exposure of the Al-containing layers to air during processing 
and is fully compatible to patterning by FIB implantation. 

II. EXPERIMENTAL DETAILS 

Complete and partial laser structures as well as various 
test structures for IF characterization have been grown by 
solid source MBE. The silicon doping level in the test struc- 
tures for capacitance/voltage {CIV)  profiling is 2X1017 

-3 cm   . 
H-assisted oxide desorption is carried out in a separate 

preparation chamber attached to the MBE system by expos- 
ing the surface at 450 °C to thermally activated atomic hy- 
drogen. This process is monitored by reflection high-energy 
electron diffraction (RHEED) and stopped after 20-40 min, 
when a (2X4) or (1X1) reconstruction, depending on the 
Al-mole fraction, is observed. For Al-containing layers that 
have been exposed to air, an ozone cleaning step combined 
with a dip into H2S04 prior to oxide desorption is found to 
further reduce the IF contamination. 

To prevent the exposure of Al-containing layers to air, a 
protective GaAs cap layer is grown prior to the surface 
preparation. This cap layer is reevaporated after the 
H-assisted oxide desorption before the second epitaxy. It is 
performed at 680 °C for 20 min in the growth chamber and is 
monitored with RHEED along the [110] azimuth. As4 is pro- 
vided by a valved source, such that the RHEED pattern re- 
mains stable, i.e., the As pressure is raised as soon as the 
appearance of quarter RHEED streaks indicate a Ga termi- 
nation of the surface. The Al-containing template serves as 
reevaporation stop. The reevaporation rate at these condi- 
tions is 10 nm/min. The reevaporation experiments included 
a variation of cap layer thickness, Al-mole fraction in the 
reevaporation stop as well as in the overgrown material, and 
the annealing time after reevaporation. 

The regrowth starts with the deposition of three monolay- 
ers (ML) GaAs at 550 °C with 2 min growth interruption 
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FIG. 1. Carbon and oxygen IF contamination determined by SIMS for the IF 
between regrown GaAs on GaAs (left two columns), on AI0|Ga09As 
(middle two columns), and on Alo.2Gao.8As (right two columns). For the 
homointerface, thermal oxide desorption (dark gray) is compared with 
H-assisted oxide desorption (light gray). For the heterointerfaces, an addi- 
tional ozone treatment prior to the H-assisted oxide desorption (light gray) 
reduces the carbon IF contamination compared to plain H-assisted oxide 
desorption (dark gray). 
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FIG. 2. Carbon and oxygen SIMS traces for the buried IF between regrown 
GaAs on Al05Gao5As. The AI0.5Gao.5As template was protected with a sac- 
rificial GaAs cap layer that was reevaporated prior to regrowth. The higher 
oxygen contamination for the thinner cap indicates oxygen diffusion through 
the cap. 

between each ML resulting in a (2X4) RHEED pattern. 
From this point the substrate temperature may be tuned to 
the appropriate value for the completion of the desired struc- 
ture. 

The IF contamination by carbon and oxygen was mea- 
sured by secondary ion mass spectrometry (SIMS). The IF 
carrier depletion was characterized by CV profiling at 100 
kHz. The surface topography after overgrowth was imaged 
by atomic force microscopy. 

III. RESULTS AND DISCUSSION 

A. H-assisted oxide desorption 

For GaAs surfaces exposed to air, the H-assisted oxide 
desorption offers the following advantages with respect to 
thermal oxide desorption. On the one hand, it is a low- 
temperature process that preserves the initial surface topog- 
raphy, an important issue for patterned surfaces. On the other 
hand, it results in a reduction of the IF contamination. The 
oxygen and carbon IF contamination determined by SIMS 
are compared in Fig. 1. The H-assisted oxide desorption re- 
sults in a reduction of the carbon contamination at the GaAs 
homointerface of more than an order of magnitude to a value 
below lX1012cm~2. 

The oxide that forms on Al-containing layers exposed to 
air is extremely stable. Due to the high reactivity of the Al, 
the residual carbon and oxygen IF contaminations increase 
with increasing Al-mole fraction even after H-assisted oxide 
desorption as shown in Fig. 1 for Al0,Ga09As and 
Al0 2Ga0 8As. An ozone treatment prior to the H-assisted ox- 

ide desorption reduces the carbon IF contamination; the oxy- 
gen contamination is, however, not affected. Although 
smooth overgrowth on Al-containing layers to a mirror-like 
finish and a good structural perfection judged by RHEED is 
obtained by this process, such high IF-contamination levels 
are detrimental for most device applications. The measured 
carrier deficit for all but one of the buried IFs lies above the 
value of 2X 1012 cm-', the upper limit that may be deter- 
mined with the employed bulk doping of 2X1017 cm"3. 
Only the H-assisted oxide desorption on GaAs results in a 
lower carrier depletion of 0.7X lO12 cm-2. 

B. Capping and reevaporation 

In order to reduce the IF contamination in Al-containing 
layers to acceptable values, the exposure of Al-containing 
layers to air has to be avoided. This may be achieved by 
protecting the Al-containing layers with a sacrificial GaAs 
cap that is evaporated prior to the regrowth. This strategy is 
fully compatible to patterning by FIB implantation. 

In the following we show that the IF contamination de- 
pends on the cap layer thickness, the Al-mole fraction of the 
template, and the overgrown material and on the time the 
surface has been exposed to air. The dependence of the IF 
contamination on the cap layer thickness is shown in the 
SIMS traces in Fig. 2 for the growth of GaAs on 
Alo.5Gao.5As. The carbon contamination (1X1012 cm-2) is 
more than an order of magnitude below the value obtained 
for the growth of GaAs on air-exposed Al0 |Ga09As and in- 
dependent on cap layer thickness. The oxygen contamina- 
tion, reduced by several orders of magnitude with respect to 
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FIG. 3. Oxygen contamination for heterointerfaces formed by reevaporation 
of a sacrificial GaAs cap and regrowth of Al^Ga! -jAs on Al^Ga! _xAs. The 
IF contamination depends on the Al-mole fraction x in the template (upper 
two pair of curves) and in the regrown material (lower two pair of curves). 

air-exposed layers, depends on the cap layer thickness and 
can be reduced to values below the detection limit for cap 
layer thicknesses above 20 nm. This behavior indicates a 
diffusion of oxygen through the GaAs cap layer during the 
residence time of the sample in air. 

Another important parameter that affects the IF contami- 
nation is the Al-mole fraction in the template. On the one 
hand, it has to be high enough such that the template func- 
tions as reevaporation stop layer. An Al-mole fraction of 
only x = 0.2 was found to result in a roughening of the IF due 
to spatially inhomogeneous Ga evaporation out of the 
Al02Gao8As template. An Al-mole fraction above x = 0.35, 
however, is sufficient to stop the reevaporation. On the other 
hand, we find that the oxygen IF contamination increases 
with increasing Al-mole fraction in the template. This behav- 
ior, that was already found for the air-exposed layers earlier, 
is shown in Fig. 3 for Aln.33Gan.67As grown on two different 
templates (the carbon contamination is not affected). Inter- 
estingly, the oxygen IF contamination also increases with 
increasing Al-mole fraction in the overgrown material as 
shown in Fig. 3. This may be explained by assuming a re- 
lease of oxygen from the sample holder during the high- 
temperature reevaporation. This oxygen is gattered at the IF, 
a process that depends on both the Al-mole fraction of the 
template and the regrown material. The residual background 
pressure in the MBE chamber could be ruled out as a source 
for this contamination because a growth interruption of 1 h 

100    200    300    400    500 

Depth (nm) 

FIG. 4. Oxygen, carbon, and aluminum SIMS traces across the heterointer- 
face formed by GaAs reevaporating, annealing, and regrowth of 
Alo.5Gag.5As on Al0^Ga^As for two annealing times of 3 and 60 min. The 
background level of the SIMS detection system is 1017 cm-2 for carbon and 
oxygen. 

within an Aln.5Gan.5As layer did not show any oxygen accu- 
mulation. Further confirmation of the earlier explanation 
may be drawn from the dependence of the IF contamination 
on the annealing time after reevaporation. Annealing is es- 
sential for FIB implanted structures in order to heal out the 
structural defects introduced during FIB implantation. In Fig. 
4 the carbon, oxygen, and aluminum traces of buried 
Aln.5Gao.5As-on-Aln.5Gan.5As interfaces prepared with 3 and 
60 min annealing times are compared. The oxygen and car- 
bon contaminations at the interface are reduced for the 
shorter reevaporation time. The large amount of oxygen in 
the overgrown Al05Ga05As layer supports the notion of a 
release of oxygen from the sample holder being incorporated 
either at the interface for the long annealing time or in the 
overgrown material for the short annealing time. Also inter- 
esting is the aluminum SIMS trace, that clearly shows an Al 
accumulation due to reevaporation of Ga from the 
Aln.5Gao.5As template. 

The IF contaminations for the optimized structures, both 
GaAs homointerfaces and AL-Gai^As heterointerfaces lie 
in the low 1012 cm-2 range. At such low values the associ- 
ated IF carrier depletion may be determined by CV profiling. 
For applications, in which a constant doping level is re- 
quired, the residual carrier depletion may further be reduced 
by including a doping profile in order to compensate for the 
depletion. This is shown for the Al0 33Gao 67As-on- 
Aln.sGao 5As IF in Fig. 5. Template and regrown material are 
Si doped with 2X 1017 cm-3. The carrier depletion without 
additional doping (solid line+open symbols) is 1.4X1012 

cm   . Including additional 5-doped layers to the template 
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FIG. 5. CV profiles across the heterointerface formed by GaAs reevaporat- 
ing and regrowth of Al033Ga067As on Al05Ga(15As. The residual carrier 
depletion of 7.5X 10" cm-2 is compensated by Si doping. The doping pro- 
file consists of seven £-doped layers shown in the upper part of the figure. 

and the regrown material as shown in the upper part of Fig. 
5 results in a CV profile shown as solid line with filled sym- 
bols. With the known integrated additional Si doping of 1.5 
X 1012 cm-2 and the determined carrier accumulation of 
7.5 X 1011 cm"2 the carrier depletion due to IF contamination 
results to 7.5 X 10" cm~2. This lower value compared to the 
undoped template may be due to a different incorporation of 
defects on doped versus undoped surfaces. Another possibil- 
ity could be the longer storage time at air of the undoped 
sample (34 days) compared to the doped sample (8 days). 

An oxygen and carbon contamination of 2X1012 cm-2 

seems to be the lower limit that may be achieved for the 
regrowth of Al-containing layers on an Al-containing tem- 
plate using the reevaporation strategy described earlier. 

IV. CONCLUSIONS 

The buried IF formed by MBE regrowth on differently 
prepared templates has been studied by SIMS and CV pro- 

filing. For the regrown IF on air-exposed surfaces we find 
that H-assisted oxide desorption considerably reduces the IF 
contamination compared to conventional thermal oxide de- 
sorption. For air-exposed Al-containing layers the IF con- 
tamination depends on the Al-mole fraction. An additional 
ozone treatment prior to the H-assisted oxide desorption al- 
lows to obtain smooth MBE overgrowth. Protecting Al- 
containing templates with a sacrificial GaAs cap that is re- 
evaporated before overgrowth is a successful strategy to 
reduce the IF contamination in Al-containing layers. The 
GaAs cap thickness has to be at least 20 nm and the duration 
of exposure to air should be minimized to a few days. The 
Al-mole fraction in the template should be above x = 0.35 to 
serve as a reevaporation stop layer. An accumulation of Al at 
the IF indicates an evaporation of Ga from the template for 
long annealing times after reevaporation. The obtained IF 
contaminations for an optimized procedure lie in the low 
1012 cm-2 regime, which is an exceptionally low value for 
Al-containing layers comparable to values obtained for the 
GaAs homointerface. The associated carrier depletion may 
be compensated by S doping. Also for the reevaporation, the 
IF contamination increases with increasing Al-mole fraction 
in the template and the overgrown material. This behavior 
indicates that the IF contamination may further be reduced 
by optimizing the initial processing steps after reevaporation. 
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The microscopic mechanism of the formation of ultrathin oxides on Si(100) has been investigated 
using a combination of infrared spectroscopy and ab initio quantum chemical cluster calculations. 
The 0—>2 monolayer oxide films are grown sequentially from the "bottom-up" using repeated 
water exposures and annealing cycles, with the partial pressure of water ranging from 10~10 to 10 
Torr. The resultant films were then compared to the equivalent thicknesses of thermal and native 
oxide films. In this way, we obtain unprecedented insight into the essential chemical structures 
formed during the initial oxidation and subsequent layer growth of these technologically relevant 
films.   © 1999 American Vacuum Society. [S0734-211X(99)02804-8] 

I. INTRODUCTION 

Gate oxide thicknesses of —20 Ä are required for future 
generations of metal-oxide-semiconductor devices, in order 
to meet the scaling requirements of Moore's Law. In this 
ultrathin film limit, the interfacial layer comprises at least 
15% of the total gate oxide thickness, so that understanding 
and controlling the interfacial composition is clearly of para- 
mount importance. Despite the critical need for detailed 
characterization of the microscopic structure of the Si/Si02 

interface, remarkably little is known even after decades of 
intensive scientific effort. This dearth of information is due 
in large part to the absence of a definitive spectroscopic 
probe with the requisite sensitivity. Infrared (IR) spectros- 
copy is almost uniquely suited in this regard as it is highly 
sensitive (down to fractions of a monolayer of oxide), selec- 
tive (able to distinguish different Si-O bonding environ- 
ments), nondestructive, and can be used under ambient con- 
ditions as a process control tool. There are, however, a 
number of factors that have prevented widespread utilization 
of IR spectroscopy for this purpose: first, commercially 
available instruments have only recently reached the point 
where a simple one-pass external transmission (ET) geom- 
etry affords (sub)monolayer sensitivity with a few minutes of 
scan time. This advance is significant since the ET geometry 
allows access to the entire 500-4000 cm-1 spectral range of 
interest, which is not the case for the multiple internal reflec- 
tion (MIR) geometry that has typically been utilized for 
monolayer studies.1'2 Specifically, the MIR geometry cannot 
be used to probe the Si-0 phonon modes, due to the pro- 
nounced Si multiphonon absorption that arises when using 
the long optical pathlengths intrinsic to the MIR approach, 
and which effectively prohibits study of vibrations occurring 
below 1300 cm"1. 

The second barrier to routine IR spectroscopic analysis of 
ultrathin oxides is the fact that the Si-0 phonon bands are 
broad and relatively featureless, due to the large variation in 
Si-O-Si bond angles that naturally occurs in Si02. This 
makes the interpretation of spectral changes fraught with am- 
biguity, without recourse either to ab initio methods of 

"'Electronic mail: marcus@bell-labs.com 

analysis or to detailed modeling using the known optical 
constants of silica and other pertinent species that may be 
present. Recently, the first reports of ab initio calculations of 
a silica slab using gradient corrected density functional 
theory have emerged.3'4 The resultant theoretical spectra 
were found to be in excellent agreement with experimental 
data typical of thicker films, although much work now re- 
mains to be done to understand the origin of the unique 
spectral changes observed in the thin film limit. Alternative 
approaches to the analysis of the IR spectra of thin oxide 
films based on the effective medium theory have also been 
employed in recent years.5'6 However, the absence of com- 
prehensive data for the n and k values for different films of 
known stoichiometry or composition similarly limits the cur- 
rent utility of this approach. 

Importantly, neither optical modeling nor the ab initio 
slab calculations described earlier can reveal the microscopic 
details of the mechanism of the oxide film growth since they 
rely solely on analysis of the final film composition. There- 
fore, we have focused on the growth of ultrathin oxide films 
from the dilute limit starting from submonolayer coverages 
of H20 on Si(100)-(2X 1), through completion of the first 
monolayer, to development of a true three-dimensional thin 
film. 

Water exposure of clean Si(100)-(2X 1) represents a 
particularly well-defined initial system to study silicon oxi- 
dation. After an early suggestion that molecular adsorption 
predominated at a low temperature,7 electron energy-loss 
spectra8 and IR1'9 studies conclusively showed that H20 
principally undergoes dissociative adsorption into H and OH 
(with unit probability), a finding that was later confirmed by 
scanning tunneling microscopy (STM) studies.10'11 A minor 
amount of molecular water physisorbs at defects,11 but these 
molecules desorb upon annealing and therefore do not par- 
ticipate in the oxidation process. 

The structure of the dissociated water is also well- 
characterized. Using single domain Si(100) surfaces, electron 
stimulated ion angular desorption measurements showed en- 
hanced desorption perpendicular to the dimer axis.12'13 This 
asymmetry was interpreted as evidence for a tilt of the OH 
bond out of the Si-Si dimer plane, since H+ desorption 
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comes primarily from OH rather than SiH, suggesting that 
the OH species may be stabilized at low coverages by the 
interaction between the O lone pair electrons and the Si dan- 
gling bond on the neighboring dimer. Recently, however, 
first principles calculations have shown that the lowest en- 
ergy state was indeed that with OH perpendicular to the 
dimer axis, even without dimer-dimer interaction.91415 

These latter studies were a clear demonstration of the poten- 
tial power of a combined experimental and theoretical ap- 
proach, since the ab initio quantum cluster calculations pro- 
vided a detailed understanding of the IR spectrum of the 
water-exposed Si(100)-(2X 1) surface. 

Recently, similar combined IR studies and ab initio cal- 
culations have provided evidence for inter-dimer coupling. 
Advances in both Fourier-transform infrared (FTIR) spec- 
trometers and the increase in processing power have made it 
possible to resolve the fine structure of the water-exposed 
Si(100)-(2X1) surface and definitively ascribe it to (OH- 
mediated) coupling between neighboring dimers.16 The abil- 
ity to now probe the extended coupling among dimer units 
suggested by this work is very exciting and is a central theme 
of this article. 

In this work, we have again employed a combined experi- 
mental (IR spectroscopy) and theoretical approach {ab initio 
cluster calculations), to delineate the myriad discrete and 
coupled oxide structures that form during film growth. These 
results are then compared with those obtained for ultrathin 
thermal and native (chemical) oxides in order to make con- 
tact with the actual films used in silicon technology. Specifi- 
cally, we are able to show that oxidation occurs via insertion 
of O into the dimer bond of the reconstructed (2X1) Si(100) 
surface, which facilitates subsequent insertion into the Si 
backbonds. As the temperature is raised to —500 °C, rapid 
agglomeration of oxygen occurs to form multiply oxidized, 
3-5 O containing hydrogenated dimers. Upon annealing to 
600 °C, dehydrogenation of these structures occurs, resulting 
in the formation of novel epoxide linkages comprised of 
SiOSi triangular rings. The epoxide is then the stable unit 
structure up to the desorption temperature of these films. 
Subsequent repeated water dosing and annealing cycles leads 
to a complete monolayer of agglomerated epoxide structures 
which is stable with respect to further water exposures up to 
partial pressures of several Torr. As the pressure is brought 
up to 1 atm, a rapid transformation of the film occurs via 
distinct oxide structures which are intermediates to the for- 
mation of the corner-sharing Si02 tetrahedra that comprise 
the bulk-like stoichiometric oxide film. The final film formed 
possesses a true transverse optical (TO) and longitudinal op- 
tical (LO) pair of modes that closely resembles that observed 
for a thin (4-6 Ä) thermal or native oxide film. Conse- 
quently, these studies provide a detailed insight into the mi- 
croscopic mechanism of silicon oxidation and suggest that 
the goal of decades of studies of Si oxidation may now be 
within reach. 

II. EXPERIMENTAL METHODS 
IR data were acquired under dry N2 purge conditions us- 

ing either a Nicolet 860 FTIR equipped with a broadband 

MCT-B detector or a Nicolet 760 FTIR with a DTGS detec- 
tor. The ultrahigh vacuum (UHV) experiments were per- 
formed in a stainless steel chamber (base pressure 
<2X 10"10Torr), equipped with a double directed doser 
and variable-control leak valve to allow simultaneous, pre- 
cise exposures of the front and back surfaces with minimal 
background pressure rise. A water dose of 1 X 10~9 Torr for 
20 s was found to be sufficient to produce the saturated (0.5 
ML of oxygen) water-covered Si(100)-(2X 1) surface. 
UHV dosing was performed with the sample held at -50 °C 
(as measured by a pair of chromel/alumel thermocouples 
clipped to the top and bottom surfaces of the sample). The 
high-pressure (10~6-10Torr) water exposures were per- 
formed by isolating the pumping stages then back-filling the 
chamber with water vapor through the variable control leak 
valve. 

The sample was heated using a four-point electrical con- 
tact fed through a feedback circuit that allowed heating over 
the — 50-1000 °C temperature range with a precision of 
±0.2 °C. IR spectra were typically acquired after the sample 
temperature had stabilized at -50 ±0.2 °C, for the initial 
low-pressure water exposures, or at ambient temperature 
(~23-25 °C) for doses in the 10~6-10 Torr pressure range. 
The epoxide-covered surface that forms at elevated tempera- 
tures was produced using a multiple stage annealing proto- 
col, wherein the sample temperature was incrementally 
raised to 600 °C, pausing for 2 min at several intermediate 
temperatures (i.e., 375, 450, and 500 °C). This protocol was 
found to facilitate oxygen agglomeration rather than desorp- 
tion of gaseous Si-O. The sample spectra were referenced to 
the clean surface spectrum (recorded immediately prior to 
water exposure) for the former dose regime or, for the latter 
high-pressure doses, to a Si(100)-(2Xl):H terminated refer- 
ence that had previously been acquired with the sample at 
ambient temperature. The low temperature data acquisition 
and precise temperature control minimized the contribution 
of Si substrate phonons to the observed spectra. 

The Si(100) sample (cut from a low resistivity, 2-10 £1 
cm, double-side polished float zone wafer) was cleaned using 
a modified RCA clean prior to mounting in vacuum. The 
system was baked at 160 °C for 48 h, then the sample flashed 
to 1000 °C for 1 min to remove the protective native (chemi- 
cal) oxide formed during the cleaning step. This protocol has 
been shown to minimize recontamination of the sample dur- 
ing pump-down and bake-out of the system. 

The thermal oxide studied was grown at 800 °C using Oz 

in a conventional oxidation furnace. The initial 31 Ä film 
(thickness determined by ellipsometry) was given a brief (1 
min) dip in a 1:1:4 SC-1 solution at 80 °C in order to remove 
surface contaminants, then individual pieces were thinned 
using a dilute HF (0.05% HF) solution. The etch time was 
varied for each piece depending on the desired final thick- 
ness. This etching procedure has been shown to uniformly 
thin the film, without significant surface roughening, so that 
it faithfully reproduces the true composition of the film at 
each thickness.5 
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FIG. 1. IR spectra of the H20-exposed Si(100)-(2 
X 1) surface; (a)-(c) -50 °C and, (d)-(f) after anneal- 
ing to 400 °C. 
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III. THEORETICAL METHODS 

As in previous theoretical studies of Si surfaces,9'15'17,18 a 
cluster containing nine silicon atoms was used to represent 
the local structure of a single dimer on the reconstructed 
Si(100) surface. This cluster can be viewed as representing a 
unit cell of the surface and the three underlying layers of the 
dimerized surface, where the dangling bonds resulting from 
truncation of Si-Si bonds are terminated by H atoms in order 
to avoid artifacts due to excess spin or charge. For interac- 
tions involving two adjacent dimers in the same dimer row 
(representing oxygen agglomerated species, vide infra), a 
cluster containing 15 silicon atoms was used. Such a cluster 
has been used previously to represent hydrogen bonding in- 
teractions between neighboring dimers.16 The largest cluster 
considered in this work, representing two neighboring hydro- 
genated oxygen-agglomerated dimers, was Si]5O10H20. 

Additional boundary constraints are then imposed on the 
cluster models to avoid unphysical relaxations that are not 
possible on the real surface. As in previous work, third and 
fourth layer atoms in the extended solid are not allowed to 
relax but are held fixed at ideal diamond lattice-like posi- 
tions. In contrast, the atoms of the first and second layers and 
the adsorbate atoms are allowed to relax fully without any 
constraints. 

The geometry that minimizes the total energy, subject to 
the aforementioned constraints, is then obtained for each 
cluster via gradient corrected density functional calculations 
using the B3LYP method.19 This combines the gradient cor- 
rected three-parameter exchange functional due to Becke20 

with the Lee-Yang-Parr correlation functional.21 We use 
the polarized 6-31 G** basis set on the first and second 
layer silicon atoms as well as for all the adsorbed hydrogen 
and oxygen atoms. The third and fourth layer silicons and the 
hydrogens representing truncated Si-Si bonds are treated 
with the double-zeta 6-31 G basis set. The resulting overall 
basis set is denoted 6-31 G(**). This method is particularly 
accurate in reproducing frequency shifts due to substituent 
effects in related chemical species. In order to obtain abso- 
lute frequency values, the calculated frequencies are cali- 
brated within each spectral region by simple scaling, as de- 
scribed elsewhere.6'17 

IV. RESULTS 

A. Initial oxidation 

The spectrum of the initial water-exposed Si(100)-(2 
X 1) surface is shown in Figs. 1(a)-1(c). As discussed ear- 
lier, this spectrum has previously been well-characterized 
and shown to consist of a mixture of isolated (uncoupled to 
any other dimer unit) and coupled dimers, wherein the cou- 
pling is mediated by hydroxyl groups on the same end of 
neighboring dimers within a dimer row.16 This determination 
was facilitated by the extended spectral range that can now 
be probed with high sensitivity using the simple transmission 
geometry (400-4000 cm"1); the observation of multiple 
Si-H bending modes at 604, 620, and 631 cm-1, in combi- 
nation with the Si-0 modes at 790 and 824 cm"1 [Fig. 1(a)] 
provides clear evidence for the coupled normal modes that 
result from this inter-dimer interaction.16 The presence of 
two distinct O-H stretching modes, one down-shifted by 
~15 cm"1 with respect to the other [Fig. 1(c)] is also indica- 
tive of a hydrogen bonding interaction (the "donor" O-H 
bond of a H-bonded pair is known to exhibit a lower stretch- 
ing vibration).22 Importantly, all the preceding observations 
are in excellent agreement with the results of ab initio cluster 
calculations of the relevant energetics and vibrational 
frequencies.16 The observation of a limited-range inter-dimer 
coupling is also consistent with previous STM studies of this 
system, which showed short chains of OH groups aligned 
along the same side of a dimer row.10 

Profound changes are apparent in the IR spectrum ob- 
tained after annealing this surface to 400 °C [Figs. 1(d)- 
1(f)], indicating that decomposition of the surface hydroxyl 
groups has occurred and the constituent O and H atoms have 
incorporated into the Si surface. The O-H stretching mode at 
3660 cm"1 is significantly (90%) diminished [Fig. 1(f)], and 
five distinct Si-H stretching bands are apparent at 2088, 
2099, 2108, 2116, and 2165 cm"1 [Fig. 1(e)]. Notably, the 
total integrated Si-H absorbance has also increased by a 
factor of 2.0±0.3 relative to that at 20 °C. These data 
strongly suggest that large-scale decomposition of the sur- 
face hydroxyl groups has occurred after annealing to this 
temperature, and that the constituent hydrogen atoms are in- 

JVST B - Microelectronics and Nanometer Structures 



1798        Weldon et al.\ Mechanistic studies of silicon oxidation 1798 

corporated as surface hydride species. The modes at 2088 
and 2099 cm-1 have previously been assigned17 to the asym- 
metric and stretching modes of the coupled monohydride 
species, H-Si-Si-H, based on the observed polarization and 
the agreement with the literature values for the pure 
hydrogen-terminated Si(100)-(2X 1) surface.2 The 2108 
and 2116 cm""1 features were then assigned to the analogous 
modes of a coupled monohydride species with oxygen in- 
serted into the dimer bond, i.e., H-Si-O-Si-H.17 The ob- 
servation of the (weak) feature at 2165 cm-1 following the 
loss of the surface hydroxyl species results from the next 
insertion product, namely H-Si-0-Si(0)-H. However, the 
real evidence for O insertion is obtained by analysis of the 
low frequency region. Specifically, by comparison of the ex- 
perimental frequencies and polarizations with those derived 
from ab initio cluster calculations of oxygen-containing 
dimers, the three new features observed at 990, 1011, and 
1040 cm-1 [Fig. 1(d)] can be assigned17 to the asymmetric 
Si-O-Si stretching vibrations of (i) a single oxygen inserted 
into the surface dimer bond and (ii) two oxygen atoms incor- 
porated into a single dimer, one inserted into the dimer and 
the other into a silicon backbond. 

Consideration of the calculated energetics reveals that in- 
sertion of oxygen into the dimer bond is favored relative to 
backbond insertion23 (due to the strained nature of the long 
Si-Si dimer bond) and gives rise to an Si-O mode at 990 
cm-1, and associated Si-H bending and stretching modes at 
670/740 and 2111/2115 cnT \24 in excellent agreement with 
the experimentally observed modes at 670, 745, 2108, and 
2116 cm-1 [Figs. 1(d) and 1(e)]. Furthermore, calculations 
also show that the insertion of a second oxygen into these Si 
backbonds is greatly facilitated by the former reaction (due 
to the "flexibility" that the first Si-O-Si bond introduces 
into the structure), with the resultant structure giving rise to 
the modes at 1011, 1040 [symmetric/antisymmetric Si-O- 
Si(O) modes], and 2165 cm"1 [Si-H stretch of the 
0-Si(0)-H subunit]17 as well as bending modes in the 740- 
840 cm"' frequency range.24 Once again, this is precisely in 
accordance with our experimental observations. In fact, the 
backbond insertion becomes sufficiently facile after dimer 
insertion that coalescence of two H-Si-O-Si-H structures 
to form one H-Si-0-Si(0)-H and one H-Si-Si-H struc- 
ture is thermoneutral.23 Consequently, an equilibrium be- 
tween these three structures is expected, just as observed 
experimentally. 

Notably, calculations of the energetics of higher order 
oxidation products reveal that there is a strong tendency for 
O to subsequently agglomerate on the Si(100)-2X1 
surface,23 with the 3- and 5-oxygen agglomerated structures 
predicted to be particularly stable. However, the question 
arises as to how these findings are modified upon desorption 
of the passivating hydrogen atoms (which is known to com- 
mence above 500 °C). 

We have thus investigated the high-temperature annealing 
behavior of the H2O:Si(100)-2X 1 system.18 Briefly, we 
find that lateral agglomeration of the surface oxygen contin- 
ues to occur, producing 5-oxygen containing hydrogenated 
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FIG. 2. IR spectra of the Si(100)-(2X 1) surface exposed to water at 
-50 °C and annealed to 600 °C. Data obtained using; (a) H,l80 and (b) 
H2'

60. Lower panel: Cluster structures to which the observed modes are 
assigned together with calculated frequencies for "'O (l80 frequencies in 
parentheses) (I) Hydrogenated 5 oxygen-containing dimer, 
H-(02)Si-0-Si(02)-H; (II) Partially dehydrogenated 5 oxygen dimer 
structure, *(02)Si-0-Si(02)-H; (III) 3 oxygen epoxide; (IV) 5 oxygen 
epoxide. In all cases Si atoms are depicted as gray spheres, O atoms are dark 
gray and H atoms are the small, light gray spheres. 

dimer units, denoted H-(02)Si-0-Si(02)-H and 
*(02)Si-0-Si(02)-H [Fig. 2, structures I and II], as evi- 
denced by the presence of asymmetric stretching modes at 
1120 cm"1 and significantly shifted Si-H bending and 
stretching modes at 858 and 2278 cm"1, respectively, asso- 
ciated with the -0-Si(02)-H structural unit [Fig. 2(b)]. 
However, 90% of the passivating H desorbs on annealing to 
600 °C, so that the pronounced growth in Si-0 intensity be- 
low 1000 cm"1 that occurs over this temperature range 
clearly cannot be assigned to hydrogenated oxide structures. 
The (broad) Si-0 stretching band exhibits discrete features 
at 965 and 990 cm"1 together with a weaker third absorption 
band at 1046 cm"1, all of which show anomalously small 
isotopic shifts on 180 substitution [Fig. 2(a)]: —35 cm"1 

compared to ~50 cm"1 for the hydrogenated oxide struc- 
tures. Furthermore, two weak features are also observed at 
780/800 cm"1 for H2

160 and 760/780 cm"1 for H2
180 (Fig. 

2), clearly suggesting assignment to another Si-O mode, de- 
spite the unusually small isotopic shift. The puzzling nature 
of these modes is again resolved by ab initio density func- 
tional cluster calculations which predict that a unique "ep- 
oxide' ' structure, comprised of a three-membered SiOSi ring 
[Fig. 2, structures (III) and (IV)], is the favored product upon 
dehydro-genation,18 in the event of oxygen agglomeration. 
Specifically, while the familiar dangling bond-containing 
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product is favored for 1- and 2-oxygen containing dimer 
units, the epoxide is favored in the limit of higher oxidation, 
due to the flexibility introduced by the Si-O-Si backbond 
linkages. Once again, the agreement between theoretically 
predicted and experimentally observed vibrational frequen- 
cies is remarkable: the 5-oxygen epoxide is predicted18 to 
have Si-0 modes at 774/798 (symmetric) and 991/1048 
cm-1 (antisymmetric), respectively, in excellent agreement 
with the experimentally observed bands at 780-800 and 990/ 
1046 cm"1. The calculated isotopic shifts of 18-22 and -35 
cm-1 for the symmetric and antisymmetric modes, respec- 
tively, are also in good agreement with the observed —20 
and 30 cm-1 shifts for films grown using 180. The remaining 
peak at 965 cm"1 (935 cm"1 for 180) is then attributed to the 
3-oxygen epoxide analog for which the calculated frequency 
is 969 cm"1 with a 37 cm"1 isotopic shift. 

The origin of both the low Si-0 asymmetric stretching 
frequencies and the small isotopic shifts can also be clarified: 
fire former arise from the unusually long Si-O bonds of the 
SiOSi ring (1.71 Ä compared to 1.64-1.68 Ä normally ob- 
served) and the latter from the substantial component of 
Si-Si motion associated with these modes. 

The preceding discussion typifies the level of understand- 
ing that is now possible of chemical phenomena on semicon- 
ductor surfaces for relatively homogeneous overlayers at low 
temperatures, but the real interest must still lie in describing 
the subsequent processes that lead to genuine surface oxida- 
tion. In the following we will describe recent experiments 
that use the same combined experimental and theoretical ap- 
proach to uncover the rich tapestry of reactions that occur as 
the surface is further oxidized. 

'' normal 

i grazing - 

900 1000 1100 
Frequency (cm-1) 

FIG. 3. IR spectra of the Si-0 region acquired after each of 5 consecutive 
doses of H20 followed by annealing to 600 °C each time. In each case, the 
same exposure of H20 (~ 1 X 10~9 Torr for 20 s) was used to saturate the 
remaining bare Si dimers. All spectra are ratioed to the initial (clean) 
Si(100)-(2X 1) surface. The shaded regions highlight the weak additional 
features at —1100, 1140, and 1165 cm-1. Inset: spectra obtained with the TR 
beam normal, and at grazing incidence (60°), to the surface. The two struc- 
tures pictured represent two different coupled species: two coupled 
5-oxygen epoxides (I) and one 5-oxygen epoxide coupled to a hydrogenated 
agglomerate (II). Si atoms are depicted as gray spheres, O atoms are 
(smaller) dark gray, and H atoms are the (smallest) light gray spheres. 

B. Completion of the first monolayer: Epoxide 
agglomeration 

Repeated H20 dosing and annealing cycles create a sur- 
face of extended, agglomerated oxygen structures. After ep- 
oxide formation via heating the first 0.5ML H20 exposure to 
625 °C, the resulting surface was redosed with H20 and 
heated to the same temperature (termed 1 "cycle")- This 
process was repeated until no further H20 could be dissocia- 
tively adsorbed at -50 °C, based on the absence of any of 
the characteristic vibrational features after prolonged H20 
exposure at ~ 1 -3 X 10"9 Torr. 

Figure 3 shows the IR spectra acquired after each subse- 
quent exposure cycle. The IR spectrum obtained after the 
initial H20 exposure cycle [Fig. 3(a)] shows a mixture of 
epoxide and hydrogenated, oxygen-agglomerated species, as 
discussed earlier. Growth of the 1048 cm"1 peak after the 
second cycle shows the formation of additional 5-oxygen 
epoxide species, although this peak does not grow in inten- 
sity after the second cycle, indicating no net growth of the 
isolated epoxide species after this step. 

Three principal features are otherwise apparent in the 
spectra of the multiply-exposed surface: a mode at 857 cm"1 

that can be unambiguously attributed to a Si-H deformation 
mode, <5(03Si-H), and two broad Si-0 features centered at 
975 and 1125 cm"1, polarized parallel and perpendicular to 

the surface plane, respectively (Fig. 3, inset). Interestingly, 
this polarization of the low and high frequency vibrational 
bands is identical to that required for the TO and LO modes 
of an extended oxide network, suggesting that the 975 and 
1125 cm"1 features may be the microscopic precursors to the 
genuine TO/LO mode pair of the resultant extended film. 

The growth of the 857 cm-1 <5(03Si-H) peak indicates 
that the addition of a (small) number of hydrogenated oxide 
structures occurs throughout the oxidation process. The fact 
that the highest frequency mode associated with such a hy- 
drogenated, 5-oxygen species is an 1120 cm"1 mode would, 
on first inspection, seem to be consistent with the concomi- 
tant growth of a feature at —1125 cm"1 as the dose and 
anneal cycles are repeated [Figs. 3(b) and 3(c)]. However, 
two observations preclude such an assignment: (i) the growth 
of the 1125 cm"1 mode does not scale with that of the 857 
cm"1 feature and (ii) the pronounced tail to the high fre- 
quency absorption that exists out to 1170 cm"1 cannot be 
attributed to any isolated oxidized dimer structure by refer- 
ence to the calculated frequencies for all such possibilities. 

Now, before proceeding to interpret the spectra obtained 
after multiple exposure cycles, it is important to realize that 
the dimer structure of the Si(100)-(2X1) surface is re- 
tained throughout. The persistence of the 1048 cm"1 peak in 
all spectra demonstrates that the initial 5-oxygen epoxides 
maintain their isolated dimer-based structures. Furthermore, 
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each subsequent H20 dose, while decreasing in total amount 
due to the reduction in the number of "vacant" (dangling 
bond-terminated) dimers, occurs by the same single-dimer 
dissociation pathway as the initial H20 dose, based on the 
observation of the absorption modes characteristic of the 
HO-Si-Si-H dimer structure (data not shown). Thus, in the 
consideration of possible surface species that explain the ob- 
served spectra, we are necessarily confined to dimer-based 
oxidized structures. 

This inability of single-dimer oxidized structures to ex- 
plain the spectrum observed in the high oxygen coverage 
limit [Fig. 3(e)], despite the persistence of the surface dimer 
structure, suggests that coupling of neighboring dimers to 
yield more extended, agglomerated structures must be con- 
sidered. In order to address this possibility, we have per- 
formed quantum cluster calculations of such coupled dimer 
units. Three types of dimer pairings were considered, all 
joining two oxygen-agglomerated dimers within the same 
dimer row: two coupled epoxides [Fig. 3(1)], one epoxide 
coupled to one hydrogenated agglomerate [Fig. 3(H)] and 
two hydrogenated agglomerates (not shown). The latter 
coupled species will not be considered further here, since all 
experimental evidence suggests that this species is present in 
negligibly small amounts since the total number of hydroge- 
nated dimers is estimated to be less than 30% of the surface 
by integration of the v(Si-H) peak at —2275 cm"1. Thus, the 
probability of finding two neighboring hydrogenated dimers 
in the same row is <5%. Both of the remaining two-dimer 
species possesses a pair of relatively intense Si-O modes 
polarized parallel and perpendicular to the surface: at 961 
and 1103 cm"' for species 3 I and 979 and 1142 cm"1 for 
species 3 II, respectively. 

By inspection of the relevant experimental spectrum [Fig. 
3(e)], we find that both the persistence of a parallel band 
between 950-1000 cm"1 and the appearance of a perpen- 
dicular mode in the 1100-1170 cm"1 region are consistent 
with the theoretically predicted trends for coalescence of the 
oxidized dimer units. The intermediate frequency of the ex- 
perimentally observed modes compared to the theoretical 
predictions for the 2 coupled dimer species is then attributed 
to the co-existence of such double-dimer species and higher- 
order coupled dimer species on this surface. This assertion is 
supported by the observation of various discrete (weak) fea- 
tures superimposed on the perpendicular absorption band. 
Specifically, the feature at ~1100 cm"1 is consistent with the 
existence of a minor amount of the two-dimer epoxide spe- 
cies (3 I) which, given the theoretical finding that the per- 
pendicular mode shifts to higher frequency with increasing 
agglomeration, suggests that the 1125 cm"1 peak may arise 
from the three-dimer epoxide analog. By analogy, the —1140 
and 1160-1170 cm"1 shoulders would then arise from spe- 
cies 3 II and the three-dimer analog, respectively. 

It is interesting to note that the spectrum in Fig. 3(e) is 
somewhat reminiscent of an oxide, given the LO- and TO- 
like polarization behavior of the 1130 and 980 cm"1 modes, 
although these features must be understood in the context of 
an oxidized (2X1) surface rather than a more conventional 
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FIG. 4. IR spectra showing the development of the epoxide surface over ten 
orders of magnitude in water exposure, (a) The same spectrum as in Fig. 
3(e), (b) this surface after water exposures up to 8 Torr at room temperature; 
(c) and (d) are difference spectra showing the changes between —mTorr and 
1 Torr exposures (c) and 1 and 8 Torr exposures (d), with the scales ex- 
panded for clarity. The structures denoted I and II are two of the cluster 
models used to evaluate the proposed intermediate structures. Different 
spheres depict Si/O/H atoms as described in Fig. 3. 

amorphous, oxide-like film. The surface shown in Fig. 3(e), 
after five cycles of H20 dosing at -50 °C and annealing to 
600 °C, is unreactive to further H20 adsorption under UHV 
conditions. Therefore, in order to make contact between this 
well-controlled surface and that typical for a truly three- 
dimensional silicon-oxide film, we have exposed the ag- 
glomerated surface to water at increasingly high pressures 
(up to ~8 Torr) at room temperature, collecting IR spectra 
continuously during this process, as described in the follow- 
ing section. 

C. Water-induced reaction of the agglomerated 
surface 

Figure 4 shows the initial transformation of this surface 
over 10 orders of magnitude in H20 partial pressure, from 
the agglomerated epoxide surface of Fig. 3(e) [shown again 
for reference in Fig. 4(a)] to the spectrum in Fig. 4(b), which 
was obtained after several days of water exposure at room 
temperature. While the overall change in the number of 
Si-O bonds detected is small—only —7% as estimated by 
the integrated areas of the spectra in Figs. 4(a) and 4(b)—the 
transformations observed represent important steps in the 
growth of the first layer of oxide. The main peak at ~975 
cm"1 in Fig. 4(a) is unshifted in Fig. 4(b), but a distinct 
shoulder at 1015 cm"1 is apparent after extended water ex- 
posure. The higher frequency, perpendicularly polarized 
peak at -1125 cm"1 in Fig. 4(a) has grown in intensity 
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and shifted to —1130 cm-1 in Fig. 4(b), whereas the sharp 
peak at 1048 cm-1 that corresponds to isolated epoxide spe- 
cies is absent in the latter spectrum. 

By examining difference spectra obtained at select points 
during this extended high-pressure water exposure, we can 
pinpoint the more discrete changes in surface composition 
which lend some insight into possible mechanisms for oxide 
growth from the initial well-defined epoxide-covered sur- 
face. Two such difference spectra are displayed in Figs. 4(c) 
and 4(d) on an expanded scale. A spectrum acquired after 
exposure to ~1 Torr H20, ratioed to a spectrum acquired 
during mTorr H20 exposure [Fig. 4(c)], demonstrates quite 
clearly that isolated epoxide species are consumed during 
this exposure range, since the 1048 cm-1 peak is completely 
depleted. Concomitant growth of discrete features at 990, 
1082, and 1145 cm-1 suggests that these features arise from 
the reaction product of H20 and 5-oxygen epoxide; growth 
of i>(OH) features around 3740 cm-1 (data not shown) indi- 
cates that the chemistry taking place is hydroxyl-mediated. 
By reference to results of cluster calculations, we find 
that one energetically favorable reaction (AZs 
= - 4.3 eV) entails breaking the epoxide bond to adsorb H 
and OH on a 5-oxygen inserted dimer [Fig. 4(1)]. Since such 
a species would give rise to vibrational modes in good agree- 
ment with the three experimental peaks (calculated at 964, 
1083, and 1149 cm-1), we propose that the difference spec- 
trum displayed in Fig. 4(c) arises from formation of such an 
intermediate. 

The changes occurring as H20 partial pressure is in- 
creased from 1 to ~8 Torr, shown in Fig. 4(d) indicate the 
growth of yet another intermediate species. As the dominant 
feature in this difference spectrum, at 1015 cm-1, persists 
during the formation of a true oxide film (see later), it is 
likely that the intermediate giving rise to this peak involves 
the decomposition of Si-OH species to form siloxane (Si- 
O-Si) bonds. Indeed, we find that one such structure [which 
is closely related to the OH-containing intermediate pro- 
posed in Fig. 4(1)] gives rise not only to a calculated vibra- 
tional mode at 1024 cm-1, but also modes at 911 and 1041 
cm-1, corresponding closely to the experimentally observed 
features at 920 and 1046 cm"1 in Fig. 4(d). This structure, 
shown in Fig. 4(11), contains a two-membered Si-O-Si ring 
on a fully oxygen-inserted dimer. While this structure is 
somewhat strained by the presence of this small ring, it does 
provide a possible link between hydroxylated species and the 
extended Si-0 tetrahedral network which forms in the next 
step. It is particularly interesting to note that the two top 
silicon atoms in this structure are tetrahedrally coordinated to 
oxygen; addition of one more oxygen atom to this structure 
to break one of the shared Si-0 bonds would then naturally 
result in the formation of two corner-sharing tetrahedra, the 
structural unit of amorphous Si02. Such two-membered Si- 
O-Si rings have been observed in fibrous silica, although 
they are typically found to be energetically unfavorable 
(+1.2 eV) relative to relaxed Si02 tetrahedra in a periodic 
structure.26 It is reasonable, however, to posit that the obser- 
vation of such a "kinetic" (metastable) product may be fa- 
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FIG. 5. IR spectra showing the final water-induced oxidation of the epoxide 
surface, (a) The same spectrum as in Fig. 4(b), obtained after exposure to 
~8 Torr partial pressure of H20; (b) after condensation of water on this 
surface; (c) after approximately 3 weeks of controlled exposure to a satu- 
rated humid environment; (d) IR spectrum of a chemical oxide prepared by 
the modified RCA protocol, annealed to 200 °C in UHV; (e) and (f) are 
spectra of commercially grown thermal oxides; the 30 Ä oxide in (f) was 
thinned in dilute HF to yield the 4.6 Ä oxide in (e). The negative absorbance 
feature at —905 cm-1 arises from the dihydride scissors mode of the 
hydrogen-terminated reference. 

cilitated by the utilization of low temperatures (20 °C) in our 
extended oxide growth regime. 

As a final step in water-induced oxidation, we condensed 
H20 on the surface in Fig. 4(d) by raising the partial H20 
pressure to its dew point. The resulting surface, now exposed 
to atmospheric pressure of air, is shown in Fig. 5(b). As is 
evident by comparison to the spectrum from Fig. 4(b), re- 
peated in Fig. 5(a), the lower frequency, parallel-polarized 
mode at 975 cm"1 has shifted upward to —1015 cm-1, co- 
incident with the intermediate shoulder frequency identified 
in Fig. 4(d). At the same time, the higher frequency mode 
has shifted further upward to 1160 cm"1. In addition, there is 
still significant intensity between these two maxima, suggest- 
ing that the epoxide-derived species giving rise to intensity at 
1130 cm-1 in Fig. 5(a) persist in the film of Fig. 5(b). It is 
also important to note that there is virtually no change in the 
hydrogen content of the film during this water condensation 
step, as judged by integration of the Si-H modes in the IR 
spectrum, demonstrating that the spectral changes observed 
arise from growth in the Si-0 network rather than from the 
introduction of new hydrogenated oxide defect structures. 

D. Comparison with chemical and thermal oxides 

Exposure of the surface of Fig. 5(b) to condensed water in 
a controlled humid environment causes further oxide growth 
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over a period of weeks. The spectrum in Fig. 5(c) shows the 
oxide film grown after approximately 3 weeks of such expo- 
sure. Remarkably, the dominant features of this spectrum are 
a Si02 TO/LO pair with frequencies indicative of a thermal- 
quality oxide film, 1055 and 1225 cm-1. This is even more 
remarkable upon comparison to a chemical oxide film of 
similar thickness, such as the modified RCA spectrum dis- 
played in Fig. 5(d). Even though the oxide grown from the 
epoxided surface is thinner than this chemical oxide, as 
judged by total Si-0 intensity, the TO and LO frequencies 
of the epoxide-derived oxide are closer to those of a thermal 
oxide and thus indicative of a less defective film. Both a 
thick [Fig. 5(f), -30 Ä] and thinned [Fig. 5(e), -4.6 Ä] 
thermal oxide spectrum are also presented for comparison; it 
is clear that the final film produced in this work is more 
reminiscent of high quality stoichiometric Si02 than the 4.6 
Ä thinned thermal oxide, as exemplified by the position and 
linewidth of the respective LO modes. 

Another important feature of the epoxide-derived oxide is 
the presence of a distinct feature at 1160 cirT1 [Fig. 5(c)], 
which can be traced back to the high-frequency peak of the 
previous spectrum [Fig. 5(b)] of the first stage of ambient 
oxide formation on this surface. Clearly, then, the 
intermediate/defect structures present in this initial surface 
leave an imprint on the subsequent oxide film, so that "ther- 
malization" (i.e., attainment of an equilibrium state) is not 
quite complete. Further annealing studies are currently under 
way to investigate this latter transformation. 

V. CONCLUSIONS 

In summary, we have shown how unprecedented insight 
can now be obtained into the microscopic processes that oc- 
cur during Si oxidation. We have delineated mechanistic 
pathways for thin film growth from isolated dimer units to 
continuous ultrathin oxide films. However, much remains to 
be explored before the generality of our findings can truly be 
assessed. To this end, we are currently studying the oxidation 
of hydrogen-terminated surfaces under well-controlled con- 
ditions, since these are the surfaces most commonly used as 
a starting point for growth of ultrathin gate oxides. In addi- 
tion, from a theoretical standpoint, we are continuing to ex- 
plore the myriad possible intermediate structures that may 
form as kinetic products during the latter stages of the oxi- 
dation process outlined earlier. The existing body of work 

should serve to stimulate further studies of these and other 
systems of interest such as silicon nitrides and oxynitrides 
which will form the next generation gate dielectric. 
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Native Si02 passivating films grown thermally on flat Si(100) surfaces exhibit many ideal properties 
that justify regarding them as well-defined (albeit noncrystalline) phases with a continuous and 
almost defect-free interface with the Si substrate in spite of a large difference in density. Global 
constraint theory explains this remarkable situation without recourse to elaborate mathematical or 
geometrical local models, and it correctly predicts the scaling dependence of defect densities in 
films doped with N and H with essentially no adjustable parameters. © 7999 American Vacuum 
Society. [S0734-211X(99)05204-X] 

I. CONTINUITY OF NATIVE OXIDES 

Many materials oxidize, but most oxides are polycrystal- 
line, with discontinuities and high defect densities at grain 
boundaries which provide easy paths for catastrophic dielec- 
tric breakdown. Thermally grown SiO2-^/Si(100) films are 
continuous and can have very low densities of point defects 
and chargeable traps. Because of the technological impor- 
tance of Si02 passivating films, there is a large literature1 on 
chemical structures of both thin (nanometer Si02)/Si inter- 
faces and thicker interfaces up to —100 nm. Substantial or- 
dering of the amorphous Si02 has been observed by electron 
and x-ray diffraction1'2 and ion channeling,1'3 which indi- 
cates coherence lengths in the amorphous Si02 of order 10 
nm or more. For ultrathin (a few nanometers) films on atomi- 
cally flat Si(100) surfaces this means that the film can be 
regarded as a nearly homogeneous transition layer or inter- 
facial phase4 with its own characteristic properties; the defect 
density of the latter depends on oxygen diffusion kinetics 
and step densities (surface roughness)5 of the Si substrate, 
but otherwise should exhibit systematic trends in chemical 
properties, much like bulk network glasses. In particular, it 
may be possible to find simple scaling relations which pre- 
dict chemical trends in minimal or optimized defect densi- 
ties, the property of greatest technological importance. 

Most theoretical discussions of native Si/Si02 films have 
utilized local geometrical (ball-and-stick) models containing 
a few atoms to explain differences in properties of films pre- 
pared in somewhat different ways.6 In general, such local 
models do not explain the crucial fundamental features of the 
films, their continuity, quasi-epitaxy which is virtually 
stress-free7 in spite of a 40% density difference between c-Si 
and g-Si02, and with optimal preparation, defect densities2 

below 10~5. The reason the geometrical models are inad- 
equate is that they do not specify how the local geometry is 
related to the network as a whole, in other words, they do not 
specify the boundary conditions. To see how serious this 
problem is, suppose a continually branching (no rings) Bethe 
lattice model is attached to a small molecule. The resulting 
structure has an effective dimensionality D which —► °° as 
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the boundary expands. This is not a space-filling model, in 
other words, it is basically unrelated to the continuity condi- 
tion which is the sine qua non of Si/Si02. 

One can construct8 space-filling models of Si/Si02 by 
starting from the high-temperature crystalline phases (cristo- 
balite and tridymite) of Si02 and mapping these epitaxially 
onto Si(100). The energetics of forming a defect (such as an 
O vacancy) can then be modeled with empirical force fields, 
but the crystalline character of the initial Si02 makes it nec- 
essary to neglect Si-Si bonding, in other words, the network 
character is lost. In general, such efforts founder on large 
cancellations between repulsive and attractive energies, and 
that appears to be the case here as well. 

Physically the film grows without reference to a crystal- 
line topology, and the Si-Si bonds appear naturally as a 
result of incomplete oxidation during growth with a minimal 
long-range strain field. The author has found only one pre- 
vious theoretical model which is close in spirit to the present 
global model. This is the interface model constructed by 
hand and relaxed by computer of Pantelides and Long.9 

Their most interesting result was that the elastic distortion 
energy was minimized by an abrupt interface. Of course, the 
largest term in the total energy is that associated with the 
heat of formation of Si-O bonds, but this is fixed by the 
number of such bonds, so that the elastic strain energy is the 
relevant factor for determining the equilibrium configuration. 
The physical configuration is expected to be close to the 
equilibrium one, but it is modified by growth kinetics, as 
discussed later. 

One can understand the growth of such a continuous, 
nearly defect-free film if one assumes that the growth takes 
place in a nearly stress-free way, compatible with nearly 
thermal equilibrium energetics; in other words, one treats the 
film as if it were almost a bulk glass without ever using a 
crystalline starting point to fill space. The main difference 
from the bulk glass is that oxygen must diffuse to the 
SiO2_^/Si(100) interface, and for a nonzero growth rate this 
means x>0 in the film, while x = 0 in the bulk glass as 
normally prepared. 

1803     J. Vac. Sei. Technol.B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1803/3/$15.00       ©1999 American Vacuum Society     1803 



1804        J. C. Phillips: Constraint theory and defect densities 1804 

II. CONSTRAINT THEORY 

All the foregoing features of Si/Si02 can be understood 
by utilizing the global topological methods of constraint 
theory,8 which has largely evolved in the context of chalco- 
genide, rather than oxide, network glasses, because chemical 
trends in the former can be studied more easily, including 
departures from stoichiometry The abruptness of interfaces 
suggests that the defect density of thermally grown or opti- 
mally annealed films may be a characteristic function of the 
network chemistry and structure (charge transfer and bond- 
ing or space-filling topology). Experience with good glass 
formers (such as Si02 and chalcogenide glasses such as 
As2Se3) has shown that, so long as only single bonds are 
present, charge transfer plays a minor part in determining 
structure, with the major part being played by the network 
stress which arises for a given space-filling bonding topol- 
ogy. This space-filling characteristic is the microscopic 
mathematical analog of film continuity. 

Constraint theory10'1' (originally developed by Maxwell 
to describe mechanical scaffolds) has proved to be a remark- 
ably accurate description of network stress and its conse- 
quences; it has even identified network stiffness phase 
transitions11"13 which have properties strikingly analogous to 
those of fully equilibrated disordered electronic metal- 
insulator phase transitions. In any network the internal stress 
is extensive in mechanical equilibrium, much like the inter- 
nal electric field in the disordered electronic case. The theory 
is based on the idea that all the bonding forces (stretching, 
bending, etc.) in the network can be arranged in a hierarchy, 
from strong to weak. The constraining effects of these forces 
are a linear function of the average coordination number 
JVav. If both bond-bending and stretching forces are present 
[some chalcogenide alloy glasses, such as (Si,Se) or 
(Ge,Se)], the optimal average coordination number N*v 

which matches constraints to degrees of freedom is 2.4 
[(Si,Ge)Se4)], but for Si02-based alloys, W* =2.67 [stoichio- 
metric Si02] because the bond-bending forces at the O atoms 
are too weak to function as constraints at the growth 
temperature. 10,13 

III. INTERMEDIATE PHASE (REVERSIBILITY 
WINDOW) 

One of the important recent accomplishments of con- 
straint theory is that it has identified not just one, but actually 
two,13,14 stiffness transitions, at N=N*V and at N=N**. 
The difference AN*V/N% between these two values is nor- 
mally small, and experimentally it appears to depend on the 
presence of short-range order (molecular clusters, often with 
crystalline topologies). The details of these topologies are 
unimportant from a space-filling viewpoint; instead, what 
matters is that these topologies define characteristic subspace 
dimensionalities d*. One would expect A7V*/N* to de- 
crease with increasing subspace dimensionality d*, as d* 
approaches d. Experimentally, this appears to be the case, as 
AN*/N* decreases from 6% for (Si,Se) [dominated by the 
chain subspace morphology of c-SiSe2, d*=l] to 2% for 
(Ge,Se) alloys [dominated by the layer subspace morphology 

of c-/3GeSe2, d* = 2] to, presumably, -1% for Si02-based 
alloys (subspace morphology of the high temperature crys- 
talline phases cristobalite or tridymite, d* = 3). (Note that 
this subspace device incorporates all the essential knowledge 
provided by the equilibrium crystal structure and phase dia- 
gram without imposing a crystalline topology on the amor- 
phous film.) Apparently N*=2.67 is associated with the hy- 
drostatic stiffness transition, while N** = 2.70 is associated 
with a shear stiffness transition.13 

Imagine now that we follow the growth of an 
SiO2_t/Si(100) nm film. Starting from x = 2, where the net- 
work of the film is crystalline and severely overconstrained, 
it gradually becomes amorphous. The reaction Si + 02 

—>Si02 is exothermic and kinetically limited by diffusion of 
oxygen to the Si interface. Some internal stress builds up 
because of misfit between the amorphous Si02 film and the 
crystalline Si substrate, and this may limit film growth on 
processing time scales. However, when x decreases to 
-0.01, Nm=N** = 2.70, and Young's modulus becomes 
nearly zero, so that the misfit stress can be relaxed at con- 
stant volume by volume-conserving uniaxial deformations 
normal to the interface. At this point the diffusion coefficient 
increases rapidly, as it always does in a liquid (which also 
has hydrostatic but not Young's modulus stiffness) compared 
to a crystal. Film growth will take place rapidly and will be 
limited by time, temperature, and oxygen supplied. This 
means that Nm=N** = 2.70 is a natural kinetic condition 
which can determine the composition of an ultrathin film. 
Attempts to oxidize x to 0 in the ultrathin film will merely 
grow a thicker film. 

In the window N*v<Nm<N** the network behaves 
much like an incompressible liquid, which will not support a 
large shear stress, and it has a glass transition from the su- 
percooled liquid to the glass which is nearly thermally 
reversible.14 In a supercooled liquid containing network frag- 
ments one can associate irreversibility with fragment en- 
tanglement or knot formation (compare polymer chains). 
This solves the problem that puzzled Mott,7 namely how 
Si02 can grow epitaxially (no defects) on Si, in spite of the 
large density difference. It also explains how annealing 
stepped Si/Si02 interfaces anneals away the steps15 through 
the instability of Si02 against shear. 

IV. DEFECT CONCENTRATIONS IN ULTRATHIN 
FILMS 

We can now extend this discussion of internal stress to 
predict defect concentrations c as a function of Nav and N** 
for optimized processing conditions in ultrathin films. The 
basic idea is borrowed from the theory16 of stress relief at 
crystalline heterointerfaces, which occurs via the formation 
of misfit dislocations (which is also kinetically limited). 
Stress accumulates harmonically, that is to say, quadrati- 
cally, as a function of interfacial misfit, which in the crystal- 
line case is measured by the lattice constant difference. There 
are no "lattice constants" for an amorphous network, but the 
configuration coordinate Nav can (and judging from many 
experiments,1417 does) play an equivalent role. 
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More specifically, for Nm>N** (an overconstrained net- 
work) in Si02-based films which include N and H, the bond- 
bending constraints of the N may be weak, as for O, and 
there are no bending constraints from one-fold coordinated 
H. Then all the stretching constraints are stronger than the Si 
bending constrains, which cannot all be satisfied and so can 
be termed marginal. In other words, strain energy accumu- 
lated among these constraints, with the average angle fly- 
between two Si bonds being distorted from the ideal local 
value 6*j by an amount 

S8«8lC=Nm-N**. (1) 

The total strain energy is proportional16 to (SO)2, as is the 
defect density. 

With the increase of strain energy defects can be created, 
and the cost in energy per defect (such as a dangling bond) is 
constant. As in the case of misfit dislocations,18 the accumu- 
lation of strain energy in the network is interrupted (or re- 
laxed) by the presence of defects. Here these are point, rather 
than line or half-plane, defects, but similar reasoning applies. 
In fact, at crystalline semiconductor heterointerfaces, it has 
been observed that, for a given lattice constant misfit, the 
density of misfit dislocations can be reduced by the introduc- 
tion of impurities which in the partially disordered environ- 
ment of the interface also relieve internal strain.18 Thus, the 
concentration  of network defects  should  scale  as  (Nav 

r*#\2 19 — N**), in good agreement with experiment. 
Genuine columnar epitaxial Si02/Si has been identified2 

in synchrotron diffraction experiments; the crystalline mate- 
rial apparently fills —1% of the sample volume. According 
to constraint theory, this material should not be viewed as 
having grain boundary interfaces with amorphous Si02, but 
rather as simply losing planar orientation relative to the Si 
substrate. The fact that the observed interfacial lateral coher- 
ence lengths vary from 130 to 400 A (30-100 lattice con- 
stants) as the film thickness varies from 100 to 1000 A con- 
firms that Young's modulus of the SiO network is almost 
zero. The actual interfacial boundary conditions that generate 
this kind of columnar growth are not clear, and may involve 
a different kind of extended defect which is absent from 
ultrathin films. 

V. RELATED EXPERIMENTS 

Recent work20 on atomically flat Si(100) surfaces pre- 
pared by oxide removal with a Si flux showed a relatively 
high density y of monatomic steps (—10%). The density of 

Si-Si bonds (~l%=x~y2) predicted by our model, which 
assumes that thermal oxide growth occurs at the composition 
of the stiffness threshold for shear (Young's modulus normal 
mode), is much smaller. This means that either optimized 
oxide thermal growth erases most of the steps, or that opti- 
mized oxidized steps do not contain Si-Si bonds. Perhaps 
these bonds occur at optimized oxidized kinks in the steps, 
and the density of these kinks z is relaxed in ultrathin (<30 
nm) oxide films to the value expected from constraint theory. 
Incidentally, there is some indirect evidence from Fourier 
transform infrared-attenuated total reflection spectroscopy 
that such relaxation is characteristic of ultrathin films.21 
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As aggressive scaling of integrated circuits continues into the next century, insulators with dielectric 
constants higher than Si02 with different local bonding arrangements will be required to increase 
gate dielectric capacitance in field effect transistor devices. An important issue in semiconductor 
device physics is determining whether differences between the bonding at (i) Si-Si02 interfaces and 
(ii) interfaces between crystalline Si and alternative gate dielectric materials will result in increased 
densities of electrically active defects at the alternative dielectric interfaces, thereby limiting 
targeted levels of performance and reliability. In particular, it is important to understand from a 
chemical bonding perspective why Si-Si02 interfaces display both low defect densities and high 
reliability, while other interfaces such as Si-Si3N4 with similar bonding chemistry, display defect 
densities that are at least two orders of magnitude higher. Building on previously established criteria 
for formation of low defect density glasses and thin films, constraint theory is extended to crystalline 
Si-dielectric interfaces that go beyond Si-Si02 through development of a model that is based on the 
average bonding coordination at these interfaces. This approach identifies quantitative bonding 
criteria that distinguish between device-quality and highly defective interfaces. This extension of 
constraint theory is validated by its application to interfaces between Si and stacked silicon oxide/ 
nitride dielectrics which demonstrates that as in bulk glasses and thin films an average coordination, 
/Vav>3 yields increasingly defective interfaces. Finally, the universality of this application of 
constraint theory is demonstrated by showing that defect densities scale with overcoordination in the 
same way in thin films and at interfaces. © 7999 American Vacuum Society. 
[S0734-211X(99)03904-9] 

I. INTRODUCTION 

As source-drain distances in field effect transistors (FETs) 
are scaled to < 150 nm and ultimately to —50 nm, the oxide 
equivalent thickness, fox_eq of gate dielectrics must be re- 
duced initially to <2 nm, and then to <1 mn. Values of fox.eq 

are calculated from the experimentally determined gate ca- 
pacitance in the accumulation region, Cacc, by assuming that 
the dielectric film or composite multilayer stack is equivalent 
to an Si02 film with a static dielectric constant, k0, of 3.8, so 
that 

^ox-eq~ K0erjA/Ca (1) 

where e0 is the permittivity of free space, and A is the area of 
the capacitor. Cacc can be obtained directly from experimen- 
tal C-V data for thicker films, fox.eq>2.5-3 nm, at accumu- 

"'Electronic mail: gerry_lucovsky@ncsu.edu 

lation voltages >~3 V, or from a fit to capacitance-voltage 
data for ultrathin dielectrics when fox.eq< 2.5 nm. 

At fox_eq<1.5nm direct electron tunneling through Si02 

films at ~1 V exceeds 1 A/cm2, a value at which circuit 
performance and reliability are degraded. One approach to 
reduce direct tunneling current is to replace Si02 by physi- 
cally thicker films with higher dielectric constants. The first 
step is this replacement process has been to substitute Si3N4 

for Si02 so that the film thickness can increased by ~2, the 
ratio of the respective dielectric constants. Successful substi- 
tution requires (i) that the Si3N4 bulk films have fixed charge 
and trap densities that are comparable to Si02, i.e., < 1 
XlOncm"2, (ii) that the interfaces between Si and Si3N4 

have fixed charge and trap densities that are comparable to 
Si-Si02, i.e., <5 X 10l0cm"2, and (iii) that changes in other 
material and interface properties, such as tunneling masses 
and barriers do not offset reductions in tunneling current an- 
ticipated from increased physical thickness. Recent experi- 
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mental studies have demonstrated that reductions in electron 
tunneling masses in Si3N4 thin films, and in conduction band 
offset energies between Si3N4 and Si compensate almost ex- 
actly for increases in dielectric constant that allows the use of 
physically thicker Si02 films.1 These aspects of Si3N4/Si02 

substitutions are addressed in more detail elsewhere, and 
suggest that composite Si02/Si3N4 gate dielectric films may 
not satisfy many of the targeted goals for aggressive scaling 
required in advanced the most FET devices.2 

With the exception of issues relating to tunneling cur- 
rents, it has been demonstrated that bulk Si3N4 films pre- 
pared by remote plasma-enhanced chemical vapor deposition 
(RPECVD) at 300 °C, and annealed at 900 °C for at least 30 
s in an inert, nonoxidizing ambient have bulk properties 
comparable to thermally grown Si02 when incorporated into 
capacitors with stacked oxide/nitride/oxide (ONO) dielec- 
trics with Si-Si02 or nitrided Si-SiOz interfaces,3'4 or in 
FETs with stacked oxide/nitride (ON) dielectrics with 
Si-Si02 or nitrided Si-Si02 interfaces.5"7 In contrast to ni- 
trides prepared by other techniques, such as rapid thermal 
CVD (RTCVD),8 or jet vapor deposition (JVD),9 which gen- 
erally require an oxidizing anneal after film deposition to 
form oxynitride alloys with low bulk defect densities, the 
annealed RPECVD nitrides derive their low bulk defect den- 
sities from incorporation of —10—15 at. % hydrogen.4'7 The 
as-deposited RPECVD films have approximately 20-30 
at. % bonded hydrogen, mostly in near neighbor in Si-H and 
SiN-H arrangements,10"12 and after the 900 °C anneal, the 
remaining 10-15 at. % is bonded in isolated SiN-H arrange- 
ments. Detailed studies of the specific hydrogen bonding ar- 
rangements with nearest-neighbor Si-H and/or SiN-H 
groups, that readily evolve H2 molecules upon annealing, are 
discussed in detail elsewhere.11'12 This article focuses on is- 
sues relative to Si-Si3N4 interface bonding and defects. 

It is shown that a direct substitution of Si3N4 for Si02 in 
FETs is limited by charged defects at the Si-Si3N4 interface 
that will be shown to result from constraints imposed by 
overcoordination in the spirit of Refs. 13-15. In particular, 
this article extends constraint theory, originally developed 
for bulk oxide and chalcogenide bulk glasses by Phillips13'14 

and thin films by Lucovsky and Phillips15 and thereby pro- 
vides a quantitative approach to explaining the significant 
differences in defect properties between Si-Si02 and 
Si-Si3N4 interfaces. Another paper at this conference by 
Misra and co-workers,7 presents electrical measurements on 
both ^-channel (hole conducting) and n-channel (electron 
conducting) FETs, and concludes that increases in the den- 
sity of donor-like defects in the lower half of the gap 
^-channel FETs render these devices totally dysfunctional. 
This article presents complimentary studies of /^-channel 
FETs and capacitors with Si-Si3N4 interfaces with essen- 
tially the same result. The results reported in this paper and 
in Ref. 7 further demonstrate that insertion of ~0.6 nm (or 
about two molecular layers) of Si02 between the Si substrate 
and the Si3N4 film deposited by RPECVD at 300 °C and 
annealed in an inert ambient for at least 30 s at 900 °C re- 
stores interface devices properties to essentially the same 
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FIG. 1. Drive current-gate voltage (Id-Vg) characteristics for PMOSFETs 
with ?ox_eq~2 nm: (a) a 1.5 nm oxide separating a 1.0 nm nitride from the Si 
substrate, (b) a 0.6 nm oxide separating a 2.4 nm nitride from the Si sub- 
strate, and (c) a 4 nm nitride layer. The threshold voltage shift between (a) 
and (b) is due in part to substrate doping differences (0.16 V) and in part to 
positive charge at the oxide-nitride interface (0.04 eV). 

level as in devices with thermally grown Si-Si02 interfaces. 
This dramatic change in interfacial defect properties will also 
be explained in the context of the extension of constraint 
theory. 

Section II presents experimental results for Si-Si3N4 in- 
terfaces and Sec. Ill discusses constraint theory as proposed 
originally for bulk glasses13'14 and thin films.15 The applica- 
tion of constraint theory to thin films is used to develop 
quantitative relationships between departures from ideal av- 
erage bonding coordination and defect concentrations, which 
serve as a basis for the development of a quantitative ap- 
proach to defects semiconductor-dielectric interfaces and in- 
ternal dielectric interfaces. Section IV extends constraint 
theory to interfaces and Sec. V applies this extended theory 
to the experimental results of Sec. II. The model is further 
generalized in Sec. V to interfaces between Si and the so- 
called alternative high-K dielectrics such as Ti02 (Ref. 16) 
and Ta205 (Ref. 17) that are being considered as replace- 
ments for Si02 in aggressively scaled FET devices. In Sec. 
V, the theory is applied to internal interfaces in stacked di- 
electrics, such as the oxide/nitride interfaces of Refs. 1-6. 
Finally, in Sec. VI, the universality of quantitative defect 
scaling with overcoordination in thin films and at interfaces 
is demonstrated. 

II. EXPERIMENTAL RESULTS FOR Si-Si3N4 

INTERFACES 

Figure 1 displays current-voltage, I-V, curves for 
/^-channel FETs for different gate dielectrics with tox.eq 

~2 nm: (i) a 4 nm RPECVD nitride, (ii) a 0.6 nm plasma- 
oxide with a 2.4 nm RPECVD nitride, and (iii) a 1.5 nm 
thermal oxide with a 1.0 nm RPECVD nitride. The substrates 
are Si(100), doped to 5X1017cm~3 for (i) and (iii)  1.1 
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FIG. 2. C-V characteristics demonstrate shift in flatband voltage due to 
positive charge, and increased separation between high frequency and quasi- 
static plots due to interface trapping accompanying direct deposition of thin 
nitride films onto Si. Each of these capacitors has fox.eq~2 nm: (i) a refer- 
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10" 

10" 

10 -9 

N 'He Plasma - PMOS 
2 

10"4 buDstrate in 
Cv) r   t, = 2.5 nm 
E ox 
u 
£ 10"5 

D) -> (i)02(15s). 
>> 
«   10-6 

c 
0) 
Q .* 
c  10"' y 
l_ 
b. *   ■* 

3 ■   ■ 

Ü • m
a 

(ii)O2(15s) + N2(30s) 

Gate Voltage, Vg (V) 

FIG. 3. J- V characteristics for capacitors prepared on lightly doped «-type 
Si(100) with n+ polycrystalline Si gate electrodes for fra.cq~2.5 nm. The 
upper curve is for a device with an RPECVD Si02 layer and a non-nitrided 
Si-Si02 interface, and the lower curve is for a device with an RPECVD 
Si02 layer and a monolayer nitrided Si-Si02 interface. 

X 1018cm"3 for (ii). I-V traces for (i) and (iii) display ex- 
cellent turn-on behavior and the same current drive, with 
differences in threshold voltage between (ii) and (iii) derived 
primarily from differences in substrate doping noted above 
(-0.160 V out of the 0.200 V difference). In contrast, for the 
FET with the 4 nm nitride: (i) threshold voltage is shifted to 
negative voltages by > 1 V, (ii) turn-on is soft, and (iii) chan- 
nel drive current is reduced by —50. Figure 2 displays 
capacitance-voltage, C-V, characteristics forp-type metal- 
oxide semiconductor (PMOS) devices with /ox.eq—4.3nm: 
one with a plasma-oxide, and two with stacked dielectrics 
with RPECVD nitride interface layers of 0.4 and 0.8 nm, 
respectively. Shifts in threshold (and flatband) voltage rela- 
tive to Si-Si02 indicate increased fixed charge for devices 
with nitride interfaces: kqf=CmhVth(or&Vfb). Qualita- 
tively similar results have been obtained for n-type metal- 
oxide-semiconductor (NMOS) devices with nitride layer 
interfaces.7 Figure 3 displays current density-voltage, J- V, 
plots for a capacitor fabricated on lightly doped n-type sub- 
strates and n + polycrystalline Si gate electrodes for an oxide 
thickness of 2.5 nm as determined from analysis of C-V 
data.18 There are two types of devices shown in Fig. 3: (i) the 
device exhibiting the higher current was prepared by remote 
plasma processes that resulted in a non-nitrided interface, 
whereas (ii) the device exhibiting reduced tunneling current 
was prepared by remote plasma process that resulted in a 
monolayer nitrided interface.18 The C-V data establish that 
the flatband voltages are determined by the substrate and 
polycrystalline Si doping and not changed by interface nitri- 

dation. For this pair of devices with the same effective thick- 
ness, the tunneling current is reduced by the monolayer in- 
terface nitridation, indicating that insertion of a monolayer of 
nitride at the Si-Si02 interface is beneficial. This means that 
monolayer interface nitridation is qualitatively different from 
having one or more molecular layers of nitride present the 
interface with the crystalline Si substrate. 

Summarizing the data in Figs. 1 -3 and data presented in 
other papers,1920 the I-V and C-V data establish that: (i) 
that deposition of Si3N4 films by RPECVD at Si-dielectric 
interfaces degrades interface properties, (ii) that interface 
properties can be effectively restored by interposing an ultra- 
thin (—0.6 nm) layer of plasma-grown Si02 between the Si 
substrate and the RPECVD Si3N4 film, and finally, (iii) 
monolayer interface nitridation either during remote plasma 
oxidation,19 or after remote plasma oxidation18 resulted in 
improvements in interface properties, rather than 
degradation 7,20 

III. CONSTRAINT THEORY FOR BULK GLASSES 
AND THIN FILMS 

Phillips showed that fully bonded, strain-free three- 
dimensional continuous random networks (CRNs) can be 
formed at compound and alloy chemical compositions by 
counting average bond constraints associated with applicable 
valence force fields, Cav, and then matching constraints to 
the dimensionality of the network structure.13"15 For three- 
dimensional melt-quenched glasses these fields are simply 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



1809 Lucovsky ef a/.: Bonding constraint-induced defect formation 1809 

bond-stretching and bond-bending valence forces. The quan- 
titative relationships between (i) local bonding coordination 
and geometry, and (ii) constraints are presented in the next 
paragraph. Under the condition of exactly matching con- 
straints to network dimensionality, the average coordination 
number/atom, Nav, is 2.4, corresponding to the well-known 
glass-formers arsenic trisulfide and arsenic triselenide, As2S3 

and As2Se3, respectively. Good glass formation has also 
been obtained in the Ge-S and Ge-Se systems, even at the 
compound compositions (GeS2 and GeSe2), where Nm 

= 2.67, and Cav=3.67, exceeding the optimum value of 3. 
Recent studies have shown ideal-glass formation in Ge-S 
and Ge-Se alloy systems occurs at a chalcogenide-rich com- 
position corresponding to Afav~2.45 with a value of Cav 

close to 3.21 For the SiO^ (x^2) system, O-atom bond- 
bending forces are ineffective at Active (or quench) tempera- 
tures above the effective viscoelastic relaxation temperature 
of ~1000 °C, so that the applicable forces in bulk-quenched 
glasses are bond-stretching forces on both atoms, and bond 
bending forces only on the Si atoms. Nm=2.67 at the com- 
position of Si02, and the number of constraints per atom, 
neglecting the O-atom bond-bending forces, is also Cav=3. 
This explains the ease of glass formation by quenching from 
melts exceeding the viscoelastic relaxation temperature.13-15 

As indicated above, the calculation of Cav is based on 
counting constraints associated with valence forces. The 
number of bond-stretching constraints/atom is m/2, where m 
is the coordination number, and for three-dimensionally co- 
ordinated atoms, the number of bond-bending constraints is 
2m-3.13 Applied to As2S3, the number of bond-stretching 
constraints is equals 6, and the number of bond-bending con- 
straints is equals 9, so that the total number of constraints is 
15, and Cav=3. Applied to Si02 glasses that are quenched 
from temperatures exceeding the viscoelastic relaxation tem- 
perature, the total number of bond-stretching constraints is 4, 
and the number of bond-bending constraints is associated 
with Si atoms is 5, so that Cav=3, as well. 

The bonding of N in Si-N and Ge-N systems is planar or 
effectively two dimensional with the N atom bonded to three 
Si or Ge atoms in an NX3 geometry, X=Si or Ge.22 This 
bonding arrangement is stabilized by p ir-dir interactions in 
which the nonbonding pair of the N atom in pz orbital per- 
pendicular the Si(Ge-N) bonding x-y plane backdonates to 
unoccupied antibonding Si or Ge orbitals that have a d3p 
symmetry. As a consequence of this planar bonding of N 
atoms in Si-N alloys, the number of N-atom bond-bending 
constraints is reduced to m-l, so that for Si3N4, Cav=5.0, 
and Afav=3.43. However, this value of Cav is significantly 
higher than the network dimensionality so that glass forma- 
tion from the melt does not occur. 

The optimum value of Cav= 3 applies to ideal melt- 
quenched networks, and this criterion must be modified for 
vapor-deposited films prepared at temperatures well below 
the glass transition temperature. These films are generally 
not strain free, and contain voids as well.14 For nonhydroge- 
nated a-Si Nm=4 and Cav=7, and hydrogen-free a-Si films 
produced by sputtering generally contain high concentrations 

TABLE I. Calculated values of Nav and JVav for melt-quenched and deposited 
dielectrics. 

Atomic coordination 
and (dimensionality) 

Material bulk-quenched glasses Wav r 

As2S(Se)3 As: 3(3)                       S(Se):2(3) 2.40 3.00 
GeS(Se)2 Ge: 4(3)                       S(Se):2(3) 2.67 3.67 
GeS(Se)35 Ge: 4(3)                       S(Se):2(3) 2.44 3.10 
Si02 Si:4(2)0: 2a 

Plasma-deposited films 

2.67 3.00 

Si02 Si: 4(3)0: 2(3) 2.67 3.67 
Si3N4 Si: 4(3)N: 3(2) 3.43 5.00 
a-Si:N:Hb Si: 4(3), N: 3(2), H: 1(1) 2.68 3.58 
a-Si Si: 4(3) 4.00 7.00 
a-Si:Hc Si: 4(3)H: 1(1) 3.50 5.70 

"Neglects bond-bending constraints for O atoms. 
b[N] = 0.42, [Si] = 0.28, and [H] = 0.30. 
c[Si] = 0.8, [H] = 0.2. 

of dangling bonds, e.g., the concentration of Si dangling 
bonds detected by electron spin resonance is ~1018cm~3 

after optimized thermal annealing.23 The hydrogenated films 
also have internal voids which serve to reduce strain, thereby 
reducing the effective number of dangling bond defects be- 
low a value that is simply determined by Cav.

15 N^ and Cav 

can be reduced further by hydrogenation leading to signifi- 
cant reductions in the dangling bond density. For example, 
for an a-Si:H alloy with 10-15 at.% H, Nm=3.5, and Cav 

= 5.7. These alloys display Si atom dangling bond densities 
of order 5 X 1016cm~3, which is low enough for promoting 
good semiconductor properties as for example high substitu- 
tional doping efficiencies, thereby allowing the use of these 
doped a-Si:H films in photovolatic cells and thin film tran- 
sistors (TFTs).24 

Table I includes calculated values of Nav and Cav for ideal 
melt-quenched glasses, and for thin films. As shown in Fig. 
4, increases in Cav correlate linearly with increases in Nm so 
that either descriptive can be applied to bulk-quenched 
glasses or plasma-deposited amorphous materials and as 
shall be demonstrated in the next section, to crystalline Si- 
dielectric interfaces and internal dielectric interfaces as well. 
In the remainder of this article, the Nm metric will be used in 
discussing scaling of defects. 

As discussed above, if both bond-bending and stretching 
forces are present, the optimal average coordination number, 
N*v, which matches constraints to degrees of freedom is 2.4 
as in As2S(Se)3, however, for Si02 bulk glasses, /V*v=2.67 is 
optimal because bond-bending forces at O atoms are too 
weak to function as significant constraints at growth or an- 
nealing temperatures.15 For overconstrained networks such 
as in thin film Si3N4 (JVav=3.43), Si-atom stretching con- 
straints are stronger than bending constraints, so that strain 
energy accumulates along the bending constraints. The aver- 
age Si-N-Si bond angle 0y is distorted from the ideal local 
value dfj by an amount 

(2) S6&8N*=N  -N* av        av    1 v av * 
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FIG. 4. Bonding constraints per atom, Cav vs average number of bonds per 
atom, JVav, for bulk-quenched glasses and deposited thin films (see Table I). 
The line in this figure is a least-squares fit the data points, excluding the 
value for bulk-quenched Si02. 

Since total strain energy is proportional to (Sd)225 it is then 
expected that defect creation, e.g., dangling Si or N bonds, 
will be proportional to {Nm-N*v}

2. Similar considerations 
apply to other thin film materials as well. Experiments have 
shown that Nm~ 3 represents a reasonable demarcation cri- 
terion between low defect density (~1016cm~3), and in- 
creasingly defective materials.15 Equation (2) is also consis- 
tent with the structure of noncrystalline solids in which the 
statistical distribution of bond angles is much larger than the 
statistical spread in bond lengths, Sr. 

IV. EXTENSION OF CONSTRAINT THEORY TO Si- 
DIELECTRIC INTERFACES 

Before applying constraint theory to Si-dielectric inter- 
faces, it is important understand other factors than can play a 
role in interface bonding and the associated electronic struc- 
ture. There are at least four factors related to bonding that 
can promote formation of interfacial defects; these are (i) 
differences between electronic charge required for bonding 
and for balancing the nuclear charge of the constituent atoms 
as first identified by Harrison and co-workers for group IV- 
group III-V heterojunctions such as Ge-GaAs (heterovalent 
as opposed to isovalent bonding),26 (ii) interfacial dipoles 
produced by charge transfer between the Si substrate and the 
gate dielectric material,27'28 (iii) molar volume differences 
between the Si substrate and gate dielectric that produce in- 
terfacial strain, and generally require interfacial dangling 
bond formation, and finally, (iv) overconstrained bonding 
due to differences between the average number of bonds per 
atom on each side of the interface.29 Going down this list in 
order; (i) is not a consideration since both Si02 and Si3N4 

can bond to a Si substrate by forming isovalent bonds be- 
tween substrate Si atoms and either O or N atoms of the 
respective dielectrics. Second, it has been shown that inter- 

alternative gate dielectric 
silicon nitride or high-K 

0.5 molecular layer 

Si02 Interface layer 

0.5 molecular layer 

Si substrate 

Nav = number of bonds/atom = 
l(bonds in dielectric, interface, substrate) 

divided by 
(atoms in dielectric, interface and substrate) 

FIG. 5. Schematic representation of interface constituents used in the calcu- 
lation of N„ for Si-dielectric interfaces. 

facial charge transfer dipoles in (ii) result in relatively small 
differences in band offset energies at the Si-Si02 and 
Si-Si3N4 interfaces, and that charge transfer is smaller at the 
nitride interfaces that at oxide interfaces. Therefore it is not 
likely that these dipoles play a determinant role in defect or 
defect precursor formation since the defect densities at the 
Si-Si3N4 interfaces are larger than those at the Si-Si02 in- 
terfaces. Interfacial strain as in (iii) has been shown to be an 
important factor in interface quality. It has been shown that 
for thermally grown oxides on Si in a thickness range that 
extends to at least 100 nm, the residual density of interface 
traps, Dit, scales linearly with integrated strain in the oxide 
layer.30 Since the molar volume mismatch between Si3N4 

and Si is reduced with respect to that of Si02 to Si, residual 
interface strain cannot be the driver for the increased defect 
concentrations at Si-Si3N4 interfaces. The remainder of this 
section focus on the final interface consideration in (iv) deal- 
ing with bonding constraints. 

The abruptness of Si-Si02 interfaces suggests that the 
defect density of thermally grown oxides and optimally an- 
nealed deposited oxides is a characteristic function of their 
bonding chemistry and structure. Experience with good 
glass-formers such as Si02 and As2Se3 has shown that as 
long as only single bonds are present charge transfer plays a 
minor part in determining structure. The major factor is the 
network stress which arises for a given space-filling bonding 
topology, and this factor is expected to extend to interfaces 
as well. 

Extension of constraint theory to Si-dielectric-interfaces 
considers three interfacial contributions to Nm: (i) the Si 
substrate represented by one-half a Si atom, (ii) an ultrathin 
oxide or nitride interfacial layer (0.3-0.6 nm), and (iii) the 
bulk dielectric by one-half a molecular layer (see Fig. 5). 
Table II includes calculations of Nav for representative Si- 
dielectric interfaces. When a demarcation level Nav~3 is 
applied between device-quality and highly defective inter- 
faces, these calculations are in excellent agreement with ex- 
periment (see Figs. 1 and 2). For example, the model con- 
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TABLE II. Average bonding coordination at Si-dielectric interfaces. 

Material system Average coordination (iVav) Electrical quality 

Si-Si02 (1.5 molecular layers) 2.8 excellent 
Si-Si3N4 (1.5 molecular layers) 3.5 very poor (Fig. 1) 
Si-{SiO2K0-Si3N4 r = 0.5nm: 3.1 excellent (Fig. 1) 

; = oxide layer thickness f=1.5nm: 2.9 excellent (Fig. 1) 
Si-{Si3N4}(0-SiO2 ? = 0.4nm: 3.3 poor (Fig. 2) 

t = oxide layer thickness r = 0.8nm: 3.4 poor (Fig. 2) 
Si-N-Si02 {1 monolayer} 2.8 excellent (Ref. 18) 
Si-(SiO2)0.9{Si3N4)0, 10 at. % N: 2.9 very good (Ref. 31) 
Si-(SiO2)0.7{Si3N4)0.3 26 at. % N: 3.1 poor (Ref. 31) 
Si-Ti02}a (1.5 molecular layers) 4.0 unreported 
Si-Ta205}b (1.5 molecular layers) 3.5 unreported 
Si-Al203}c (1.5 molecular layers) 3.6 unreported 

"Average coordination: [Ti]: 

bAverage coordination: [Ta] 
6, [O] = 3.0 (rutile/anatase bonding). 
6, [0] = 2.4 (Ref. 32). 

Average coordination: Al=[4.5], [O] = 3.0 (3:1 ratio of tetrahedral to octahedral sites, see Ref. 33). 

firms that Si-Si02 interfaces are expected to display 
excellent interface properties (7Vav~2.8), whereas Si-Si3N4 

interfaces are not (Nav~3.5). Equally important, the calcu- 
lations demonstrate that interposition of ultrathin Si02 layers 
between Si and Si3N4 results in values of Nm~ 3 consistent 
with very good electrical properties as in Fig. 1, whereas 
interposition of ultra thin Si3N4 layers between Si and Si02 

results in Nav> 3 and degraded electrical performance as in 
Fig. 2 Figure 6 is based on the data of Figs. 1 and 2, and 
demonstrates that defect scaling for bulk films, Eq. (1), also 
holds at interfaces. The defect densities, in this case in- 
creases fixed positive charge, Aq^, 

Aqf=CmAVth(or AVf,,), (3) 

scale with shifts of the fiatband or threshold voltages (AV^, 
or A Vjh), from values anticipated from considerations of the 
substrate doping and gate electrode material; is the oxide 
capacitance, Cox~Cacc. 

The model can also been applied to interfaces between Si 
and (i) silicon oxynitride alloys and (ii) alternative high-Ä" 
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FIG. 6. Plot of normalized defect density as a function of {A^v-iV*,}2, 
where N*w is the value for an ideal Si-Si02 interface. Data points a, b, and 
c are from Fig. 1, and d and e from Fig. 2, and the solid line is a linear 
regression analysis of the data points. 

dielectrics. For oxynitride alloys a maximum interfacial N 
incorporation for low defects of ~15 at. % as indicated by 
the value of Nav in Table II; is consistent with results of 
Vogel et al.31 The model calculations for Ta205, Ti02, and 
A1203 explain the necessity for ultrathin Si02 layers between 
the Si substrate and these high-AT oxides (see, for example, 
Ref. 17). The model thereby establishes important limitations 
for extension for gate dielectric interfaces other than 
Si-Si02. Specifically: (i) Si3N4 cannot be substituted for 
Si02 at Si substrates; and (ii) substitution of more highly 
coordinated high-^T dielectrics such as Ta205, etc., requires 
Si02, or monolayer nitrided Si02 interfaces, thus establish- 
ing a limitation on the extent to which tox_eq can be reduced 
below 1 nm. 

V. EXTENSION OF CONSTRAINT THEORY TO 
INTERNAL DIELECTRIC INTERFACES 

As noted above, the integration of high-^T alternative gate 
dielectrics into aggressively scaled devices for ultrahigh den- 
sity integrated circuits will require compliant interface layers 
to bridge reduce bond constraint interfacial defects. It is 

1015 
0.01 0.1 1 10 100 

{ Nav - Nav* }2 

FIG. 7. Log-log plot of volume defect density vs {A'av-^}2' where N*v 

= 2.4 for ideal three-dimensional network structures. The solid line is a 
linear regression analysis of the data points. 
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therefore necessary to consider bond-constraint induced de- 
fects at the internal dielectric layer and the high-AT materials. 
This has been studied in ONO stacks, where the density of 
positively charged defects at ON interfaces, well separated 
from the Si-Si02 interface (~5 nm), was found to be ~3 
X 1011 cm-2 for stacked dielectrics deposited by RPECVD at 
300 °C, and annealed in inert ambients at 900 °C.2 Similar 
defect densities have been reported20 for internal ON inter- 
faces even when the Si02 layer thickness is reduced to < 1 
nm. 

A two component model similar to the one developed 
earlier in this article for the Si-dielectric interface structure 
has been used as a basis for this calculation. In this model, 
Nm is simply the average of the /Vav values of the interface 
constituents, so for Si02-Si3N4 internal interfaces, jVav~3, 
consistent with the interfacial defect concentrations in the 
low 10ncm-2 regime. Since Nav values are also —3.5 for 
other candidate high-AT materials such as A1203 and Ta205, 
similar interfacial defect densities are anticipated. This in 
agreement with experimental results reported for stacked 
Si02-Ta205 dielectrics.17 The effect of these interfacial de- 
fects on performance and reliability has yet to be fully evalu- 
ated, but it is expected to a factor due to the large change in 
the longitudinal electric field at internal dielectric interfaces 
between Si02 and alternative high-AT dielectric materials. 
The electric field in the Si02 will be the same as that calcu- 
lated for a homogeneous oxide with a thickness equal to 
^ox-eq. whereas the field in the high-AT dielectric is reduced by 
the dielectric constant ratio. 

VI. SUMMARY 

It has been shown how constraint theory originally devel- 
oped for bulk glasses'3'14 and thin films,15 can be extended to 
(i) interfaces between crystalline Si and noncrystalline gate 
dielectric materials such as Si02, Si3N4, etc., and (ii) internal 
interfaces in stacked gate dielectrics such as Si02-Si3N4, 
Si02-Ta205. For the thin film materials, and the two inter- 
facial materials systems, NÜV~3 represents a demarcation 
between device-quality and increasingly defective materials 
and interfaces. This is illustrated in Fig. 7, which is a log-log 
plot of defect density versus {Nm-N*v}

2. The data in this 
plot include different thin film materials and dielectric inter- 
faces. By including both thin film a-Si and a-Si:H, the gen- 
eral trend in Fig. 7 establishes the universality of the ap- 
proach to interfacial bonding constraints developed in this 
article. 

ACKNOWLEDGMENTS 

Research at NC State University is supported in part by 
the ONR, the AFOSR, the NSF, the SRC, and SEMATECH. 

'H. Y. Yang, H. Niimi, and G. Lucovsky, J. Appl. Phys. 83, 2327 (1998). 
2H. Y. Yang and G. Lucovsky, IEEE Electron Device Lett, (submitted). 
3Y. Ma, T. Yasuda. and G. Lucovsky, J. Vac. Sei. Technol. A 11, 952 
(1993); Y. Ma. T. Yasuda, S. Habermehl, and G. Lucovsky, J. Vac. Sei. 
Technol. B 11, 1533 (1993); Yi Ma, T. Yasuda, and G. Lucovsky, Appl. 
Phys. Lett. 64, 2226 (1994). 

4S. V. Hattangady, H. Niimi, and G. Lucovsky, J. Vac. Sei. Technol. A 14, 
3017 (1996). 

5C. G. Parker, G. Lucovsky, and J. R. Häuser, IEEE Electron Device Lett. 
19, 106 (1998). 

6Y. Wu and G. Lucovsky, IEEE Electron Device Lett. 19, 367 (1998). 
7V. Misra et al, IEEE Trans. Electron Device (submitted). 
8B. Y. Kim, H. F. Luan, and D. L. Kwong, Tech. Dig. Int. Electron De- 
vices Meet. 463 (1997). 

9Y. Shi, X. Wang, and T. P. Ma, IEEE Electron Device Lett. 19, 388 
(1998). 

,0Z. Lu, M. J. Williams, P. F. Santos-Filho, and G. Lucovsky, J. Vac. Sei. 
Technol. A 13, 607 (1995). 

"G. Lucovsky, Z. Jing, P. Santos-Filho, G. Stevens, and A. Banerjee, J. 
Non-Cryst. Solids 198-200, 19 (1996). 

12P. Santos-Filho, G. Stevens, G. Lucovsky, T. Cull, P. Fedders, P. Le- 
opold, and R. Norberg, J. Non-Cryst. Solids 198-200, 77 (1996). 

13J. C. Phillips, J. Non-Cryst. Solids 34, 153 (1979). 
14J. C. Phillips, J. Non-Cryst. Solids 47, 203 (1983). 
I5G. Lucovsky and J. C. Phillips, J. Non-Cryst. Solids 227, 1221 (1998). 
16S. Campbell, D. Gilmer, X. Wang, M. Hsieh, H. Kim, W. Gladfelter, and 

J. Yan, IEEE Trans. Electron Devices 44, 104 (1997); X. Guo, T. P. Ma, 
T. Tamagawa and B. L. Halpern, Tech. Dig. Int. Electron Devices Meet. 
377 (1998). 

,7A. Chatterjee et al. Tech. Dig. Int. Electron Devices Meet. 777 (1998). 
I8H. Niimi, H. Y. Yang, and G. Lucovsky, AIP Conf. Proc. 449, 273 

(1998). 
I9D. R. Lee, G. Lucovsky, M. R. Denker, and C. Magee, J. Vac. Sei. 

Technol. A 13, 1671 (1995). 
20Y Wu and G. Lucovsky, IEEE Trans. Electron Devices (submitted). 
2IX. Feng, W. J. Bresser, and P. Boolchand, Phys. Rev. Lett. 78, 4422 

(1997). 
22J. E. Huheey, Inorganic Chemistry (Harper and Row, New York, 1978), 

Chap. 17. 
23M. Stutzmann, Properties of Amorphous Silicon, 2nd ed. (INSPEC, Lon- 

don, 1989). 
24J. C. Phillips, in Rigidity Theory and Applications, edited by M. F. Thorpe 

and P. Duxbury (Michigan State University Press, East Lansing, 1999) (to 
be published). 

25J. H. Van der Merwe, J. Appl. Phys. 34, 123 (1963). 
26S. Y. Ren and J. D. Dow, J. Electron. Mater. 26, 341 (1996). 
27H. Z. Massoud, Mater. Res. Soc. Symp. Proc. 105, 265 (1988); H. Z. 

Massoud, J. Appl. Phys. 63, 2000 (1988). 
28G. Lucovsky and H. Z. Massoud, J. Vac. Sei. Technol. B 16, 2191 (1998). 
29G. Lucovsky, Y. Wu, H. Niimi, V. Misra, and J. C. Phillips, Appl. Phys. 

Lett. 74, 2005 (1999). 
30C. H. Bjorkman, J. T. Fitch, and G. Lucovsky, Appl. Phys. Lett. 56, 1983 

(1990). 
3IE. Vogel, P. McLarty, and J. Wortman, IEEE Trans. Electron Devices 43, 

753 (1996). 
32F. L. Galeener, W. Stutius, and G. T. McKinley, in The Physics ofMOS 

Insulators, edited by G. Lucovsky, S. T. Pantelides, and F. L. Galeener 
(Pergamon, New York, 1980), p. 77. 

33G. Lucovsky, A. Rozaj-Brvar, and R. F. Davis, in The Structure of Non- 
Crystalline Materials 1982, edited by P. H. Gaskell, J. M. Parker, and E. 
A. Davis (Taylor and Francis, London, 1983), p. 193. 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



Suppression of boron transport out of p+ polycrystalline silicon 
at polycrystalline silicon dielectric interfaces 

Y. Wu 
Department of Electrical and Computer Engineering, North Carolina State University, Raleigh, 
North Carolina 27695-8202 

H. Niimi 
Department of Materials Science and Engineering, North Carolina State University, Raleigh, 
North Carolina 27695-8202 

H. Yang 
Department of Chemistry, North Carolina State University, Raleigh, North Carolina 27695-8202 

G. Lucovskya) 

Departments of Electrical and Computer Engineering, Materials Science and Engineering, and Physics, 
North Carolina State University, Raleigh, North Carolina 27695-8202 

R. B. Fair 
Department of Electrical and Computer Engineering, Duke University, Durham, 
North Carolina 27708-0291 

(Received 19 January 1999; accepted 7 May 1999) 

The transport of B atoms out of p+ polycrystalline silicon (poly-Si) gate electrodes through Si02 

gate oxides to the Si-Si02 interface during dopant activation anneals degrades performance and 
reliability of hole-conducting (p-channel) field effect transistors. This article studies the suppression 
of B atom transport by using remote plasma processing to form ultrathin Si3N4 and silicon 
oxynitride diffusion barrier layers between p+ poly-Si gate electrodes and Si02 gate dielectrics. 
Suppression of B atom transport has been monitored through electrical measurements, 
demonstrating that —0.8 nm of Si3N4, equivalent to a N areal density of —4.5X 1015 atoms cm-2, 
is sufficient to effectively suppress B out diffusion during aggressive anneals of ~1 min at 1000 °C. 
The suppression and transport mechanisms in nitrides, oxides, and oxynitrides have been studied by 
varying the N atom areal density by alloying. Quantum chemistry calculations suggest that B 
transport occurs through the formation of donor-acceptor pair bonds between B+ ions and 
nonbonding electron pairs on oxygen atoms with the transport process requiring a connected O atom 
percolation pathway. Donor-acceptor pair bonds with B+ ions are also formed with N atoms in 
nitrides and oxynitride alloys, but with a binding energy more than 1.5 eV higher than B+ ion 
O-atom bonds so that nitrides and oxynitride alloys effectively block B diffusion through the 
formation of a deep trapping site.   © 1999 American Vacuum Society. [S0734-211X(99)05104-5] 

I. INTRODUCTION 

Aggressive scaling of complementary metal-oxide- 
semiconductor gate oxide thickness to below 2.0 nm for sub- 
250 nm devices is necessary to maintain drive currents and 
improve short channel behavior in field effect transistors 
(FETs). For /»-channel devices with p+ poly-Si gate elec- 
trodes, B transport through ultrathin gate oxides becomes an 
important issue for gate dielectric integrity. The out diffusion 
of B and subsequent transport occur during the high tempera- 
ture anneals (7,

an>950°C) required to activate B dopant at- 
oms implanted into poly-Si gate electrodes (Ref. 1, and ref- 
erences therein). The B diffusion process involves transport 
across the p+ poly-Si-Si02 interface and through the thin 
Si02 gate oxides to the Si-Si02 interface. An effective way 
to suppress B atom transport out of the p+ poly-Si gate 
electrodes is to interpose a dielectric barrier layer such as 
Si3N4, or an oxynitride alloy [(Si02)J-(Si3N4)i_x] between 
the Si02 dielectric and the poly-Si gate electrode.2"4 In con- 

trast, the formation of oxynitride layers at the Si-Si02 inter- 
face leads to decreased reliability, since B can diffuse 
through the oxide layer and pile up at the Si-SiOz interface.5 

The diffusion of B through Si02 has been studied experi- 
mentally and modeled (Ref. 1, and references therein). In 
addition, it has been shown by x-ray photoelectron spectros- 
copy (XPS) that B-0 bonds are present in oxide films into 
which B has diffused.6 Analysis of experimental B diffusion 
data yields an activation energy for diffusion of —3.6 eV. It 
was proposed in Ref. 1 that the B transport pathways are 
through peroxy (Si-O-O-Si) bonding defects. In the so- 
called peroxy linkage defect (PLD) controlled diffusion 
model, B atoms insert into peroxy defect sites which provide 
the transport pathway. The insertion reaction is given by 

B+Si-0-0-Si->Si-0-B-0-Si, (1) 

^Corresponding author; electronic mail: gerry_lucovsky@ncsu.edu 

where the Si-O-O-Si is the peroxy bonding defect. For 
transport above the visco-elastic temperature of Si02 of 
— 950-1000° C, bond breaking and network reorganization 
can readily occur; however, B diffusion has been studied at 
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temperatures well below 950 °C, with no change in the ac- 
tivation energy or prefactor terms in the diffusion constant 
down to temperatures as low as 800 °C. Additionally there is 
no independent structural or spectroscopic evidence for the 
required concentrations of PLDs in thermally grown, or 
plasma deposited and annealed Si02, or (Si02)j:(Si3N4)1_j: 

alloy films. The experimental data presented in this article 
relating to B transport through oxynitride alloys suggests that 
there is an alternative microscopic process that involves the 
motion of B+ ions by hopping between near-neighbor O at- 
oms, and the blocking of boron transport by bonding of B+ 

ions at N atoms that act as deep traps. In this respect, the 
diffusion process model proposed in this article parallels 
charged carrier transport via a trap controlled drift mobility 
in the presence of deep trapping.7 There is one major differ- 
ence, in electrical conduction process, an applied voltage is 
necessary, whereas in the diffusion process analog, the driv- 
ing force is an atomic concentration gradient. This article 
quantifies the effectiveness of both nitride and oxynitride 
barrier layers prepared by remote plasma-assisted process- 
ing. 

Remote plasma processing and device fabrication are dis- 
cussed in Sec. II. Suppression of B atom transport has been 
quantified in metal oxide semiconductor (MOS) devices pre- 
pared by two different processing approaches: (i) by deposi- 
tion of ultrathin nitride barrier layers by remote plasma en- 
hanced chemical vapor deposition (PECVD) at 300 °C,8 and 
(ii) by a 300 °C plasma-assisted top surface oxide 
nitridation.9 Both of these processes are followed by anneal- 
ing at 900 °C prior to poly-Si deposition, B implantation and 
dopant activation. The extent to which B atom transport is 
suppressed has been studied in Sec. Ill by monitoring shifts 
in electrical properties using devices with oxide dielectrics as 
a control.10 These studies demonstrated that —0.8 nm of ni- 
tride was sufficient to completely suppress B atom out diffu- 
sion out of p+ poly-Si gate electrodes as monitored electri- 
cally. To gain additional insights into the B transport 
process, experiments were performed in which B transport 
was studied as a function of the oxide to nitride ratio in 
silicon oxynitride alloys. In one series of experiments dis- 
cussed in Sec. IV, the thickness of the oxynitride layer was 
fixed at —0.8 nm, and the alloy fraction of silicon dioxide set 
at 30 and 70 at. %, reducing the areal density of N atoms. In 
a second series of experiments the areal density of N atoms 
was fixed at the same level as in an 0.8 nm nitride film, and 
the thickness was increased by oxynitride alloy formation. In 
Sec. V, a quantitative model for the B transport based on a 
quantum chemistry model is presented. The quantum chem- 
istry calculations are consistent with B transport through 
Si02 and the oxynitride alloys occurring through the forma- 
tion of donor-acceptor pair bonds between B+ ions and non- 
bonding electrons pairs of the oxygen atoms. This transport 
mechanism requires a connected percolation pathway of 
oxygen atoms. The model calculations further demonstrate 
B+ ion transport is blocked by N atoms in the nitride films 
and oxynitride alloys through the formation of donor- 
acceptor pair bonds between B+ ions and the nonbond elec- 

tron pair on a nitrogen atom. The binding energy of these 
B + -N atom bonds is more than 1.5 eV greater than that of 
the B+-0 atom bond, so that B+ ions are trapped at N atom 
sites, effectively blocking transport at the annealing tempera- 
tures. 

II. DEVICE FABRICATION BY REMOTE PLASMA 
PROCESSING 

Two different types of device structures were used in 
these studies, (i) p-channel FETs and MOS capacitors with 
dual layer oxide/nitride gate dielectrics in which nitride lay- 
ers were formed by remote plasma deposition,811 and the 
oxide layers were either thermally grown, or formed by re- 
mote plasma-assisted oxidation,12 and (ii) MOS capacitors 
formed by remote plasma-assisted oxidation, nitridation, and 
oxide deposition processes in which the nitride blocking lay- 
ers were formed by converting the top surface of the depos- 
ited oxide to an ultrathin nitride by a plasma-assisted nitri- 
dation process.9'13 

A. Deposition of nitride films 

Two different remote plasma enhanced chemical vapor 
deposition (RPECVD) processes have been used for deposi- 
tion of bulk nitride films: one process used NH3 as the 
N-atom source gas," and the other used N2.8 Both processes 
were performed at a process pressure of 300 mTorr and a 
temperature of 300 °C and resulted in films with as-deposited 
bonded hydrogen concentrations, [H]~20-30 at. %. Follow- 
ing a 900 °C rapid thermal annealing (RTA) in an inert, non- 
oxidizing ambient, the bonded hydrogen was reduced by 
about a factor of two to about 10-15 at.%.8'll,14~16 Initial 
evaluation of these nitride films was performed in devices 
with tri-layer dielectrics in oxide-nitride-oxide stacks.11 

Following the 900 °C anneal, the electrical performance of 
devices with these stacks, including interfacial and bulk de- 
fects, were equivalent to those of devices with thermally 
grown oxides, and the reliability was improved with respect 
to devices with thermally grown oxides.11 Since other studies 
of n-channel FETs with stacked oxide/nitride gate dielectrics 
indicated no differences in performance or reliability for ni- 
tride films prepared with NH3 and N2 source gases, the ni- 
tride films of this article utilized the N2 source gas process in 
order to reduce their initial bonded H content.8'10 

A secondary mass spectrometry (SIMS) depth profile 
analysis was performed on a dual layer nitride/oxide dielec- 
tric in which ~0.8 nm of Si3N4 was deposited on to 4.0 nm 
of thermally grown Si02 (see Fig. 1). The trailing of the 
nitrogen signal into the oxide is a result of the SIMS analysis 
method. After annealing at 900 °C for 30 s, a distinct nitro- 
gen peak appears at the oxide/silicon interface, showing that 
N-atoms diffuse into the oxide, and pile up at the oxide/ 
silicon interface during the anneal, so that the annealed de- 
vices have a "NON" stacked structure. The concentration of 
N at the Si-dielectric interface is of the order of 2-5 at. %, 
and is considerably less than has been achieved by the 
plasma nitridation process of Ref. 12 (see Sec. Ill B and 
Fig. 5). 
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FIG. 1. Nitrogen depth profile determined by SIMS analysis for a nitride/ 
oxide (—0.8 nm/4.0 nm) dual layer gate dielectric before and after a 900 °C 
post-deposition RTA. 

B. Top surface nitridation 

Top surface plasma-assisted nitridations were performed 
with substrates at 300 °C on thermally grown and plasma- 
deposited Si02 films in a thickness range from 2.5 to 10 
nm.9'13 A remote He/N2 discharge was initiated at a process 
pressure of 100 mTorr (0.1 Torr) which allows the plasma 
after glow to penetrate into the processing chamber. Follow- 
ing nitridation, RTA at 900 °C was performed on-line in a 
multichamber system at a pressure of 0.5 Torr in an Ar am- 
bient for a time of approximately 40 s. On-line Auger elec- 
tron spectroscopy was performed in the analysis chamber at 
intermediate stages of processing. Angle resolved XPS was 
performed ex situ using an Al Ka x-ray source (1.486 keV) 
in both normal (detector at —80° with respect to sample 
surface) and glancing-angle modes (detector at —20° with 
respect to sample surface). SIMS analyses were performed 
ex situ using Cs+ ions, and detecting CsSi+, CsN+, and 
CsO+ species for analysis.9'13 These experiments demon- 
strated that nitrogen atoms were bonded at the top surface of 
the oxide film, effectively converting that surface region to 
either a nitrogen rich oxynitride alloy or an ultrathin nitride 
layer (see Fig. 2). Test devices were prepared using a 20 min 
plasma exposure time which formed a Si3N4 layer ~0.8 nm 
thick on top of the underlying oxide film.17 

C. Fabrication of p-channel FETs and capacitors 

/7-channel FETs with p + -poly-Si gate electrodes were 
fabricated on n-type Si(100) substrates doped with phos- 
phorus to 5 X 1017 cm-3. Some wafers were implanted with 
phosphorous to increase the channel doping to 1.1X1018 

cm-3. Device processing was by standard lithography and 
patterning techniques. After growing a field oxide and creat- 
ing wells for device fabrication, sacrificial thermal oxides 
were grown at 800 °C, annealed at 900 °C, and removed by 
rinsing in dilute HF prior to growth of gate oxide layers. 
Bottom oxides were grown by either (i) thermal oxidation in 
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FIG. 2. Nitrogen depth profile determined by SIMS analysis comparing top 
plasma-assisted top surface nitridation, and the combination of plasma- 
assisted top surface and interface nitridation. 

oxygen with 4.5% HC1 at 800 °C for thicknesses of 1.5-4.0 
nm, or (ii) remote plasma oxidation in N20 at 300 °C to an 
approximate 0.6 nm thickness. This was followed by 
RPECVD nitride depositions in a range from —0.2 to —2.4 
nm.18 Boron was implanted into poly-Si gate electrodes de- 
posited by conventional CVD, and into the source and drain 
regions of the device structure at energy of 20 MeV to a level 
of 5 X 1015/cm2. This was followed by the deposition of 200 
nm of a low temperature CVD oxide to prevent the boron 
out-diffusion during dopant activation anneals. The anneals 
ranged from 950 to 1000 °C for 1 min. After deposition and 
patterning of Al for gate, source and drain contacts, a con- 
ventional 30 min post metallization anneal in forming gas 
(N2/H2) at 400 °C was performed. The equivalent oxide 
electrical thickness was determined by capacitance-voltage 
(C-V) measurements with devices biased into accumulation 
using quantum mechanical corrections.19 p-channel FETs 
with thermal oxide gate dielectrics were fabricated as control 
devices. 

For the top surface nitridation studies, MOS capacitors 
were  formed  on lightly  doped «-type  substrates  (n~ 5 
X10 cm ) using a combination of remote plasma-assisted 
oxidation, deposition, and nitridation to form two types of 
test structures.13 Both devices had top surface nitride layers 
prepared by the process outlined earlier in Sec. IIB, and 
plasma-deposited oxide layers —2.5 nm thick. However, the 
Si-Si02 interfaces were formed differently: (i) in one group 
of devices, the interface was formed by remote plasma- 
assisted oxidation using excited species from a remote 
02/He plasma, and (ii) in the second group of devices, the 
oxidation process of (i) was followed by an interface nitrida- 
tion process that utilized species from a remote N2/He 
plasma.13 The first interface formation process produced a 
non-nitrided interface and —0.6 nm of Si02 which served as 
a substrate for film deposition by RPECVD using remote 
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plasma excited 02/He and downstream injected SiH4. The 
second process also produced —0.6 nm of Si02, but follow- 
ing the 90 s nitridation process, had ~1 monolayer (or 
equivalently —7-8 X 1014 N-atoms/cm2) incorporated at the 
interface between the Si and the ultrathin Si02 layer. Capaci- 
tors were fabricated after top surface nitridation and p + 

poly-Si gate electrodes were applied following the same pro- 
cedures as used for the p-channel FETs. 

III. ELECTRICAL MEASUREMENTS AND DATA 
ANALYSIS 

A. Dual layer p-channel devices 

C-V curves for p-channel devices with a 0.8 nm ultrathin 
nitride layer on top of thermally grown oxides indicated a 
significant suppression of B-atom penetration to the Si-Si02 

interface compared to p-channel devices with thermally 
grown oxide dielectrics.20 C-V measurements were made on 
capacitors formed using the same process as described earlier 
for the p-channel FETs. Figure 3(a) contains the superposi- 
tion of normalized quasistatic C-V curves for capacitors 
with control oxides, and NON stacked dielectrics in which 
the deposited nitride layers are —0.4 or —0.8 nm thick. Ox- 
ide thickness for these devices ranged from —4.0 to —4.7 
nm. The C-V curve for control oxide is shifted to a more 
positive voltage by approximately +0.5 V with respect to the 
capacitor with 0.8 nm top nitride. Based on the calculated 
value of flatband voltage as determined from the substrate 
and gate electrode doping, the large positive shift of the ref- 
erence oxide flat band voltage indicates significant 
B-penetration to the substrate for that device.21 The flat band 
voltage shift of capacitor with 0.4 nm top nitride film is 
intermediate, indicating that B-atom transport can be con- 
trolled for a fixed thermal budget by simply changing the top 
nitride layer thickness. 

In addition, the B-atom blocking capability is improved 
by performing the 900 °C RTA prior to the deposition of the 
polycrystalline Si gate electrode as indicated by the C-V 
data in Fig. 3(b). Annealing of the RPECVD nitride film at 
900 °C for 30 s prior to the poly-Si deposition, implantation, 
and activation anneal, retards the diffusion of B through the 
top nitride during the activation anneal, presumably by re- 
ducing the amount of available hydrogen to assist in the 
diffusion process.1 As displayed in Fig. 3(b), the C-V curve 
for stacked dielectric film without 900 °C annealing shows a 
small shift to positive voltage with respect to film with the 
post-deposition RTA. This indicates a small amount of B has 
migrated through the nonannealed nitride film to the sub- 
strate. Additionally, this C-V curve exhibits some distortion 
at the onset of the inversion region, presumably due to modi- 
fication of the channel region potential by B-atom compen- 
sation. 

Locating a nitride film on top of oxide as a diffusion 
barrier provides other advantages in p-channel devices. Pre- 
vious studies have shown that N-atom concentration peaks at 
the Si-Si02 interface for dielectrics grown by oxidation in 
NO or N20.   Since B-atom transport is stopped at the 
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FIG. 3. (a) Normalized quasistatic C- V curve for thermal oxide, and 0.4 and 
0.8 nm top nitride deposited onto thermal oxides. Curves are shifted due to 
boron penetration through thin gate material. The dopant activation anneal- 
ing is 1000 °C for 60 s. (b) Normalized quasistatic C- V curve for oxide and 
N/O stack with and without post-deposition treatment. The RTA condition is 
at 900 °C for 30 s in the He ambient, and the dopant activation annealing is 
1000 °C for 60 s. 

Si-Si02 interface in these devices, this approach allows an 
accumulation of B atoms in the bulk oxide, degrading the 
dielectric reliability compared to oxides grown in 02 without 
nitrogen incorporation.22 By preventing B from diffusing 
into the bulk oxide layer, devices with NON dielectrics dis- 
play improved reliability compared to devices with oxide 
grown in 02. Figure 4 shows Weibull plots for gate dielec- 
trics with ?ox_eq —3.0 nm under a substrate injection stress of 
500 mAcm-2. The charge to breakdown, Qbd* is improved 
by about an order of magnitude in the devices with the NON 
dielectrics. 

It has been shown earlier that a 0.8 nm top nitride is 
effective in stopping boron penetration even with a thermal 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



1817        vVu et al.\ Suppression of boron transport out of p+ 1817 

1.2 

Ä     0 

C     -1    - 

"5 
a 

O      N/O - 1.5nm/2.5nm 

Tox-eq = 3-0nm a        G 
□      Oxide, Tox.eq=3.0nm D          G 

,.\TT            >,' 

& 

W 

„D ^-W 
V _p .V 

D <-j 

D C 
□ w 
□ v_.» 

D c 
D G 

D O 

D                                            G 

10° 101 102 103 

Charge-to-breakdown, QjjdfC/cm   ) 

FIG. 4. Weibull plots of QM for capacitors with 3.0 nm ON and oxide 
dielectrics under constant substrate injection current stressing at a current 
density of 500 mA cm"2. 

budget as high as 1000 °C for 4 min.20 However, as shown in 
Fig. 3(a), some B-atom penetration is observed when the top 
nitride thickness is reduced to 0.4 nm. It is interesting to note 
that 0.8 nm of nitride is equivalent to an areal density of 
—4.5X 1015 N atoms/cm-2. If one assumes that B transport 
is impeded by N atoms, then an estimate of the cross section 
for a transport blocking reaction such as chemical capture as 
discussed later can be obtained by using the Si-N bond 
length, ^si-N °f 0.175 nm to estimate the size of the chemical 
trapping site. Taking the radius of this trap to be equal to 
0.5rfsi_N, the product of 7r(0.5Jsi_N)2 and the areal density 
is —1.1, and is reduced proportionally for the 0.4 nm film. It 
is difficult to explain this thickness dependence of B-atom 
transport through these very thin nitride layers by conven- 
tional diffusion theory (Ref. 1, and references therein). To 
gain additional insights in the B transport process, B penetra- 
tion to the Si-Si02 has been studied by changes in flat band 
voltage for devices with different types of oxynitride alloys 
deposited onto a 2.5 nm oxide. The (Si02)x(Si3N4) j _x alloys 
were formed by a RPECVD technique described in Ref. 8. 
The Si02 fractions, x, in the (SiC^^Si^)].^ alloys were 
0, 0.3, 0.7, and 1. In the first set of experiments, the thickness 
of the oxynitride alloy films was fixed at —0.8 nm and the N 
concentration was reduced by increasing x. In the second set 
of experiments, the areal density of nitrogen atoms is fixed at 
— 4.5 X 1015 cm-3 (as in a 0.8 nm Si3N4 film) and the oxyni- 
tride film thickness was increased proportionally as the Si02 

fraction was increased. Figure 5(a) shows the effectiveness 
of the boron diffusion barrier formed by 0.8 nm of the 
(Si02)^(Si3N4)1_A. alloys. The extent of B-atom penetration 
is compared by studying the flat band voltage shifts from the 

1. 3.2nm oxide 
2. (SiO2)0.7(Si3N4)0.3 / Oxide - 0.8nm/2.6nm 

■ 3. (SiO2)0.3(Si3N4)0.7/ Oxide - 0.8nm/2.6nm 
- 4. Nitride/Oxide - 0.8nm/2.6nm 

-0.5 1 

Vg(V) 

(a) 

X 
o 
O 
Ö 

FIG. 5. Boron penetration as monitored by changes in flatband voltage for 
oxynitride alloys, (SiC^CSis^)^ O = 0, 0.3, 0.7, and 1), deposited onto 
a 2.5 nm oxide. The alloys were formed by a RPECVD technique described 
in Ref. 8. In (a) the thickness of the oxynitride alloy is fixed at —0.8 nm and 
the nitrogen concentration was reduced by alloying. In (b) the areal density 
of nitrogen atoms is fixed, and the barrier layer thickness is increased pro- 
portionally. 

theoretical value determined by the work function difference 
between gate and substrate Si. In the Fig. 6(a), the device 
with 0.8 nm top nitride films shows essentially no flat band 
voltage shift (to ±0.05 V) confirming the results shown in 
Figs. 3 and 4. By reducing the nitrogen areal density by 
substituting (Si02)J.(Si3N4)1_^ alloys for the nitride layer, 
and keeping the physical thickness at 0.8 nm, the flat band 
voltage is shifted to more positive voltages indicating in- 
creased B-atom penetration. Similar results apply for the sec- 
ond set of experiments in which the nitrogen areal density is 
fixed by increasing the thickness of the (Si02)^(Si3N4)i_x 

alloy films [see Table I and Fig. 5(b)]. Reduced B-atom pen- 
etration through the second set of films supports a model in 
which boron transport proceeds via a percolation-like pro- 
cess involving the connectivity of the oxygen atom pathways 
through the oxynitride alloys. This model is qualitatively dif- 
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upper curve is for a device with an RPECVD Si02 layer and a non-nitrided 
Si-Si02 interface, and the lower curve is for a device with a RPECVD Si02 

layer and a monolayer nitrided Si—Si02 interface. 

ferent that the model for B diffusion, as proposed in Ref. 1, 
and will be discussed in more detail later. 

B. C- V current density-voltage (J- V) studies on 
capacitors 

Electrical characterizations have also been performed on 
the capacitors subjected to top surface nitridation in order to 
demonstrate the equivalence of this approach for forming a 
barrier to B diffusion to the direct deposition of —0.8 nm of 
Si3N4. In this case, tunneling /- V data was used to demon- 
strate the effectiveness of top surface nitridation in suppress- 
ing B-atom transport out of p+ poly-Si gate electrodes. Fig- 
ure 6 shows J-V data for the two different types of 
capacitors discussed above: (i) one with top surface nitrida- 
tion and a non-nitrided interface, and (ii) the second with top 
surface nitridation and a monolayer nitrided interface. Flat 
band voltages for these devices, as determined by C-V 
analysis, were the same to ± 0.05 V, indicating that B atoms 

TABLE I. Boron atom transport through oxynitride alloys as monitored elec- 
trically by flatband voltage shifts. 

Gate dielectric Flatband voltage, V^,       Change in V^ 

N/O stack: 0.8 nm/2.6 nm 
Reference 3.2 nm oxide 

0.84 V 
1.21 V 

0.0   V 
+0.37 V 

(i) Fixed oxide (2.6 nm), and oxynitride (0.8 nm) alloy thickness 
Oxynitride alloys 
30% SiO2:0.8 nm 1.02 V +0.18 V 
70% SiO2:0.8 nm 1.15 V +0.31 V 

(ii) Fixed oxide thickness (2.6 nm), and variable oxynitride thickness 
Oxynitride alloys 
30% Si02:1.1 nm 0.86 V +0.02 V 
70% Si02:2.7 nm 1.09 V +0.25 V 

have not been transported to the Si-Si02 interface in either 
of the devices. The reduction in tunneling current in the de- 
vice with nitrided interface is similar to what has been shown 
found for devices with nitrided interfaces and either Al or n + 

poly-Si gate electrodes where B diffusion is not an issue.'3 

Tunneling current in devices with interface nitridation is 
typically reduced by a factor of 7-10 due to decreases in 
effective surface roughness.23 

IV. MODEL FOR NITRIDE BARRIER LAYERS 

The experimental results of Sec. Ill have established the 
following: (i) B penetration out of p+ poly-Si gate electrodes 
following aggressive dopant activation anneals (~1 min at 
950-1000 °C) of implanted B poly-Si is suppressed below 
levels of detection by electrical measurements when Si3N4 

layers, prepared either by remote plasma CVD of Si3N4 or 
top surface nitridation of Si02 are about 0.8 nm thick, (ii) B 
penetration has been detected when the Si3N4 layer thickness 
is reduced to —0.4 nm, and (iii) B penetration is occurs when 
oxynitride films [(Si02)v(Si3N4)1_v] are substituted for the 
layers, even if the area density of N atoms is held constant by 
increasing the thickness of the oxynitride film in direct pro- 
portion to the Si02 fraction. 

The combination of these results suggest that B transport 
is hindered at the atomic level when N atoms are substituted 
for O atoms in oxynitride alloys, and that B transport is by a 
percolation-like process that involves jumps between near, or 
nearest-neighbor O atoms in which B-O bonds are formed in 
accord with the results of XPS studies.6 The model devel- 
oped below proceeds in two stages: (i) quantum chemistry 
calculations do determine how B atoms and ions interact 
with O and N atoms in Si02, (Si02)v(Si3N4),_A. and Si3N4, 
and (ii) transport calculations based on the connectivity of O 
pathways in (Si02)v(Si3N4),^v alloys. 

A. Quantum chemistry calculations 

Based on the electronic structure of B and two-fold coor- 
dinated O atoms in Si-O-Si bonding arrangements in Si02 

and the pseudobinary oxynitrides alloys, a quantum chemis- 
try study was made to determine if donor-acceptor pairs 
would form between B atoms and/or ions and the two-fold 
coordinated O atoms of the Si02 network. This bonding does 
not require a defect bonding environment and does not in- 
volve bond-breaking reactions and network restructuring. 
Figure 7(a) indicates the molecular model used to study 
donor-acceptor bond formation through attachment of B ions 
to the nonbonding pairs on the O atoms of the Si-O-Si 
groups. The calculations of this article are similar to those 
used to study defect metastability associated with H atoms at 
Si-Si02 interfaces,24 and in hydrogenated amorphous 
silicon.25 In particular, as indicated in the figure captions for 
Fig. 7 the Si atoms of the these clusters have been terminated 
Si-H groups. These calculations indicate that binding energy 
for attachment of neutral B atoms to the O nonbonding pair 
is very low, ~0.4 eV, but that the binding energy for attach- 
ment of B+ ions to the O nonbonding pair is significantly 
higher, —1.85 eV; the respective bond lengths are —0.2 and 
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FIG. 7. Schematic representation of molecular structures used for quantum 
chemistry calculations: (a) for B+ to Si-O-Si and (b) for B+ to 3Si-N. (b) 
Local bonding geometry of the N atoms. The termination of these clusters is 
by H atoms. 

0.175 nm. This calculation demonstrates that B atoms would 
not be impeded by attachment to O atoms, whereas B+ ions 
would. Since the activation energy for B diffusion is high, 
—3.6 eV, it can either involve bond breaking and restructing 
as in the PLD model of Ref. 1, or donor-acceptor bond for- 
mation involving ionic species as introduced in this article. 
The experiments on the relative blocking power of different 

silicon oxynitride alloys favor a site percolation model with 
near-neighbor jumps involving O atoms, and deep trapping 
or blocking involving N atoms. This approach is supported 
by the quantum chemistry calculations presented earlier, and 
those introduced later for B+-N bonding. Therefore, the next 
part of this discussion focuses on (i) ion transport in Si02, 
and (ii) differences between the bonding of B+ ions to non- 
bonding pairs on O and N atoms of Si02, (Si02)^(Si3N4)1_I 

alloys and Si3N4. 
While there is no direct experimental evidence that boron 

diffusion proceeds by ionic rather than neutral species, there 
is experimental evidence for formation of positive H+ ions 
(protons) at Si-Si02 interfaces and their transport through 
Si02 films.26 For example, studies of proton motion in Si02, 
where the source of H resides in poly-Si films deposited onto 
the Si02 surface, indicates that mobile proton motion is de- 
tected at temperatures >450°C, and is the dominant H 
transport mechanism at temperatures >600°C. ' The 
transport of H+ through Si02 may involve the formation of 
three-fold coordinated oxonium sites where the H+ ion forms 
a donor acceptor pair bond through utilization of the non- 
bonding orbitals of the two-fold coordinated O atoms of 
Si-O-Si groups.28 Since the ionization energy of H is 
greater than that for B, 13.6 eV as opposed to 8.3 eV,29 it is 
reasonable to assume that B+ ions can be generated at the 
poly-Si interface by a reaction similar to the one that gener- 
ates H+ ions. If this were the case, then the ionization energy 
of B atoms at the Si-Si02 interface would be reduced at 
least by the energy difference between the conduction band 
of Si and vacuum, —4.2 eV. For this model to apply, the 
measured activation for diffusion1 would have two contribu- 
tions, (i) one associated with the ion formation process, and 
(ii) a second associated with the microscopic transport pro- 
cess. This separation into two terms is consistent with the 
activation energies for As and P diffusion in Si02 (see Ref. 
1). In particular, the increased activation energies of As and 
P diffusion in Si02 with respect to B are consistent with their 
increased ionization, /, energies with respect to B (7P= 8.3 
eV), 7p=10.5 eV, and 7As=9.8 eV.29 However, the activa- 
tion energy for the diffusion constant for Ga in Si02 is 
greater than that of B, but 7Ga= 6.0 eV and is less than IB so 
that the extension of this approach to other diffusing species 
such as Ga has issues yet to be resolved. 

Quantum chemistry calculations have been applied to 
bonding between B+ ions and N atoms bonded to three Si 
atoms (i) in a planar bonding environment like that found in 
Si3N4 and the oxynitride alloys,29 and also (ii) in a more 
probable tetrahedral bonding environment as found in am- 
monium ions. In this regard, the bonding of N atoms in both 
crystalline and amorphous Si3N4 is in a planar 
configuration,30'31 whereas the bonding of four-fold coordi- 
nated positively charged nitrogen is in either a tetrahedral or 
distorted tetrahedral configuration.29 The calculation for the 
bonding of B+ in a planar configuration is included to em- 
phasize the increased stability of the tetrahedral (or distorted 
tetrahedral) arrangement. The neutral B to N binding energy 
in a planar configuration is too low (<0.5 eV) to provide a 
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TABLE II. Quantum chemistry calculations for interactions between B, P, 
and As atoms and ions and O and N atoms in Si-O-Si and 3Si-N bonding 
groups, respectively as in Si02, (Si02).v(Si3N4)1_^ alloys and Si3N4. 

(i) B atom and ion bonding to O atoms in Si-O-Si groups [see Fig. 7(a)] 
Bonding group Bond energy, eV Bond length, nm 

B--OSi2 

B+--OSi2 

<0.5 
1.9 

>0.2 
0.174 

(ii) B atom and ion bonding to N atoms in 3Si-N groups [see Fig. 7(b)] 
Bonding group Bond energy, eV Bond length, nm 

B---NSi3 <0.5 >0.2 
Planar B+---NSi3 3.0 0.21 
Tetrahedral B+---NSi3 4.7 0.15 

1.000S 

0.000 

pseudo-binary alloy bonding 
in homogeneous oxynitrides 

SI-40 

0.2 0.4 0.6 0.8 
x, alloy composition - (Si02)x(Si3N4)1.x 

chemical block, consistent with the results for B to O bond- 
ing where the proposed hopping transport mechanism can 
only apply if B+ ions are the diffusing species. The results of 
the calculations for the B+ ions are summarized in Table II, 
where it is shown that the binding energy of the B+-N bond 
is more than 1.5 eV greater than that of the B+0 bond if the 
local geometry is planar, and more than 2 eV greater if the 
geometry is tetrahedral as in ammonium ions. Due to this 
difference in binding energies between B+-N and B+-0 
sites, the B+-N sites can act as deep traps in the B diffusion 
process, and the B+-0 centers can act as jump sites with a 
significantly increased release rate determined by the differ- 
ence in their respective binding energies. For a diffusion 
temperature of 1000°C (1273 K), this is a factor of ~5 
X 104 for the planar B+-N geometry, and more than 5 
X 106 for the tetrahedral site expected for an ammonium ion- 
like center. 

B. Percolation pathway calculations 

It is now demonstrated that the experimental data on the 
blocking power of nitride layers, and the transport through 
the different oxynitride alloys is in good agreement with the 
predictions of a transport model based on site percolation. 
The model is based on a statistical analysis of bonding in the 
oxynitride alloys. Figure 8 presents the results of a calcula- 
tion of the fractional concentration of the five possible local 
bonding groups in the oxynitride alloys. The calculation as- 
sumes that the alloy is pseudobinary (or chemically ordered) 
in character containing only Si-N and Si-0 bonds. The Si 
atoms are four-fold coordinated in tetrahedral arrangements, 
the O and N atoms, are respectively two- and three-fold co- 
ordinated as in noncrystalline Si02

31 and Si3N4;30'31 in par- 
ticular the neutral N atoms are in a planar bonding geometry. 
As pointed out in Ref. 30, the bonding of neutral N atoms 
with Si atoms in amorphous materials is in planar bonding 
geometry just as in the crystalline phases. Infrared studies 
indicate that this same bonding geometry also occurs in sili- 
con oxynitride alloys.32 

Based on an assumption that B atom transport takes place 
through a connected array of oxygen atoms, the B transport 
proceeds through O pathways involving Si atoms bonded to 
two, three, or four oxygen atoms, and B transport is blocked 

FIG. 8. Calculated fractional concentrations of Si-4N, Si-3N, 10, Si-2N, 
20, Si-IN, 30, and Si-40 tetrahedral groups as a function of x in silicon 
oxynitride alloys [(Si02)v(Si3N4)i_t] using a statistical model. 

by Si atoms bonded to either three or four N atoms. This 
definition of transport via the O atoms makes an arbitrary 
assumption that the transport is by a hopping process that 
involves jumps between O atoms bonded to the same Si 
atom, and that the probability of such a jump between avail- 
able O atom sites is greater than the probability of trapping 
on a N atom bonded to the same Si atom. Obviously, these 
assumptions require additional critical study. Moving ahead, 
and based on these assumptions, Fig. 9 displays the frac- 
tional concentrations of these O pathways, and N Mockers, 
as determined from Fig. 8. To determine the extent to which 
this type of model explains the results of the experiments 
described earlier, the shift in the flat band voltage, AVn,, 
with respect to the value for complete suppression of B 
transport as determined from devices in which the Si3N4 

thickness is 0.8 nm or more, is plotted in Fig. 10 as a func- 
tion of the product of the blocking power of Si-N bonding 
groups as defined in Fig. 9 times the nitride or oxynitride 

0.8000 

0.2 0.4 

x, alloy composition 
0.6 0.8 

(Si02)»(Si3N4)i., 

FIG. 9. Calculated fractions of nitrogen blocking groups, Si-4N, Si-3N, 10, 
and oxygen pathway groups, Si-40, Si-30, IN, Si-20, 2N, as a function 
of x in silicon oxynitride alloys [(Si02)i(Si3N4),_v] using the statistical 
model calculations of Fig. 8. 
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FIG. 10. Change in flat band voltage, as a function of boron "blocking 
power" defined as the fraction of nitrogen blocking groups (from the model 
calculation in Fig. 8) times the layer thickness (see Table I). The dashed line 
is quadratic fit to the data which is included to emphasize the trend in the 
data. The solid lines indicate the threshold behavior that is anticipated on the 
basis of the percolation theory as applied to films in which all dimensions 
are greater than the atomic scale dimensions associated with the transport 
process. 

thickness (see Table I). The dashed line is included in Fig. 10 
to emphasize the trend in these data. The solid lines indicate 
the character of the threshold behavior that is anticipated on 
the basis of percolation theory as applied to films in which 
all dimensions are greater than the atomic scale dimensions 
associated with the transport process.33 The thickness dimen- 
sions of the films in this study do not meet the assumptions 
of percolation theory so that only qualitative agreement is to 
be expected. Note that the percolation threshold predicted by 
theory is ~0.4333 and is approximately at the intersection of 
the two straight lines in Fig. 10 that reflect the qualitative 
dependence of A Vg, on boron blocking power. 

V. DISCUSSION 

The experimental studies of the suppression of B transport 
by nitride and oxynitride films prepared by RPECVD and 
subjected to post deposition annealing suggest that B atom 
transport takes place via percolation or connected pathways 
is nearest-neighbor O atoms. Quantum chemistry calcula- 
tions suggest that the diffusing species is a B+ ion rather 
than a neutral B atom. The measured activation energy for 
transport is 3.6 eV, and is greater than the binding energy of 
B+ ions to O atoms through an interaction that forms a 
donor-acceptor pair bond. The ionization of B atoms that 
out-diffuse from the ion implanted poly-Si layer is assumed 
to take place at the poly-Si-Si02 interface paralleling the 
formation of H+ atoms or protons, and contributes to the 
measured activation energy. 

It will be necessary to determine if this model can explain 
enhanced B atom diffusion that takes place when either F or 
H is bonded in the Si02 network. Quantum chemistry calcu- 
lations performed on Si-O-F alloys34 indicated increases in 
the Si-O-Si bond angle, which affects the spatial orientation 
and relative s- and p-character of the nonbonding pairs on 

the O atoms. For example as the Si-O-Si bond angle in- 
creases, the nonbonding pairs become more j?-like in charac- 
ter. Quantum chemistry calculations are in progress to deter- 
mine whether this will increase or decrease bond energies. 
Finally, the diffusion constants for As and P in Si02 are 
similar to those for B,1 with the activation being proportional 
to the As-0 and P-0 bond energies. Preliminary studies of 
dative bond formation between As+ and P+ ions and non- 
bonding pairs on O atoms and N atoms has been completed, 
with results parallel to those obtained for B+ ion. For ex- 
ample, the binding energies of As+ and P+ ions to nonbond- 
ing pairs on O atoms of Si-O-Si groups are respectively 1.5 
and 1.6 eV, whereas the binding energies of As+ and P+ ions 
to nonbonding pairs on N atoms of tetrahedral N-Si3 groups 
are increased, respectively, to 4.4 and 4.8 eV. The similar 
diffusion constants for As and P in Si02, and the effective 
blocking of diffusion for As and P in oxynitride alloys sup- 
ports the model proposed in this article for the transport of 
B+ ions through Si02, and the blocking of these ions in 
nitride and oxynitride films. 
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Quantum interference oscillations in ballistic electron emission microscopy (BEEM) spectra were 
observed for metal-oxide-semiconductor structures with 23 and 30 Ä Si02 interlayers. Maxima in 
the transmission coefficients, obtained from solutions of the one-dimensional Schrödinger equation 
that included image force corrections, could be matched to the spectral maxima provided that the 
effective electron mass mox, an adjustable parameter, was increased at each of the consecutive 
higher energy maxima. The resulting energy dependence or dispersion of m0X(E) showed a 
dependence on the oxide thickness. The 23 and 30 Ä oxides exhibit initial (zero kinetic energy) mox 

values of 0.52 m0 and 0.45 m0, respectively, that disperse upward with energy by ^0.3 m0 over a 
0-2.5 eV range in kinetic energies. The range of mox values observed is substantially lower than the 
average mox values deduced from quantum interference in Fowler-Nordheim tunneling 
experiments. The origin of these differences are discussed, and it is argued that BEEM is an 
inherently simpler and less error prone technique to evaluate mox. © 1999 American Vacuum 
Society. [S0734-211X(99)05004-0] 

I. INTRODUCTION 

The effective mass mox of the conduction band electrons 
in amorphous Si02 is a relevant parameter in the prediction 
of hot electron effects in metal-oxide-semiconductor 
(MOS) structures, as well as in performance simulations of 
field effect transistors.1 Nevertheless, its value has been con- 
tentious over decades, a problem derived from its relagation 
to a fitting parameter that is used to force agreement of fre- 
quently over simplified transport equations with experiment. 
Moreover, few attempts have been made to assess the con- 
sequences of the physical constraints imposed in the data 
interpretation and their resulting impact on mox. As a result 
the reported values for mox ranged from a low of 0.3 m0,2 

where m0 is the free electron mass, to estimates as high as 
0.85 m0.3'4 An underlying but never states premise in all 
measurements reported thus far is the assumption of an en- 
ergy independent or dispersionless mass. This assumption, as 
we shall see shortly, is a consequence of the inability to 
extract a dispersive mox with conventional transport tech- 
niques. The current-voltage (I-V) measurements give in- 
stead values of mox averaged over an energy range deter- 
mined by the experiment. In this work we present an 
approach based on quantum interference effects of electrons 
injected directly into the conduction band of Si02 from 
which it is possible to derive the energy dispersion of mox. 

The most commonly employed I-V transport measure- 
ment of MOS capacitor structures is Fowler-Nordheim (FN) 
tunneling, in which a sufficiently high potential Vox is ap- 
plied across the oxide to field-inject electrons via tunneling 
from near the Fermi level of the gate and thence into the 

a)Electronic mail: ludeke@watson.ibm.com 

conduction band of the Si02. This is schematically shown in 
the top illustration of Fig. 1. The electron, represented by a 
plane wave, tunnels through the trapezoidal barrier repre- 
sented by the solid line and emerges in the conduction band 
of the SiOz. There it continues to gain energy due to field 
acceleration as it approaches the Si02-Si interface. The cur- 
rent density is given by the well known FN expression ob- 
tained in the Wentzel-Kramers-Brillouin (WKB) 
approximation,5 J^* exp[-4(2 mox)

m<$ß2doxßhVox], 
where <E>B is the barrier height, dox the oxide thickness, and 
Vox the net oxide potential. Experimental I-V curves are 
generally fitted to this simple relationship, with the assump- 
tion that both $B and Vox are known, but not mox, which 
thereby is treated as a fitting parameter. This expression for 
,/pN ignores screening effects arising from the presence of the 
interfaces, an intentional omission based on results for 
thicker oxides.6 For ultrathin oxides (<10 nm) these effects, 
expressed through the classical concept of image force low- 
ering of the barrier and illustrated by the dashed line in Fig. 
1(a), cannot be ignored.7'8 The inclusion of image force ef- 
fects requires a numerical solution for Jp^, whether repre- 
sented in terms of a complete Schrödinger equation, or as an 
approximation, such as WKB.7 The mass deduced from fits 
is that of a particle tunneling through the barrier, with a 
value that should represent the effective mass of the imagi- 
nary branch of the band structure. It is expected to be differ- 
ent from the real conduction band mass, although at the band 
edge their values should be nearly equal. However, the elec- 
tron is constantly changing its energy from the point of in- 
jection to its emergence in the conduction band (a change 
exceeding 3 eV), yet it is assumed that its mass is either 
constant or that the deduced mass represents an energy av- 
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Fowler-Nordheim tunneling 

Distance x 

(b) 

tip        Pd      Si02       slicon 

FIG. 1. (a) Energy diagram for FN tunneling is shown at the top under the 
usual assumption of a trapezoidal barrier that neglects image force effects. 
The influence of the latter is shown by the dashed curve (b) A corresponding 
diagram for a BEEM experiment. The barrier potential is shown with (solid) 
and without (dashed) image force corrections. Oß is the potential difference 
between the Fermi level of the metal and the SiO, conduction band mini- 
mum. eVlh represents the barrier height with the inclusion of image force 
lowering and corresponds to the threshold energy for current detection mea- 
sured in a BEEM spectrum. VT is the STM bias and corresponds to the 
kinetic energy of the electrons injected into the metal gate. The dotted po- 
tential represents the consequence of positive oxide charge near the Si02—Si 
interface. 

eraged value. The same can be said of its mass in the con- 
duction band, as the electron is accelerated towards the 
Si02-Si interface. The mass, the real m0K, can also be ob- 
tained in a FN experiment from weak oscillations in /FN. 
Such oscillatory structure arising from interference of the 
electron wave function in the "cavity" between the conduc- 
tion band edge and the Si02-Si interface was predicted by 
Gundlach,9 and first observed by Maserjian and Petersson,310 

and subsequently by others 4,11-14 The experimental reality 
of a changing electron energy and its complications, together 
with the inherently weak oscillatory structure modulating a 
large background current, makes the technique unsuitable for 
measuring mass changes with electron energy. Band struc- 
ture calculations indicate that for crystalline quartz consider- 
able deviations from parabolicity occur within 1 -2 eV of the 
lower band edge, with additional bands starting to contribute 
to the density of states near these energies. 15~17 However, the 
conduction bands are often inadequately treated in such cal- 
culations and it is therefore difficult to extract an accurate 

dispersion of mox. Theoretical estimates of mox for a-quartz 
range from m 0.316 to 0.5 m0.17 Even if accurate values of 
mm and their dispersions were calculated for the polyphases 
of crystalline quartz, a direct correspondence to amorphous 
quartz would still be speculative, although it has been argued 
that on the short range scale of a few nanometers the dis- 
torted amorphous phase still exhibits many band-like prop- 
erties akin to crystalline Si02.' 

Quantum interference oscillations have recently been ob- 
served in the /- V spectrum of electrons injected directly into 
the conduction band of Si02.18 The technique, ballistic elec- 
tron emission microscopy or BEEM, uses the tip of a scan- 
ning tunneling microscope (STM) to inject electrons into the 
thin metal gate of a MOS structure, whence they proceed 
ballistically to enter the Si02 and subsequently the Si sub- 
strate. They emerge from the Si as a collector current that is 
modulated by the interference phenomenon in the oxide. For 
over-the-barrier transmission, maxima in the transmission 
probability for a rectangular barrier (i.e., in the absence of an 
internal oxide potential Vox) occur at the following energies:9 

E = (mrh/dm)2/2mc with 1,2,3..., (1) 

from which mm can be deduced by matching theoretical 
maxima to those obtained experimentally. However, the 
presence of an internal field plus the inclusion of image force 
effects requires that the equations be solved numerically. Us- 
ing such an approach, a value of mox=(0.63±0.09)m0 was 
obtained for a 2.8 mm oxide.'8 Subsequent improvements in 
the data quality have now necessitated the inclusion of an 
energy dependent mass to match experiment with theory, 
which is the topic of this article. 

II. EXPERIMENTAL DETAILS 

A. Ballistic electron emission microscopy/ 
spectroscopy 

BEEM, as mentioned earlier, is a STM based microscopy 
that differs from conventional STM by the presence of a thin 
metal layer deposited on a substrate, in the present case a 
Si02-Si sample. The only purpose of the metal layer is to 
provide a reference electrode relative to which the STM tip is 
biased with a potential VT. The electrons injected into the 
metal layer by the STM tip thus have an energy of eVr. The 
thickness of the metal should be comparable or preferably 
less than the electron mean free path in the metal, so that the 
electrons can traverse the layer ballistically. If their energy is 
larger than the potential barrier posed by the oxide—in the 
present case the potential <E>B representing the difference be- 
tween the Fermi level in the metal and the bottom of the 
Si02 conduction band—some electrons will be injected into 
the conduction band, and after traversing the oxide and en- 
tering the Si, will emerge as a collector current Ic from the 
substrate. An energy diagram for a BEEM experiment at zero 
applied bias is shown at the bottom of Fig. 1. The probability 
for the electron to reach the Si is dependent on the overlap of 
the conduction band density of states at the interfaces, the 
transmission probability Tm(E) across the oxide, as well as 
transmission probabilities of a quantum mechanical origin 
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(e.g., transverse momentum conservation). These issues have 
been discussed elsewhere.1'7'19 Although for oxide films 
thicker than about 4 nm Tox is strongly dependent on 
electron-phonon scattering,19'20 for the thinner oxides used 
here this scattering mechanism is not dominant, a conclusion 
supported by the observation of interference phenomena. 
Consequently, scattering will be ignored in our analysis of 
T ± ox • 

In the present application BEEM is exclusively used in 
the spectroscopy mode, in which the raster scan of the STM 
is stopped and the collector current Ic is measured as VT is 
ramped over a range that includes the barrier potential 0B. 
Ic becomes finite once VT exceed <&fi, or more precisely, <J>ß 

modified by the image potential and any oxide potential that 
affects the net barrier height. The consequence of the image 
force is included in the potential shown in Fig. 1(b) (solid 
line), the dashed line representing the bare potential. The 
STM is generally operated at a constant tunneling current IT. 
An important experimental consideration is tip drift, which 
should be negligible over the acquisition time for a spectrum, 
which is typically ~1.5 min. We waited until tip drifts were 
below 1 Ä/min before attempting the acquisition of spectra. 

B. Sample preparation 

Device-grade amorphous Si02 layers were thermally 
grown in dry oxygen at 800 °C. The substrates were 125 mm 
diameter Si(100) wafers, boron doped in the low 1016 cm-3 

range. No additional treatments were performed after the 
oxidation. The thickness dox of the oxides studied in this 
work were 23 and 30 A. The thickness was determined with 
an ellipsometer, and represents an average of over 50 mea- 
surements over the wafer. All measurements were within 1 Ä 
of the averaged value. The thickness of the oxides was also 
obtained from capacitance-voltage (C-V) measurements, 
using 500-Ä-thick W dots deposited ex situ by chemical va- 
por deposition. Their values were 1 Ä less than those ob- 
tained ellipsometrically for oxides of thicknesses in the 
20-40 A range. We chose the ellipsometric values for the 
data analysis, as the C-V data reduction routines included 
corrections that were unnecessary for metal gates and which 
resulted in a small (~1 Ä) underestimate of the thickness. 

Approximately 8X15 mm2 samples were cleaved from 
the wafers in a dry box. An ohmic contact was made by 
scraping a small droplet of a Ga-In alloy into the backside of 
the samples. They were then introduced into an ultrahigh 
vacuum (UHV) preparation chamber, where each sample, 
prior to metallization, was annealed separately near 250 °C 
for 10 h to remove water and other volatile surface contami- 
nants. Arrays of metal dots, 0.2 mm in diameter, were de- 
posited by evaporating the metal through a shadow mask. 
The samples were cooled to a temperature of ~30 K in order 
to minimize surface diffusion and thereby achieve pinhole- 
free layers at the lowest possible coverages. For Pd, which 
was used for the 23 Ä oxide, full coverage was achieved in 
the 30-40 A range. The resulting morphology, shown in Fig. 
2(a), consists of nodules typically 80 Ä in diameter that pro- 
truded <10 Ä above the valleys. Tungsten was used for the 

n35 Ä 

o o o 

o o 
o 

n29 A 

1000 Ä 

FIG. 2. 1000X1000 Ä2 topographic images for metal on Si02: (a) 40 Ä Pd 
film and (b) 18 Ä W film. Both films were deposited with the Si02/Si 
substrate near 30 K. 

30 Ä oxide sample. It was evaporated from a low voltage 
and low power (<1800 V, —200 W) electron beam evapo- 
rator to minimize oxide damage, as well as to maintain a low 
chamber pressure during metallization (~10~8 Torr of 
mostly H2). Pinhole-free films were obtained in the 15-18 Ä 
range. The morphology of a W layer is shown in Fig. 2(b). 
Its nodular texture, which is substantially finer than that of 
Pd, exhibits a rather homogeneous distribution of grain sizes 
in the 15-20 Ä range. The small size of the W grains serves 
to refocus on the importance of a low STM tip drift during 
the acquisition of a spectrum, as the tip position should be 
kept well within the area of the grain. Otherwise the curva- 
ture of the grain will cause undesirable changes in electron 
injection angle as the tip drifts near the grain boundary. It 
has been known for some time that the injection angle plays 
a critical role in the transmission.21 The finished sample was 
allowed to warm up to room temperature and was subse- 
quently transferred under UHV into the STM chamber. A 
reference electrode at the STMs ground potential, needed to 
bias the tip, was carefully positioned onto a selected metal 
dot by means of three orthogonally mounted Inchworms™. 
After the STM tip reached tunneling the drift was checked 
repeatedly until it decayed to the desired level, usually in a 
few hours. Once stabilized, large lateral movement of the tip 
were avoided as well to minimize tip creep. 

BEEM spectra were usually taken on previously unmea- 
sured areas of the sample to avoid trap generation and charg- 
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3.2  ! . , _, 
Repeat scans on 23 A Si02 

lT= 2 nA 

4 5 6 7 
Tip bias VT (V) 

FIG. 3. BEEM spectra taken on the same location of a Pd/23 A 
SiO2/p-Si(100) MOS structure. The first scan was taken on a spot that had 
not been previously exposed to electrons of sufficient energy to inject elec- 
trons into the Si02. The quantum interference oscillations are substantially 
changed after repeat scans, being nearly obliterated after about 6 scans. The 
spectra show few additional changes beyond the sixth scan. The spectra are 
displaced vertically for clarity. IT=2 nA. 

ing from prior hot electron injections.22 Any oxide charge 
affects Vm locally, thereby altering the interference structure, 
which renders a determination of mm nearly impossible.18 

Adjacent measurement points were separated by at least 250 
Ä. In order to achieve flat band conditions (i.e., Vox=0), a 
+0.3 V bias was applied to the Si for the W-"gated" 30 Ä 
oxide structure. In the absence of an external bias, the Fermi 
level of the W is commensurate with the midgap energy of 
the Si at the Si02-Si interface.23 In contrast, the Pd contacts 
to oxides grown on p-Si(lOO) did not require a bias to 
achieve fiatband conditions, as our best estimate suggests 
Vm^0 in the absence of a bias.22 This fortuitous situation 
avoids biasing the thin 23 Ä oxide layer. Even biases of 
~0.1 V would have resulted in large (direct) tunneling cur- 
rents for the metal dot size used here, which would have 
saturated the operational amplifier. 

III. INTERFACE PHENOMENA: SPECTROSCOPIC 
RESULTS 

A. 23 A oxide 

BEEM spectra for a 40 Ä Pd/23 Ä SiO2//?-Si(100) MOS 
structure are shown in Fig. 3. The STM tunneling current 
was set at 2 nA. An oscillatory component in the collector 
current is clearly discernible in the spectrum labeled first 
scan, which corresponds to the first scan on a virgin part of 
the sample surface. In this set of spectra we repeated the 
scans several times at the same location. The second scan 
already shows structure shifted to slightly different energies. 
The fourth scan is altogether different, and in general, shows 
weaker structure, a tendency that continues with subsequent 
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FIG. 4. BEEM spectra for a 40 A Pd/23 A SiO2/p-Si(100) MOS structure. 
The bottom two curves are individual spectra, top curves are for an average 
of four spectra. Each spectrum was taken on a previously unexposed part of 
the sample, (a) Linear plot that enhances the interference structure at the 
higher energies, (b) Logarithmic plot of the same data as (a), which en- 
hances the structure in the threshold region. IT=2 nA. 

scans, but does not change appreciably beyond the sixth scan 
shown in Fig. 3. We have observed this behavior on every 
occasion we performed repeated scans at a previously unex- 
posed location of the surface. We generally observe a mod- 
erate increase in the collector current after the first and sub- 
sequent scans in the energy regions just above threshold. The 
increase is attributed to the generation of positive charge 
after the oxide layer has been electrically stressed with elec- 
trons of kinetic energy exceeding 2 eV (Vr>|6| V).18'22 The 
positive charge near the Si interface lowers locally the bar- 
rier height, as depicted by the dotted barrier profile in Fig. 
1(b). Noise in the spectra, which increases noticeably for 
VT->5 V, is an indication that charging and discharging 
events occur at trap sites generated by the hot electrons.22 

Thus, it is important to realize that only the first spectrum 
may be representative of a charge free oxide region. Pre- 
existing traps in the oxide may also charge up and distort, or 
more likely obliterate the interference structure due to the 
inhomogeneous nature of the local fields. About 25% of the 
spectra show interference structure, but substantially fewer 
show relatively noise free characteristics over the whole 
spectral range from threshold, near 4 V, to the upper limit of 
7 V. 

Figure 4(a) depicts a couple of nearly identical spectra 
(the two lower curves) as well as an average over four spec- 
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BEEM on 40 Ä Pd/23 Ä SiO2/p-Si(100) 
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FIG. 5. Methodology for extracting interference maxima from BEEM spec- 
tra for a 23 Ä oxide: a power law curve (dashed curve) is tangentially fitted 
to the experimental curve near the maxima. Their ratio simulates the trans- 
mission probability function, from which the indicated peak positions are 
easily obtained. 
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FIG. 6. Linear and logarithmic plot of a BEEM spectrum for a 18 Ä W/30 Ä 
SiO2/p-Si(100) MOS sample. The logarithmic scale is shown on the right 
ordinate. 7r=2 nA. 

tra (upper curve). Whereas the oscillation are clearly discern- 
ible above 4.5 V in the linear plot, the structure below this 
value are more readily seen in a logarithmic plot, shown in 
Fig. 4(b) for the same spectra. To extract the energy location 
of the interference maxima, we haveused a simple approach 
that assumes Ic( VT) = IcTm, where Ic is the collector current 
in the absence of interference. It can be simulated by fitting a 
smooth polynomial expression to the maxima of the experi- 
mental spectrum, as shown by the dashed line in Fig. 5. An 
"experimental" rox is then obtained by numerical division 
of Ic by Ic as depicted in Fig. 5. The peak positions of the 
interference maxima are readily extracted from this curve 
with an accuracy of ±0.02 V. Their values are shown above 
the maxima, and will be used in Sec. V to determine the 
effective mass. 

B. 30 Ä oxide 

The tungsten metallization of a MOS structure on p-type 
Si results in an increase in the effective barrier height that 
reaches a maximum at the Si02-Si interface. In order to 
achieve flat band conditions it is therefore necessary to apply 
a positive oxide bias of 0.3 V to the substrate.23 The resulting 
direct tunneling current of —20 pA did not affect the BEEM 
spectrum and could be readily subtracted from the data. An 
exceptionally clean spectrum is shown in Fig. 6. As with the 
23 Ä oxide layer, about a quarter of the spectra showed 
interference oscillations, but only a fraction of these exhib- 
ited essentially identical features, which we interpreted to 
represent the characteristics of a charge free oxide. The plot 
of this spectrum on a logarithmic scale, also depicted in Fig. 
5, again emphasizes the oscillatory structure immediately 
above the threshold of —3.6 V. This value was obtained 
from computer-aided fits to the threshold region of many 
spectra.19 The obvious difference between the spectra for the 
two different oxide thicknesses is that the 30 A oxide exhib- 
its two more maxima over the same energy interval. This is 

due to the increase in dox and can be readily understood by 
inspecting Eq. (1) for the ideal square barrier case. Taking 
the differential of Eq. (1), one gets 

AE/E=-2Ad0X/d0 (2) 

Thus, an increase in dox results in a decrease in the energy 
separation of the maxima. 

IV. TRANSMISSION PROBABILITIES AND FITTING 
PROCEDURE 

The incorporation of screening effects and a more realistic 
treatment of the interfaces requires a numerical solution of 
the one-dimensional Schrödinger equation to calculate the 
energy dependent transmission probability Tox. Only an out- 
line will be presented here, as details can be found 
elsewhere.18 At the outset, we assume a parabolic dispersion 
of E(k) in the oxide, with an effective mass mox as param- 
eter. Consequently, the momentum takes the form 

k(x) = ^2m0X/h
2^E-[^B + eF0Xx + Eim(x)l (3) 

where <E>B is the barrier height, Eim is the image potential that 
includes the effect of all images in the two electrodes,7 and 
Fox is the oxide field. The singularity of the classic image 
potential at the interfaces was "removed" by extending both 
the band edges in the semiconductor and the Fermi level in 
the metal until they intersect the image potential. We use the 
approach of Ando and Itoh for an arbitrary potential barrier 
by segmenting the barrier [such as depicted in Fig. 1(b)] into 
N equal intervals with coordinate xx marking the 1th 
segment.24 With continuity of both wave function and 
quantum-mechanical current density as boundary conditions 
at each interface, T0X{E) is then expressed as 

mn   kN+] IdetMl2 

Tnx(E)=Z7^^\T^, (4) 
m N+l \M22\2 
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where M is a (2X2) product matrix M = n,=0M, with trans- 
fer matrices M,(x;) being only functions of momentum kx 

and effective mass ml in the /th segment.24 With the metal- 
oxide interface at xn  and the oxide-silicon interface at 

Dispersion of Si02 conduction band mass 

xN, mn = mM denotes the effective mass of the conduction 
electrons in the metal electrode and mN=mS] the correspond- 
ing mass in silicon. For all other / we have m, = mox. The 
following parameters were used in the simulations: (a) for 
both   oxides:   N=30, ms=OA9m0 m M' = m 0> 11.7 
and eox=2.13; (b) for the 23 Ä oxide with Pd gates: <iox=23 
A, $ß=4.01 eV, Fm=Vm/d = 0 and 0.07143 V/nm (poten- 
tial peak at the oxide-metal boundary).8 The finite value of 
the field corresponds to a Vox«0.2 V, and serves to assess 
the shifts in mm due to uncertainties in Vox. (c) For the 30 Ä 
with W gates: <4OX=30 Ä, <J>B = 3.77 eV, Fox = 0. The value 
of 4>ß agrees well with the 3.7 eV value for a 76 Ä oxide 
obtained from /- V measurements (FM) on W-gated capaci- 
tor structures.23 

TnJE) is a rapidly rising function for E>eVth that exhib- 
9 18 24       J its an oscillatory structure with maxima near unity, ' ' and 

need not be reproduced here. The initial observations of in- 
terference phenomena in BEEM were characterized by rela- 
tively noisy spectra that exhibited only 3-4 clearly distin- 
guishable peaks, whose positions could be fitted theoretically 
with a single valued mox.

19 A similar approach for the 
present multipeaked interference structure failed, however, 
and we had to resort to an energy dependent mass to match 
theory to experiment. The following procedure was used to 
match the theoretical interference maxima to the experimen- 
tal data, an example of which is shown in Fig. 5 for the 23 Ä 
oxide. With the parameters listed earlier, and mox as a vari- 
able, Tox was numerically evaluated until agreement was ob- 
tained between the first theoretical and experimental peaks, 
thus yielding mm(Ex). Then wox was increased until agree- 
ment was reached between the second theoretical and experi- 
mental peaks, yielding mm(E2). The same was done for all 
higher lying peaks, giving values mox(£,) at peak energies 
Ei by the best fit between theoretical and measured Tm. 
mm(Ej) defines a mass dispersion curve for the discrete peak 
energies £",-. Interpolation of mox(£,) between the peak en- 
ergies results in a smooth mass dispersion m0X(E) with the 
property that the theoretical interference maxima match the 
measured interference peaks. 

V. MASS DISPERSIONS AND DISCUSSION 

For the indicated peak positions of the 23 Ä oxide in Fig. 
5 we have calculated mm(E) under various assumptions re- 
lated to uncertainties in the parameters. The results are 
shown in Fig. 7 plotted as a function of VT. The solid curve 
represents the most likely dispersion using the best estimates 
for the values of the parameters, as given in Sec. IV. The 
symbols represent the calculated values, while the smooth 
curves are spline fits through the data points (for clarity we 
have omitted the data points in some curves). The dashed 
curve represents mm(E) calculated from maxima obtained 
from the four averaged spectra shown in Fig. 4. As discussed 
earlier, uncertainties in the thickness have the largest effects 

0.9 

:? o.8 - 

0.7 

0.6 

0.5 

0.4 

1 1 1 1         1         1 

— y ^—ÄÄ"                             ~ - *^*^ 
/     s* >* 

Z«-' 
— 

//' 

/i> 

— '// — 
/ 'A " — dox= -. 23 A, Vox=0 
'■     — —   dox= = 23 A,Vox=0, avg. of 4 

X - - -  dox= = 22 A, Vox=0 

1 

X- 

1 

- * dox= 

1 

= 23 A, Vox= 0.19 V 

I          I          I 
3.5      4.0      4.5      5.0      5.5      6.0 

Tip bias VT (V) 
6.5      7.0 

FIG. 7. Conduction band mass dispersions for a 23 A oxide. The various 
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on mm. A change of 1 Ä results in a rather large change in 
mm(E), particularly at the higher energies, as shown by the 
dot-dashed curve in Fig. 7, which depicts the results for a 
decrease of 1 Ä in the oxide to 22 Ä. On the other hand, 
uncertainties in Vm have a much smaller effect on the mass, 
as shown in Fig. 7 by the small change generated when Vox 

is changed from 0 to 0.19 V (dotted curve). This value is 
outside an estimated uncertainty in Vox of ±0.1 V. 

The calculated mass dispersion based on the data of Fig. 6 
for the 30 Ä oxide is shown in Fig. 8 by the lower solid 
curve. The dotted curve represents the same data, but as- 
sumes a decrease in thickness to 29 Ä, as was done for the 23 
Ä, oxide. The mass dispersion of the latter is again shown in 
the figure by the upper solid curve. The barrier height or 
threshold energy has been subtracted to obtain the kinetic 
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energy in the conduction band of the Si02. Because of the 
curvature in the barrier profile due to image effects, as shown 
in Fig. 1(b), the electron has a position dependent kinetic 
energy in the oxide. The abscissa in Fig. 8, due to the sub- 
traction of Vth, thus corresponds to the minimum kinetic 
energy experienced by the electrons, with m0X(E) represent- 
ing a weighted average over a range of energies. However, 
we observed previously that the average value for mox is 
only about 3% smaller than the mass calculated by excluding 
image force effects.18 The latter scenario, for Vox=0, leads 
to a position independent kinetic energy. Thus, m0X(E) in 
Fig. 8 can be interpreted as representing to within a few 
percent the mass at the actual value of the kinetic energy. 

It is clearly evident that an appreciable dispersion is ob- 
served in mox over the energy range to 3 eV. The expectation 
that mox disperses is not new,1'25 but had not previously been 
demonstrated experimentally. A "dispersion" marked MC 
in Fig. 8 has been used in Monte Carlo calculations of a 
variety of hot electron transport phenomena in Si02.19'25-27 

A relevant question at this point concerns the disparity be- 
tween the two curves for different oxide thickness: is there a 
real difference or can experimental uncertainties account for 
the difference? Because of the quadratic dependence of mox 

on dox an error in dox is doubled for mox, as is readily as- 
certained by differentiating Eq. (1) and obtaining 
Amox/mox= — 2Ad0X/d0X. This dominance of an uncer- 
tainty in mox outweighs that for the other parameters, as dis- 
cussed earlier. The relative accuracy between the 23 and 30 
Ä oxides is within 1 Ä, while their absolute thickness is 
estimated to have an uncertainty of ± 1 Ä. Judging from the 
C- V determined thicknesses that are about 1 Ä smaller, the 
uncertainty should be weighted towards a smaller value of 
dox. However, assuming such an error, as represented by the 
dotted line for the 29 A oxide in Fig. 8, it is thus unlikely 
that the difference in the two dispersions can be attributed to 
uncertainties in the values of dox. A second source of errors 
can arise from uncertainties in the determination of the inter- 
ference maxima, as well as from small deviations between 
comparable spectra. However, comparing a single spectrum 
with an average of four spectra, shown as the dashed curve in 
Fig. 7, clearly shows that this possible source of error cannot 
account for the large differences observed for the different 
thickness. We therefore conclude that the 23 Ä oxide exhib- 
its a different, faster rising dispersive behavior than the 30 Ä 
oxide. This difference may arise from band structure changes 
that result from an increased confinement in the direction 
normal to the film for the 23 Ä oxide. Nevertheless, both 
curves show an initial slow change from a value near 0.5 m0 

that implies, particularly for the 30 Ä oxide, the presence of 
a parabolic conduction band. This observation is in agree- 
ment with the parabolic behavior at the bottom of the con- 
duction band predicted for crystalline Si02.15~17 

Also indicated on the right margin of Fig. 8 are a number 
of values for mox reported in the literature. The range for FN 
determined values is shown for illustrative purposes only, as 
these values represent tunneling masses that are only indi- 
rectly related to the real conduction band mass. The two 

values near 0.85 m0, marked QI, were obtained from quan- 
tum interference oscillations in FN experiments and were 
reported by Maserjian10 and by Zafar et al.4 The position 
labeled BEEM is from our earlier results for the 28 Ä Si02 

sample.18 It's value of 0.63 m0, based on a single mass fit of 
the interference structure, thus represents an average over the 
energy interval, and is in excellent agreement with an aver- 
age mox for the 30 Ä oxide. The question now arises as to 
why the QI results from the FN experiments are substantially 
larger than the range of values obtained with BEEM. Before 
addressing this point, it is instructive to briefly discuss the 
differences in the techniques and the critical parameters that 
enter in the determination of mox. Aside from BEEM being 
a local and FN a broad area probe, the crucial difference lies 
in the nearly monoenergetic nature of BEEM injected 
electrons28 that maintain a relatively constant kinetic energy 
in the oxide, as opposed to the continuously changing ener- 
gies of FN injected electrons. In order to observe interference 
phenomena the field has to be changed in FN measurements, 
which changes the injection conditions, i.e., cavity length, 
image force effects and current, with the consequence that 
the interference signal represents an energy averaged, rela- 
tively weak component modulating an exponentially increas- 
ing background current. Whereas the deduction of mox by 
BEEM depends crucially only on one parameter, namely the 
thickness dox, and to a substantially lesser extent on 4>B and 
Vox,

18 the precise knowledge of all three parameters is criti- 
cal for the FN determination of mox .4 The latter depends, as 
for over-the-barrier injection in BEEM [Eq. (1)] on the in- 
verse square of dox, but more significantly, on the inverse 
cube of <£>ß .4 The effective barrier height is affected by the 
image force lowering that is significantly more pronounced 
at high fields (Schottky effect8'29) assuming, of course, that 
its zero field value is accurately known to begin with, itself a 
questionable assumption. For BEEM determined masses it 
was estimated that at relatively low fields of — 6.8 X105 

V/cm, the increase in the average mass due to image force 
neglect is about 3%.18 The increases should be substantially 
larger in the FN experiments, for which the fields are 20-fold 
higher. Another contribution to experimental uncertainty is 
oxide charge, which affects the net oxide field, a problem 
that we assiduously avoided in BEEM through selective 
choice of local injection sites. The presence of positive oxide 
charge was reported,3'10 and constitutes a nearly unavoidable 
problem in low level stressing of Si02.30 Its effect further 
lowers the barrier height, as depicted by the dashed potential 
profile in Fig. 1(b). 

VI. CONCLUDING REMARKS 

We have further demonstrated here the versatility and 
power of the highly localized hot electron capabilities of 
BEEM. The relatively simple physical concept and formula- 
tion of the monochromatic over-the-barrier electron current 
was used here to obtain for the first time the energy disper- 
sion of the effective mass of conduction band electrons in 
Si02. A thickness dependence was also observed, with the 
thinner 23 Ä oxide exhibiting a larger mass than the 30 A 
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oxide, although the net changes in dispersion were compa- 
rable over the same energy range. Since this difference was 
outside the estimated uncertainties in the thicknesses of the 
oxides, a primary source for error in determining mm, it was 
intimated that the thickness of the 23 Ä oxide was suffi- 
ciently small to affect deviations from bulk-like features of 
the band structure. The validity of this conjecture could be 
assessed through an appropriate band structure calculation. 
The observed range of dispersion from ~0.5 to —0.8 m0 is 
substantially larger than the tunneling masses deduced from 
direct tunneling and FN experiments, although an agreement 
exists at the low kinetic energy value. However, these 
masses should not be confused, as frequently done in the 
literature. Due to experimental constraints of FN measure- 
ments, the electron masses are at best averaged values that 
are obtained from fits of data to simple analytic expressions 
that neglect several relevant physical phenomena. It is hoped 
that modeling sophistication will overcome this problem, and 
that at one point in the future it will be feasible as well to 
determine the dispersion of the tunneling mass. 
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High resolution soft x-ray photoelectron spectroscopy with synchrotron radiation is used to study 
the interfaces of Si02/Si(lll), SiO2/Si(100), Si(lll)/Si3N4, and Si02/Si3N4 for device-quality 
ultrathin gate oxides and nitrides. The thin oxides and nitrides were grown by remote plasma 
deposition at a temperature of 300 °C. Aftergrowth samples were further processed by rapid thermal 
annealing for 30 s at various temperatures from 700 to 950 °C. The Si(l 1 l)/Si3N4 samples were air 
exposed and formed a thin ~6 Ä Si02 layer with a Si(2p) core-level shift of 3.9 eV, thus allowing 
us to study both the Si(lll)/Si3N4 and Si02/Si3N4 interfaces with a single type of sample. We 
obtain band offsets of 4.54±0.06 eV for Si02/Si(lll) and 4.35+0.06 eV for SiO2/Si(100) with 
film thicknesses in the range 8-12 Ä. The Si(lll)/Si3N4 nitrides show 1.78±0.09 eV valence-band 
offset for 15-21 Ä films. This value agrees using the additivity relationship with our independent 
photoemission measurements of the nitride-oxide valence-band offset of 2.66±0.14 eV. However, 
we measure a substantially larger Si02/Si3N4 AEV value of 3.05 eV for thicker (—60 Ä) films, and 
this indicates substantial differences in core-hole screening for films of different thickness due to 
additional silicon substrate screening in the thinner (15-21 Ä) films. © 7999 American Vacuum 
Society. [S0734-211X(99)08904-0] 

I. INTRODUCTION 

Interfaces of Si02/Si(lll) and SiO2/Si(100) have been 
extremely well studied by photoemission spectroscopy1"5 but 
little attention has been given to measurements of the 
valence-band offsets for ultrathin oxide systems. A crucial 
issue that continues to inhibit understanding of spectroscopic 
measurements is sample preparation at the device-grade level 
of processing such that interface details can be usefully com- 
pared to other measurements. In the present study we use 
ultrathin oxides and nitrides grown on Si(lll) and on 
Si(100) that achieve these interface conditions. Since gate 
oxide thickness used in current devices has continued to de- 
crease in thickness with corresponding improvements in ox- 

a'Electronic mail: jkeister@unity.nesu.edu 

ide growth, postgrowth processing and device properties, we 
decided to reinvestigate the issue of the band offsets for in- 
terfaces of Si02/Si(lll) and SiO2/Si(100) using current 
state-of-the-art methods of gate oxide growth. Standard in- 
terface capacitance and other electrical measurements done 
on the same wafer as the electron spectroscopic experiments 
independently characterized our device-grade samples.6-8 

II. EXPERIMENTAL DETAILS 

A. Film preparation methods 

Native oxide layers on Si(lll) substrates were removed 
by etching in 40 wt % NH4F for 4 min and then rinsing for 
20 s with deionized water. The Si(100) wafers were treated 
with 1 wt % HF and also rinsed in de-ionized water for 20 s. 
These steps produced H-terminated Si surfaces. After this 
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step, the wafers were loaded into the vacuum chamber. The 
films were then grown by one of three methods. 

1. Method 1 

Ultrathin Si02 samples were made using remote plasma- 
enhanced (RPE) oxidation. Wafers of Si(lll) or Si(100) 
were heated to 300 °C and exposed to a flow of excited oxy- 
gen formed in a remote He/02 rf plasma. The He and 02 

were flowed at 200 and 20 seem (cm3 min-1), respectively, at 
a total chamber pressure of 0.3 Torr, with the 13.56 MHz rf 
plasma power fixed at 30 W. On-line (i.e., in situ) Auger 
electron spectroscopy (AES) measurements characterized the 
growth rate as following a power law Si02 film thickness 
dependence on time: fox<=»7fa28 (where fox is the Si02 thick- 
ness in Ä and t is plasma exposure time in minutes).9 The 
Si02 films reported in this study [measured by soft x-ray 
photoelectron spectroscopy (SXPS) to be in the range 9-22 
Ä] were made using exposure times of approximately 5 s to 
nearly 10 min. 

2. Method 2 

Remote plasma-enhanced chemical vapor deposition 
(RPECVD) of Si02 to produce thicker (-80 Ä) films. These 
were produced by flowing dilute silane downstream from the 
oxygen plasma. After passing the plasma excitation, excited 
02 flowed through a rf ring of 2% SiH4 in helium. The 
wafers were found to grow at —34-40 Ä per minute at a 
wafer temperature of 300 °C. The chamber pressure was 
maintained at 0.3 Torr during growth. Flow rates were: 200 
seem He, 20 seem 02, and 10 seem of the 2% SiH4 mixture. 

3. Method 3 

RPECVD was also used to produce (hydrogen-rich) Si3N4 

films ranging in thickness from 10 to 80 Ä. Excited N2 from 
the He plasma was flowed through a ring of SiH4. The wa- 
fers were observed to grow at a rate of —6-8 A/min at a 
wafer temperature of 300 °C. The chamber pressure was 
maintained at 0.2 Torr during growth. Flow rates were: 200 
seem He, 60 seem N2, 10 seem of the 2% SiH4 mixture. 
When these samples were exposed to air, reaction with at- 
mospheric water produced a native silicon oxide overlayer 
(—5-10 Ä thickness), presumably by the substitution reac- 
tion: 

-NH-+H20-v-0-+NH 3- (1) 

After growth, some of the samples were subjected to ex 
situ rapid thermal annealing (RTA) using optical heating in 
an Ar atmosphere. In many cases, a single oxidized wafer 
was broken ex situ and fragments were annealed at various 
temperatures in the range 600-950 °C by RTA (for 30 s) in 
Ar, providing a means of comparing "as grown" and an- 
nealed samples under the same oxidation conditions. 

The films were transferred under air to the ultrahigh 
vacuum XPS chamber of NSLS-U4A. Once in vacuum, the 
samples were annealed at —500 °C by electron-beam heating 
of the metal sample holder. This removes contamination due 
to weakly bonded adsorbates picked up in air. The thick 

nitride films were further treated with neon ion etching (5 
min at 500 eV beam energy, 3X10~~5Torr chamber pres- 
sure) to remove some of the Si02 overlayer. Then, a second 
—600 °C anneal was performed after the etching in order to 
reequilibrate the film somewhat. 

B. Soft x-ray photoemission spectroscopy (SXPS) 
measurements 

The SXPS configuration at the U4A beamline of the Na- 
tional Synchrotron Light Source (NSLS) includes a 6 m to- 
roidal grating monochromator which produces a photon 
beam with ^0.2 eV resolution at photon energies (hv) of 
10-200 eV.910 At 130 photon energy this system has -0.15 
eV total resolution, photons, and electrons. The photoelec- 
tron kinetic energy (KEJ was measured with a 100 mm 
hemispherical analyzer fixed at 45° to the photon beam axis. 
All the spectra presented here were obtained with the sample 
surface facing the analyzer at the normal emission geometry 
(a=90° take-off angle). The room temperature SXPS spectra 
were collected with the sample holder grounded, and the 
electron analyzer was used in fixed pass energy mode with a 
resolution of —0.1 eV. 

The Fermi energy EF was used as the reference energy 
and was measured using a metal sample attached to the same 
sample holder. The EF threshold appeared at a kinetic energy 
of 4.6 eV less than the photon energy. Valence-band offsets 
were measured within each spectrum individually and were 
not affected by any small offset bias applied to the sample. 
The sample Si02 film thickness was estimated from the 
Si(2/?) SXPS Si02 and substrate peak intensity ratio, as de- 
scribed elsewhere,11 and were consistent with independent in 
situ (on-line) AES and ellipsometric measurements within 
experimental uncertainties. 

III. RESULTS 

A. Valence-band offsets for thin Si02 films on Si(111) 
and Si(100) 

Because of the surface sensitivity of SXPS, the Si sub- 
strate signal can be seen only for thin films. Thus, the 
Si-Si02 valence-band offset AEV was measured using thin 
RPE oxidation Si02 films of 10±2 Ä thickness. This film 
thickness was measured from the core-level peak intensity 
ratio between Si and Si02 Si(2p) peaks [binding energy 
(BE, (Si) -99.3 eV)] which are distinct due to the -4 eV 
chemical shift difference in BE (Si02) —104 eV. As shown 
in Fig. 1, the valence band spectra for such films show the 
same features despite being obtained using different photon 
energies. The differences can be explained as: (i) Auger tran- 
sitions which have fixed electron energies, or (ii) intensity 
changes due to energy-dependent electron escape depths. 
These spectra are dominated by a signal attributable to oxy- 
gen atoms in the Si02 film. The 0(2*) peak at binding en- 
ergy (hv-KE)~26eV can clearly be distinguished from the 
0(2/?) peak at 7 eV (with additional components at —11 and 
14 eV). The onset of the 0(2/?) signal at BE -4 eV corre- 
sponds to the valence band maximum (Ev) of the Si02 film. 
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FIG. 1. Typical valence band scans for a thin (—15 Ä) Si02 film grown on 
Si(lll) substrate. Shown are spectra acquired at 130 and 150 eV photon 
energy. The higher energy shows more substrate signal (BE <4 eV) due to 
increased electron escape depth. The lower energy scan shows greater scat- 
tered electron background as well as silicon Auger signal near 90 eV elec- 
tron kinetic energy. The small peak near 31 eV binding energy is Ta(4/) 
XPS signal from the tantalum wire which was used to hold the silicon wafer 
fragment to the sample holder. 

The signal at lower binding energy results from the Si 
substrate, which has an onset BE of nearly zero as shown in 
Fig. 1. 

The difference between these two onsets corresponds di- 
rectly to the valence-band offset of the interface. That is, 
AEv=Ev(Si) -£V(Si02). Thus, we have measured AEV by 
fitting the low-binding-energy part of the spectrum with two 
broadened step functions. In Fig. 2 is shown the edge region 
of an SXPS spectra obtained at 130 eV photon energy for a 
Si02 film of 10 Ä thickness grown on Si(lll). We have 
found that the spectrum in this region is well modeled by a 
pair of Gaussian-broadened Fermi functions (the Fermi 
width is virtually negligible in this case compared with the 
Gaussian component), with a parabolic peak added to match 
the signal found experimentally just below the Si band edge. 
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hv = 130eV 

IpMWPffllpI 

112 116 120 124 128 
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FIG. 2. Closeup view of the silicon and silicon dioxide valence-band edges 
measured for a 10 Ä Si02 film grown on Si(lll) substrate using a photon 
energy of 130 eV. The fitting functions are described in the text. 
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FIG. 3. Closeup view of the silicon and silicon dioxide valence-band edges 
measured for a 10 Ä Si02 film grown on Si(100) substrate using a photon 
energy of 130 eV. The fitting functions are described in the text. 

Fits such as these, made using samples of similar thickness 
and various postoxidation anneal temperatures, were used to 
derive an average value for AEV of the thin Si02 /Si( 111) 
interface of 4.54±0.06 eV. AEV was found to be quite con- 
stant independent of annealing. Similarly, we have fit the 
valence-band edge spectra for thin Si02 films on the Si(100) 
substrate. These spectra are similar (see Fig. 3), but with two 
distinct differences (i) the parabolic peak is much less for the 
Si substrate, and (ii) onset for Si bulk is much broader, at 
nearly twice the width of the peaks encountered so far (—1.5 
eV compared to 0.7 eV). Again, the AEV values obtained 
appear independent of annealing treatment, but show a dis- 
tinct substrate-orientation dependence as pointed out by Alay 
and co-workers.12 For -10 Ä SiO2/Si(100) we find AEV 

= 4.35±0.06eV, which is 0.19±0.08 eV lower than for 
Si(lll). Quantitatively these results compare favorably with 
previous work (see Table I). However, the present work is 
done with better resolution and device-proven processes, so 
we believe our work to be superior. 

This direct measure of the valence-band offset can be 
compared with an indirect approach as well.13 In particular, 
this AEV value can be used in conjunction with (EV-ECL) 
values (the electron energy difference between Si(2p) core 
level peak and valence band edge) measured for thin and 
thick Si02 films, in order to derive a Si-Si02 core level shift 
comparable to known values.1'2'11 The estimated AECL value 
is given by: 

TABLE I. Compared band offset measurements (values are given in eV). 

Value Si(100) Si(lll) ASi(100)-Si(lll) 

AEV 

(eV) 
4.3a 

4.43 wet0 

4.49 dry0 

4.54±0.06 eVd 

4.5" 
4.36 (dry)0 

4.35±0.06d 

0.13° 

0.19±0.08d 

"Reference 2. 
"Reference 1. 
°Reference 12. 
"Present work. 
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FIG. 4. Valence-band scan measured at 130 eV photon energy for a —20 Ä 
Si3N4 film deposited on Si(100) using the RPECVD method. A silicon di- 
oxide overlayer resulting from atmospheric exposure is the dominant fea- 
ture. In addition, the Si3N4 valence-band edge appears between those of 
silicon substrate and Si02. The N(2s) peak at —106 eV kinetic energy is 
evident, and resembles the 0(2.?) peak at —100 eV. 
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FIG. 5. Valence-band scan measured at 130 eV photon energy for a —60 A 
Si3N4 film deposited on Si(100) using the RPECVD method. This film is 
quite thick compared to the electron escape depth (—5-10 A) so that no 
substrate signal is seen. The large valence-band offset for Si02/Si3N4 mea- 
sured from this spectrum differs from that measured for thinner films, in part 
due to photoelectron hole screening by silicon substrate. 

A£CL= AEv(Si/Si02) + (Ev-ECL)(S\02) 

-(Ev-ECL)(Si). (2) 

We can average the Si(lll) and Si(100) results for AEV to 
give 4.44 eV, and obtain an average value of (Ev 

-£CL)(Si) of 98.52 eV by using data for the same thin (-10 
Ä) Si02 film samples. For the (Ev-ECL)(Si02) value we 
turn to a thick film of Si02 (-80 Ä) which yields 98.45 eV. 
The derived AECL value of 4.37 eV compares very well with 
a AECL value of 4.36 eV estimated for a 80 Ä film using the 
core-hole screening approach.11 

B. Valence-band offsets for thin Si3N4 films 

We have also measured valence-band offsets for silicon 
nitride films deposited on Si(l 11) and Si(100) substrates. An 
example of such valence-band data for <20 Ä Si3N4 films on 
Si(100) is shown in Fig. 4. The hydrogen-rich silicon nitride 
(made by RPECVD, using N* and SiH4) is known to react 
readily with atmospheric water to produce a surface layer of 
silicon (di) oxide. Thus, the spectra show three distinct off- 
sets: (i) Si substrate, (ii) Si3N4, and (iii) Si02. We have used 
these data to measure AEV for the Si3N4/Si interface. Unfor- 
tunately, the overlapping spectra in this case makes the 
Si3N4/Si offset AEV less clear. In addition, the Si3N4 onset 
was not sharp enough to measure for many films thinner than 
—16 Ä. From the best of such data, we arrive at an average 
value for AEV (Si3N4/Si) of 1.78±0.09 eV for an average 
total film thickness (oxide and nitride) of 18±3 Ä. We could 
not find any statistically significant differences bet- 
ween samples of difference substrate orientation or annealing 
treatment. 

We can estimate the Si3N4/Si02 valence-band offset from 
these data as well. Again, using a pair of broadened step 
functions, we have fit the nitride and oxide onsets from the 
spectra and found an average Si3N4/Si02 valence-band off- 
set of 2.66±0.14 eV. It is comforting to find that the AEV 

values measured independently for Si-Si02, Si-Si3N4, and 
Si02-Si3N4 follow a simple additivity rule: i.e., 
A£V(Si-Si02) = AEv(Si-Si3N4) + A£v(Si3N4-Si02). In 
this case, adding the two nitride-relative offsets 2.66 and 
1.78 eV yields 4.44 eV which is precisely the average of the 
AEV values for the Si02 films on the two crystal faces (4.45 
±0.09 eV). However, when we measure the Si02-Si3N4 

AEV value from spectra of thicker films (—60 Ä), we find it 
much higher (see Fig. 5). The AEV value of 3.06 eV mea- 
sured from the spectra in this figure may be higher due to the 
screening effect difference for different oxide overlayer 
thickness, as discussed below. 

IV. DISCUSSION AND CONCLUSIONS 

The valence-band offsets for silicon/silicon oxide and 
silicon/silicon nitride have been measured with good accu- 
racy using soft x-ray photoemission. These values are critical 
in the design of oxide-semiconductor devices. In agreement 
with previous workers, we have found a difference in 
valence-band offset between the Si(100) and Si(lll) crystal 
interfaces with silicon dioxide. This can be correlated with 
the number and type of other species at the interface, such as 
dangling bond defects or hydrogen.14 This interpretation 
would suggest that the Si(lll) interfaces have less interface 
H, assuming no dangling bonds. A second explanation for 
the AEV difference is the orientation of the interface bond 
dipoles relative to the surface normal. The interface bond 
dipole is more aligned with the surface normal for the (111) 
orientation and less aligned (more glancing) for the (100) 
orientation. If the contribution of the interface bond dipole to 
the valence-band offset (total interface dipole) follows a co- 
sine rule, this would also explain the lower AEV for 
Si(100)/SiO2 relative to Si(lll)/Si02. 

The silicon nitride valence-band edge has also been mea- 
sured relative to those of Si bulk and Si02. These values 
appear to be less sensitive to the underlying Si crystal orien- 
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tation. The Si3N4-Si02 AEV has been found to be somewhat 
film thickness dependent, increasing by —0.4 eV between 18 
and 60 Ä film thicknesses. This can be explained as a result 
of core-hole screening by image charge in the higher k sili- 
con substrate. In other words, the high dielectric constant eopt 

mismatch (Aeopt= 12-2= 10) between silicon and the Si02 

substrate is likely to be responsible for this shift. The mis- 
match is about half as great in the case of screening by the Si 
substrate of silicon nitride (Aeopt= 12-7 = 5). This screen- 
ing effect causes lower binding energies for thin films and 
higher binding energies in thicker films. 

The results presented here can be used to derive values for 
the conduction-band offsets as well, using the known Eg 

values. For example, the known Si02 gap energy of 8.95 
eV15 implies a Si-Si02 AEC of 3.38 eV (using the average 
AEV of 4.44 eV and Si bandgap of 1.1 eV). 
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This article addresses the electrical properties of interfaces between n- and /?-type Si and remote 
plasma-deposited Si3N4, which are of interest in aggressively scaled advanced CMOSFETs. The 
nitride films of this article display excellent electrical properties when implemented into stacked 
oxide/nitride dielectrics in both NMOSFETs and PMOSFETs with oxide, or nitrided oxide 
interfaces. The same nitride layers deposited directly onto clean Si surfaces display degraded 
electrical properties with respect to devices with oxide, or nitrided oxide interfaces. PMOS 
interfaces are significantly more degraded than n-type metal-oxide semiconductors interfaces 
indicating a relatively high density of donor-like interface traps that inhibit channel formation. 
© 1999 American Vacuum Society. [S0734-211X(99)04904-5] 

I. INTRODUCTION 

Gate dielectric scaling requires new materials with dielec- 
tric constants (K) higher than SiOz to provide the increased 
capacitance without compromising gate leakage current.1'2 

One such material is Si3N4 that has approximately twice the 
dielectric constant of Si02, and additionally is effective in 
blocking diffusion of dopants such as boron. Si3N4 has also 
been proposed as an interface layer for high K transition 
metals oxides since it has a higher K than Si02 and is also an 
excellent diffusion barrier. To date, the interfacial and bulk 
properties of Si3N4 have not been encouraging, and only a 
few processes have shown promising results.3~5 One such 
process is jet vapor deposition (JVD) in which the current 
transport mechanism in the dielectric films is predominantly 
electron tunneling similar to what has been observed in 
SiOz.4 However these films contain a relatively high concen- 
tration of O (~20 at%) which reduces the dielectric con- 
stant, and additionally, the devices have Si-Si02 interfaces. 
Recent studies at NCSU have shown that nitride films 
formed by RPECVD, and subjected to a postdeposition an- 
neal in an inert ambient at 900 °C produce good quality films 
with relatively low concentrations of both O (<2 at %) and 
H (<14%).3'6 When used in Si02/Si3N4 stacks (O/N), in 
which a thin oxide layer separates the nitride film from the 
substrate, these films display excellent electrical properties in 
both NMOS7 and PMOS devices.4 The goal of this work is to 

"'Electronic mail: vmisra@eos.ncsu.edu 

extend the study of the RPECVD nitride as the gate dielec- 
tric, and in particular to determine the electrical properties of 
Si-Si3N4 interfaces in both NMOS and PMOS devices. 

II. EXPERIMENTAL PROCEDURES 

Silicon nitride films were formed in a cluster tool in 
which the entire gate stack is completed before exposure to 
atmosphere. Prior to gate stack formation, a 200 nm field 
oxide was grown on 100 mm substrates followed by pattern- 
ing of the active areas. A 10 nm sacrificial oxide was then 
grown and removed with 2% HF solution immediately be- 
fore insertion into the cluster tool. Nitride layers were 
formed by RPECVD at 400 W, 300 mTorr and 300 °C using 
SiH4+NH3(N2).

3'7'8 Single layer nitrides varying in thick- 
ness from 1.5 to 3.0 nm were formed on both n- and p-type 
substrates. In addition to forming single layer nitride films, 
nitride/oxide stacks were also formed to study the properties 
of ultrathin nitride at the interface while using conventional 
characterization techniques. After deposition, films were an- 
nealed at 900 °C in vacuum to reduce the hydrogen content 
and promote formation of additional Si-N bond.3'6 Gate di- 
electrics were then capped by rapid thermally deposited 
polysilicon in the cluster tool system. Control oxides of vary- 
ing thickness were also prepared by thermal oxidation. Sur- 
face channel NMOS and PMOS devices were formed by 
conventional techniques, and a forming gas (10%H2 in N2) 
anneal at 400 °C was performed after metallization. 

1836     J. Vac. Sei. Technol. B 17(4), Jul/Aug 1999       0734-211X/99/17(4)/1836/4/$15.00       ©1999 American Vacuum Society     1836 
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FIG. 1. Secondary ion mass spectroscopy depth profile of RPECVD nitride. 

III. RESULTS 

Secondary ion mass spectroscopy analysis of RPECVD 
nitride films is shown in Fig. 1. The hydrogen content is less 
than 15% throughout the film. The oxygen concentration is 
also very low (<3%) with a slight increase at the interface. 
The low hydrogen and oxygen content makes this film very 
different from the nitrides deposited via LPCVD techniques 
and is expected to exhibit different electrical characteristics. 
The slight increase of oxygen at the interface may be related 
to surface contamination from being exposed to the clean- 
room before being loaded in the RPECVD chamber. In order 
to determine the dielectric constant, the physical thickness 
was measured by transmission electron microscopy and com- 
pared to the electrical oxide equivalent thickness. This gave 
a dielectric constant of 7.3. 

Ids vs Vg measurements were taken on NMOS and PMOS 
devices. The thickness were extracted from capacitance- 
voltage data using a least-square fit method.9 The equivalent 
oxide thicknesses of the nitride and control oxide were 2.1 
and 2.3 nm, respectively. As shown in Fig. 2(a), the data for 
NMOSFETs with nitride dielectrics had a lower Vt compared 
to the control devices agreeing with what has been observed 
for nitrided oxides; this is attributed to the fixed positive 
charge.10"12 The nitride devices also displayed an ~50% de- 
graded peak mobility, but an enhanced high-field mobility. 
The behavior of reduced peak degradation and enhanced 

-1      o       1 
Voltage (V) 

-10 12 
Voltage (V) 

FIG. 3. Capacitance-voltage on 50X50/im2 (a) NMOSFETs and (b) 
PMOSFETs taken at 1 MHz. The equivalent oxide thickness for nitride and 
Si02 are 2.1 and 2.3 nm, respectively. 

high field mobility are consistent what has been observed in 
heavily nitrided oxides.1012 The PMOS data with nitride di- 
electric, shown in Fig. 2(b), display markedly different char- 
acteristics compared to NMOS devices. The channel conduc- 
tion is significantly reduced, and there is a very large V, 
shift, —1.5 V. The degraded Ids and large Vt shift make these 
PMOS devices effectively nonfunctional. To better under- 
stand the cause of the degraded PMOS behavior, 
capacitance-voltage (C-V) measurements were performed 
on transistors to obtain both accumulation and inversion 
characteristics. 

As shown in Fig. 3(b), the C-V measurements on PMOS- 
FET devices did not indicate the presence of an inversion 
layer which is consistent with the severely degraded drive 
currents obtained from the IDVG measurements. However, 
normal characteristics were observed in accumulation sug- 
gesting that only holes in the channel were being affected. 
To see if this behavior was independent of the substrate con- 
ductivity, C-V measurements were also made on NMOS- 
FETs. As shown in Fig. 3(a), the NMOS devices showed 
degraded characteristics near the accumulation region, 
whereas the inversion C-V curves were normal. Although 
the degradation in the NMOS devices was lower than in the 
PMOS, these results demonstrated that the nitride dielectric 
was affecting channel holes significantly more than channel 
electrons. 

To determine the effect of the interface nitride thickness 
on the C-V characteristics, the nitride/oxide stacks were also 
measured on PMOSFETs. As shown in Fig. 4, a nitride 
thickness of >5 Ä can drastically influence the inversion 
characteristics. This implies that the interfacial nitride dras- 
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FIG. 4. Capacitance-voltage on 50X50 PMOSFET with varying nitride/ 
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tically modulates the hole carriers in the channel region. 
Gate tunneling current was measured both in accumula- 

tion and inversion for both NMOS and PMOS devices 
(area=10X3yu,m2) and is shown in Figs. 5(a) and 5(b). The 
voltage drop across the oxide was obtained using Vg-V, in 
inversion and Vg-Vfb in accumulation. The nitride shows 
slightly lower tunneling current than Si02 in the positive 
region for both NMOS [Fig. 5(a)] and PMOS [Fig. 5(b)] 
devices. However under negative bias conditions, the gate 
current through the nitride layers is excessive compared to 
Si02 even though the nitride layers are physically thicker. 

In an effort to understand the mechanisms responsible for 
the degraded hole behavior, a carrier separation technique 
was used to separately measure the hole and electron 
currents.13 A positive gate bias was applied to the NMOS 
devices, and a negative gate bias was applied to the PMOS, 
with the source, drain, and substrate grounded. The gate bias 
creates a channel and as carriers tunnel out of the channel 
into the gate dielectric they are replaced by carriers from the 
source/drain regions. Measurement of gate, channel, and 
substrate current provides a measure of the electron and hole 
current components. The results for Si02 for both PMOS and 
NMOS are shown in Figs. 6(a) and 6(b). For both transistors, 
the gate current is nearly equal to the channel current for all 
voltages implying that the majority of the carriers that tunnel 
to the gate come from the channel, i.e., electron current 
dominates in the NMOS and hole current dominates in the 
PMOS. The substrate current is a very small percentage 
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FIG. 5. Gate current measurements for (a) NMOSFET and (b) PMOSFET in 
inversion and accumulation. The equivalent oxide thickness for nitride and 
Si02 are 2.1 and 2.3 nm, respectively. The voltage across the oxide is taken 
as Vg-V, in inversion and Vg-Vfb in accumulation. 

FIG. 6. Carrier separation measurements for silicon nitride on (a) PMOSFET 
and (b) NMOSFET devices. 

of the gate current. The measurements for Si3N4 for PMOS 
and NMOS are shown in Figs. 7(a) and 7(b). The NMOS 
behavior is similar to the control oxide, i.e., the gate current 
is dominated by source/drain channel current suggesting that 
electron current is the dominating process in this regime. 
However, the PMOSFETs with nitride dielectric display 
markedly different behavior than their Si02 counterparts. 
First, at smaller gate biases the drain current is very low and 
is not equal to the gate current suggesting that the channel 
holes are not participating in the carrier conduction in this 
regime. Second, the substrate current is very high in this 
regime and equals the gate current. This implies that the 
electron conduction from the gate is the dominating process. 
It should also be noted that after Vg exceeds approximately 
-1.5 V the channel current starts increasing and becoming 
equal to the gate current. 

IV. DISCUSSION 

The proposed explanation for the above results is as fol- 
lows. The nitride dielectric is believed to have a large density 
of interface traps below the midgap. These traps remain oc- 

PMOS    (a) 
Nitride 

NMOS (b) 
Nitride 

FIG. 7. Carrier separation measurements for silicon nitride on (a) PMOSFET 
and (b) NMOSFET devices. 

J. Vac. Sei. Technol. B, Vol. 17, No. 4, Jul/Aug 1999 



1839 Misra et al.: Interfacial properties of ultrathin pure silicon 1839 

cupied and neutral if the Fermi level lies above them as in 
the case of NMOS inversion. However, as the Fermi level 
starts moving down towards the Si valence band edge, as in 
PMOS inversion, these traps get depopulated and become 
positively charged. The high density of these positive traps 
in the nitride layers can screen the gate charge until all in- 
terface traps become depopulated. This is believed to occur 
at approximately -1.5 V, which is the same V, value ex- 
tracted from the Id- Vg curves [see Fig. 2(b)]. After this volt- 
age is reached, a surface potential is allowed to drop in the 
channel resulting in the onset of inversion. This is believed 
to be the mechanism responsible for the degraded PMOS 
characteristics in inversion. 

As mentioned, the high density of traps below the midgap 
can effectively screen the gate charge preventing any voltage 
drop in the semiconductor. This screening process can also 
explain the high gate tunneling current observed with nitride 
dielectrics in the negative regime. A much higher electric 
field is created across the nitride where V, 
compared   to   the   control   oxide   where   V, 

-O Nitride  *SiO    ^~0.6 nm SiO /Nitride 

nitride     ^applied <*S 

oxide applied 
— ^substrate • This higher field assists in large conduction cur- 
rent through the dielectric. 

Recently, reports of bonding constraint theory calcula- 
tions have indicated that the defect formation can be closely 
related to bonding coordination at the interface of two 
materials.14,15 The average bonding coordination per atom of 
Si02-Si interface (including the suboxide region) is 2.9. 
This is sufficiently low and promotes the formation of low 
defect density interfaces. On the other hand, the average 
bonding coordination per atom at the Si3N4-Si interface (in- 
cluding the transition region) was calculated to be —3.5 
which can promote a high defect density. In this work it is 
believed that this overcoordination of the Si3N4-Si com- 
pared to the Si-Si02 interface may result in interface trap 
formation that negatively impacts the electrical properties. 
To further verify this, a thin layer of oxide (<0.6 nm as 
measured by in situ Auger) was interposed between the ni- 
tride and the Si substrate. Transconductance values, shown 
in Fig. 8, now indicate normal characteristics for P and N 
devices suggesting that —0.6 nm of interfacial oxide is suf- 
ficient to reduce the interface state density both near the con- 
duction and valence band edges. It should also be noted that 
the presence of oxygen may assist in reducing the trap den- 
sity by reducing the average bonding coordination and sys- 
tematic experiments are being performed to verify this. 

V. CONCLUSIONS 

Data presented in this article demonstrate that degradation 
of PMOS and NMOS devices with nitride gate dielectrics 
derive from interfacial defects. It is believed that a markedly 
different distribution of interfacial traps near the valence 
band versus the conduction band edges results in the inability 
to form a PMOS channel. The observation that these traps 
are not present in PMOS devices in which an ultrathin oxide 
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610"J 
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FIG. 8. Gm*Tox vs oxide field for silicon nitride, Si02 and stacked O/N 
dielectrics for 0.6 /j,m channel length (a) PMOSFETs and (b) NMOSFETs. 
The oxide field was calculated as (Vg—V,)/Tox . 

layer <0.6 nm is interposed between the Si and the nitride 
film demonstrates that these defects are a property of the 
Si-Si3N4 interface. Therefore, a pure silicon nitride film can- 
not be used directly on the silicon surface due to a high 
density of positively charged, donor-like defects in the lower 
half of the band-gap near the valence band edge of Si which 
prevents the formation of a conducting channel. The addition 
of oxygen as an ultrathin interfacial oxide layer and/or in the 
bulk of nitride film to form an oxynitride alloy, may be nec- 
essary if nitride interface layers are to be integrated into ag- 
gressively scaled CMOS devices. 
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Remote plasma enhanced chemical vapor deposition Si02 
in silicon based nanostructures 
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In the depletion gate approach to silicon-based nanostructures, a deposited oxide covering tiny 
metallic or silicide gate structures must function as a metal-oxide-semiconductor field effect 
transistor gate oxide. Depending upon the implementation, it may form the Si/Si02 interface or be 
placed upon a very thin thermal oxide. In the former case, bonding between the silicon and Si02 

must be nearly perfect in order to achieve the high mobility required for observing quantum effects. 
In the latter case, the deposited oxide must not allow leakage current to obscure effects being 
observed, nor degrade the previously established thermal interface during deposition. Remote 
plasma enhanced chemical vapor deposited (RPECVD) silicon dioxide has been studied for use in 
silicon-based nanostructures. For thin oxides deposited at low temperature, oxide surface roughness 
has been shown to perturb the potential landscape seen by an electron traveling in a silicon inversion 
layer. [M. J. Rack, D. Vasileska, D. K. Ferry, and M. Siderov, J. Vac. Sei. Technol. B 16, 2165 
(1998).] We have further explored processing parameters that influence the deposited oxide surface 
roughness, presumably roughened primarily by gas phase nucleation, and examined the correlation 
between roughness and oxide reliability. We found that processing conditions that reduce the oxide 
roughness and unwanted oxidation of the depletion gate structures are not necessarily those that 
produce the best silicon/oxide interfaces, nor the most defect-free bulk oxides in our RPECVD 
system. Specific processes tailored for particular device strategies are presented. The low 
temperature process at 175 °C is extensively explored. © 7999 American Vacuum Society. 
[S0734-21 lX(99)08304-3] 

I. INTRODUCTION 

Three-dimensional confinement of electrons in silicon 
based nanostructures is achievable through the use of nano- 
scaled gates that pattern the two-dimensional electron gas 
(2DEG) of a metal-oxide-semiconductor field effect transis- 
tor (MOSFET) inversion layer.1"3 As shown in Fig. 1(a), 
these depletion gates may be positioned directly on the sili- 
con substrate if they form a Schottky barrier with p-type 
silicon. Alternatively, they may be placed slightly above the 
silicon substrate as shown in Fig. 1(b), where the depletion 
gates are separated from the silicon substrate by a thin di- 
electric. The source and drain are not shown in this figure. 
When negatively biased, these tiny gates locally deplete car- 
riers in the inversion layer below them, creating confinement 
barriers in the conduction band energy for electrons. 

The shape of a well created by depletion gates influences 
the quantized energy spacing and ranges from effectively 
square to parabolic, depending upon a number of factors. 
These include the spacing and size of the depletion gates, the 
bias of the depletion gates, Vdepl, the bias of the top inver- 
sion gate, VG, the substrate doping, as well as the lower 
thermal oxide thickness which allows great flexibility in the 
types of structures that may be built. Simulations of a wire 
structure utilizing the remote gate implementation, described 
in Fig. 1(b), are provided in Fig. 2, which illustrate some of 
these effects.3"5 The negatively biased depletion gates in this 

a)Electronic mail: jo.rack@asu.edu 

simulation have a 75 nm gap that allows a conducting chan- 
nel in the silicon inversion layer. The thickness of the depos- 
ited oxide is 50 nm. The closer the depletion gate is to the 
silicon inversion layer, the more precisely the barrier is de- 
fined. This effect is shown in Fig. 2(a). The top inversion 
gate is positively biased in order to create an inversion layer 
density of 5 X 1012cm"2 in regions unaffected by the deple- 
tion gates. The depletion gates were negatively biased creat- 
ing a 300 meV conduction band offset that confines carriers 
in the channel. As the lower oxide becomes thicker, electro- 
static fringing effects soften the shape of the well. Although 
impractical due to electron direct tunneling, a 1 nm oxide is 
included in this simulation to demonstrate the advantage of 
very close proximity to the inversion layer. This softening is 
more pronounced at lower inversion layer densities as shown 
in Fig. 2(b). Here, a 5 nm thermal oxide has been used, and 
the top gate is varied to achieve inversion layer densities of 1 
to 5 X 1012cm"2 in regions unaffected by the depletion gates. 
The channel may be further restricted by increasing the mag- 
nitude of the negative depletion gate bias as shown in Fig. 
2(c). All of these factors interact so that careful three- 
dimensional modeling of any device structure is a necessity. 

The oxide deposition process itself must not negatively 
impact the previously fabricated depletion gates. Deposited 
oxides benefit from high temperature post deposition anneal- 
ing both to relax the bulk oxide5 and to reduce interfacial 
suboxides.6 The effects of this post deposition annealing 
(PDA) upon several candidate depletion gate materials have 
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FIG. 1. Depletion gate approach to silicon based nanostructures. Quantum 
wire structure using (a) Schottky barrier depletion gates and (b) conducting 
depletion gates separated from inversion layer by thin thermal oxide. 

previously been examined.7 If the Schottky barrier approach 
of Fig. 1(a) is used, the deposited dielectric forms the 
Si/Si02 interface—a challenging job for a low temperature 
deposited dielectric. For the more remote depletion gate ap- 
proach of Fig. 1(b), a thin thermally grown oxide may form 
the Si/Si02 interface. The deposited dielectric in this case 
must simply be electrically robust and not degrade the pre- 
viously established Si/Si02 interface. We require the depos- 
ited oxide to withstand an applied field of about 2.5 MV/cm 
for the inversion layer density of 5X 1012cm~2 at a depos- 
ited oxide thickness of 50 nm. For the implementation of 
Fig. 1(b), we assumed a 5 nm thermal oxide for these stud- 
ies. 

The use of remote plasma enhanced chemical vapor depo- 
sition (RPECVD) silicon dioxide from a microwave reactor 
for the implementation of both of the depletion gate strate- 
gies depicted in Fig. 1 has been investigated in this work. 
Processing conditions have been evaluated, and the suitabil- 
ity of the process and the resultant oxide is assessed relative 
to the requirements of the depletion gate approach employed. 

We have particularly concentrated on two factors that we 
have found significantly influence measured oxide surface 
roughness and electrical reliability: deposition temperature 
and the ratio R0 of oxidant (N20) to silane mass flow rates. 
In a recent study of a remote radio-frequency (rf) PECVD 
process, also using N20 and silane, it was found that 50-100 
nm sized particles were formed as soon as R0 exceeded 4, or 
was high enough to form stoichiometric Si02.8 This was 
attributed to gas phase nucleation. This study involved a 
fairly high flow rate of silane and, consequently, higher 
deposition rates than those used here, which might account 
for the greater severity of the problem reported in that study. 
The composition of plasma excited oxidant in a microwave 
reactor will differ from that of a rf reactor, and so it was 
important to examine this problem for the microwave type 
reactor. The effects of postdeposition annealing (PDA) using 
a rapid thermal anneal (RTA) upon oxide electrical proper- 
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FIG. 2. Simulations of confinement energy in conduction band due to re- 
versed biased depletion gates separated from the silicon substrate by a thin 
thermal oxide, (a) Effects of thermal oxide thickness variation from 1 to 20 
nm. Depletion gates negatively biased at -0.04 to -0.24 V in order to 
achieve a barrier height of 300 mV. Top inversion gate positively biased 
(13.6 V) in order to achieve an inversion layer density of Ns = 5 
X 1012 cm-2 in regions unaffected by depletions gates, (b) Effects of inver- 
sion gate voltage variation. Ns ranging from 1 to 5 X1012 cm-2, tox 

= 5 nm. (c) Pinch off capability of depletion gates, Vdepi from -0.3 to -1.5 

ties are also presented. The low temperature regime of 
RPECVD deposition at or below 175 °C is extensively ex- 
plored. 

The character of the bulk oxide is assessed with Auger 
electron spectroscopy (AES), Rutherford backscattering 
spectrometry (RBS), Fourier transform infrared spectroscopy 
(FTIR), secondary ion mass spectroscopy (SIMS), ellipsom- 
etry, and etch rates in buffered HF. Surface roughness mea- 
surements used atomic force measurements (AFM) and laser 
scattering. Electrical characterization includes capacitance- 
voltage measurements of MOS capacitors using the depos- 
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ited oxide and current-voltage measurements indicating 
leakage and breakdown characteristics of the deposited ox- 
ide. 

II. EXPERIMENT 

RPECVD Si02 was deposited in a remote microwave sys- 
tem. All processes were run at a pressure of 750 mTorr and 
a helium flow of 1000 seems using N20 and a flow of dilute 
silane (5% silane in helium) at 10 seems. The ratios of N20 
to SiH4 mass flow rates reported in this article are exact 
assuming that the actual flow of silane is 0.5 seems. Unless 
otherwise noted, the microwave power was set at 250 W. 
The deposition temperature TD reported is the heated chuck 
set point temperature. Calibrations indicate that this is al- 
ways less than the wafer surface temperature, deviating more 
significantly at higher temperature. We have measured the 
temperature deviation in 100% He at 750 mTorr to be 15 °C 
at a TD set point of 150 °C up to deviation of 60 °C at TD of 
350 °C. 

Both p- and n-type 100 mm Si (100) wafers were used. 
Wafers were cleaned initially with H202:H2S04 (3:7), care- 
fully rinsed, etched in buffered HF, and rinsed again in DI 
water. A 120 nm sacrificial oxide was then grown at 
1050 °C. Prior to deposition, these wafers were etched in 
50:1 H20:HF beyond becoming hydrophobic. A 30 s expo- 
sure to plasma excited N20 preceded the deposition. High 
temperature annealing for selected samples was done in a 
Tamarack model 180-M rapid thermal processor (RTA). 
Etch rate ratios (ERR) were measured by comparing the 
RPECVD oxide etch rate to that of dry thermal Si02 grown 
at 1050 °C in 20:1 buffered HF (BHF). The oxide thickness 
was measured using a Woolam M-44 Spectroscopic ellip- 
someter. The infrared Si-0 stretching peak position and 
width were measured with a Nicolet 740 SX Fourier trans- 
form infrared spectroscopy (FTIR) system using 4 cm""1 

resolution and a MCT detector. 
AFM measurements were performed using a Digital In- 

struments scanning probe microscope. We used silicon ni- 
tride tips in contact mode. High attractive forces were en- 
countered when these measurements were done in air. In the 
series of experiments involving R0, a second set of data was 
collected in a nitrogen environment. This resulted in greater 
tip longevity, greater resolution and slightly higher rough- 
ness measurements. The trends and shape of the measured 
curves, however, were identical. Tip forces were measured at 
15-50X 10~9N. Data points are the mean of 5 to 25 scans 
with each scan containing 512X512 data points. Images are 
flattened on a line by line basis, root-mean-square (rms) 
height deviations are then calculated. Because roughness 
tends to scale with measured length, only 500nmX500nm 
areas were used. A Tencor SFS 4500 surface scanner was 
used to detect particles and haze at the oxide surface. This 
scanner cannot detect particles below 100 nm. Electrical 
measurements were done with aluminum gates deposited us- 
ing a shadow mask as well as using optical lithography. 
When the deposited oxide is sufficiently thick, the roughness 
is fully established making it more easily quantifiable and 

repeatable. For this reason, all roughness measurements were 
done on 120-nm-thick oxides, while electrical measurements 
are done primarily on our target oxide thickness of 50 nm. 
Standard post metallization anneals were performed before 
electrical characterization at 430-450 °C both in nitrogen 
and forming gas. 

AES measurements were made using a PHI 600 scanning 
multiprobe. The electron beam was set 5 kV, 50 nanoamps, 
and rastored over a 100yu.mXl00/tm square area. The 
samples were sputtered using argon at 3.0 kV, rastored over 
a 2 mmX2 mm area. The differential peak to peak height of 
the oxygen KLL Auger transition at 503 eV, and the silicon 
KLL Auger transition at 1619 eV were used. The higher en- 
ergy silicon transition was used because it is less vulnerable 
to error due to charging effects and line shape changes that 
accompany varying silicon bonding arrangements. Ther- 
mally grown oxide was used as a reference. Oxygen to sili- 
con ratios were averaged over the profiles. 

Rutherford backscattering spectrometry was performed at 
the Ion Beam Analysis of Materials (IBeaM) Facility at Ari- 
zona State University. A He++ ion beam was accelerated to 
3.05 MeV by using a Cockroft-Walton tandem electrostatic 
accelerator. Backscattered particles were detected at an angle 
of 173° with a beam current of approximately 60 nA. Spectra 
were collected at room temperature for an integrated charge 
current of 14 /xC over an approximate spot size of 1 mm2. 
Analysis of the data was performed using the RUMP9 (REF) 
simulation program. 

The SIMS profiles were done using a Cs+ ion beam at 10 
kV, 15 nA rastored over a 125X125yu,m2 area. Secondary 
ions were collected from a 16-/u,m-diam circular area. An 
electron beam was used to reduce charging effects and sur- 
faces were coated with gold. Negative ions 30Si, 180, and *H 
were detected. 

III. OXIDE ROUGHNESS AND RELIABILITY VS 
DEPOSITION AND ANEALING TEMPERATURE 

We have previously shown that the surface of RPECVD 
oxide deposited with an RQ of 150 becomes rough as the 
deposition temperature TD is reduced.10 This roughness is a 
consequence of bumps whose size is in the tens of nanom- 
eters, making them difficult to detect optically." As de- 
scribed in Fig. 3(a) this roughening behavior is accompanied 
by an increase in etch rates relative to the etch rate of ther- 
mally grown Si02. High temperature annealing does little to 
reduce the roughness, although the etch rates are continu- 
ously lowered with PDA temperature approaching that of 
thermally grown Si02 after the 900 °C anneal. This is shown 
in Fig. 3(b). 

Depending upon R0, we find that the electrical integrity 
of the 50 nm oxide deposited at temperatures below 250 °C 
is poor. The frequency of bumps on the 50 nm oxide is 
relatively low making them even more difficult to detect, but, 
possibly, more injurious. As seen in Fig. 4(a), the oxide de- 
posited at 350 °C is as reliable as thermally grown oxide, 
while the oxide deposited at 225 °C using the same process 
conditions (R0= 150) is unusable. High temperature anneal- 
ing offers only slight improvement for the breakdown behav- 
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FIG. 3. rms oxide surface roughness measured with AFM and etch rate ratios 
of RPECVD to thermally grown oxide vs (a) TD and (b) rPDA. R0 is 150, 
«„ = 120nm. 

ior of oxides that are rough after deposition. This is evident 
in Fig. 4(b). We have seen that the addition of a small 
amount of oxygen during the anneal will provide some im- 
provement in reliability, but this addition is not acceptable 
for our particular devices where unwanted oxidation of tiny 
depletion gates would undoubtedly occur. 

While the oxide breakdown behavior is continuously, al- 
beit only slightly, improved with the PDA temperature, in- 
terface properties, as expressed by flat band voltage shifts, 
may be initially degraded at temperatures between 700 and 
800 °C, and improved by the 900 °C anneal. This may be 
seen in Fig. 5(a). In Fig. 5(b) the initial fixed charge is higher 
but we see continuous improvement in Nf as well as inter- 
face traps N[t with increasing PDA temperature. The inter- 
face properties of deposited oxide on silicon have been 
shown to be largely influenced by the ex situ surface prepa- 
ration and plasma pretreatments used to clean the surface in 
situ.12 Current recommended plasma excited N20 
pretreatments13 are effective in our non-UHV system at high 
N20 flow rates, and higher deposition temperatures. As 
shown in Fig. 5, the oxide charge is in the range of 1010cm~2 

for the oxide deposited at 350 °C, compared to 1011 cm-2 for 
the oxide deposited at 225 and 270 °C. These were done with 
an N20 flow of 65-75 seems. When the flow is reduced to 
37.5 seems for the pretreatment and deposition, fixed charge 
is measured at 3X10ncm~2 for the 350 °C deposition. 
While a change in N20 flow between the pretreatment and 
deposition might allow more flexibility, the possibility of 
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FIG. 4. Cumulative breakdown probability vs applied electric field for 50- 
nm-thick RPECVD oxide on «-type silicon having R0= 150. (a) Compares 
EBD for oxide deposited at 225 and 350 °C under a positive applied voltage 
at a ramp rate of 1 V/s, (b) PDA effects upon £BD for the 50 nm oxide 
deposited at 225 °C under a negative applied voltage using same ramp rate. 

losing the plasma resonance and jeopardizing the depletion 
gates with additional oxygen exposure has made this tactic 
less attractive. 

Unwanted oxidation of the metallic depletion gates during 
the oxide deposition process has proven problematic, par- 
ticularly if subsequent 900 °C PDAs are required,8 and so 
reduced deposition temperatures that might avoid the deple- 
tion gate oxidation are attractive if reliability may be 
achieved. This problem is illustrated in Fig. 6. These are 
AES sputter profiles of chromium deposited on oxide. In Fig. 
6(a), the normal native oxide for as deposited chromium can 
be seen by the existence of oxygen at the surface 
(sputtertime=0). The second plot (b) is one of chromium 
after being exposed to plasma excited N20 for 30 s in the 
RPECVD deposition chamber. The native oxide has been 
thickened by approximately a factor of 3 actually consuming 
a significant percentage of the gate metal. There is the risk of 
oxidizing very thin depletion gates completely if care is not 
taken to prevent this. 

For the remote interface implementation of Fig. 1(b), the 
deposited oxide must not disturb the previously established 
interface, and charges in the deposited oxide must be far 
enough removed from the interface so as not to scatter inver- 
sion layer electrons. Previous studies have indicated that 
"subcutaneous oxidation" or a thermal-like oxidation pro- 
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cess occurs during the RPECVD oxide deposition that will 
degrade a well constructed interface.14 This was shown to be 
a problem when deposition temperatures exceeded 250 °C. 
The interface traps and fixed charge increased with tempera- 
ture above 250 °C. It was not clear whether the 5 nm thermal 
oxide employed in our work was thick enough to prevent a 
similar degradation to the thermally established interface 
during the deposition of 50 nm of RPECVD oxide. In order 
to investigate this issue, RPECVD oxide was deposited at 
deposition temperatures ranging from 200 to 350 °C on 5 nm 
of thermal oxide that had been grown at 900 °C in dry nitro- 
gen. The capacitance-voltage curves are shown in Fig. 7. 
The calculated fixed charge monotonically decreased with 
increasing deposition temperature from 1.16 to 1.39 
X 10" cm-2. There is slightly more stretch out in the 200 °C 
and the 350 °C deposited samples. 

IV. DEPOSITION AT 175 °C: EFFECTS OF R0 

In both direct and remote PECVD processes depositing 
Si02, the ratio of oxidant to silane flow R0 is an important 
process parameter. Values ranging from 3 to 200 have been 
reported in the literature.15^17 High R0 ratios and low depo- 
sition rates used in the direct PECVD process allowed a 
breakthrough in oxide performance, where for the first time 
device quality oxide became possible.1819 For the remote 
process, there is a great deal more leeway in process param- 
eters that can be used and still maintain high quality oxide 
with    very    little    detectable    hydrogen    and    nitrogen 

impurities.16 More recently it has been reported that in a if 
remote PECVD oxide deposition process, particulate forma- 
tion was problematic for R0 exceeding 4.9 

In the remote microwave RPECVD process used for this 
study at 175 °C, for a fixed flow of silane, measured oxide 
surface roughness is sensitive to the ratio R0 of N20 to silane 
during deposition. As shown in the previous section, rough- 
ness is small and poses little problem for RPECVD oxide 
when it is deposited at temperatures above 250 °C. However, 
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FIG. 7. Capacitance-voltage plots for MOS structures fabricated using 50- 
nm-thick RPECVD oxide deposited on 5-nm-thick thermally grown Si02. 
The thermal oxide was grown at 900 °C. The RPECVD oxide was deposited 
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when lower deposition temperatures are required, the process 
window is reduced, and only a limited range of N20 flows 
will result in oxide offering acceptable performance. In order 
to explore this effect, a series of 50-and 120-nm-thick 
RPECVD oxides with R0 ranging from 25 to 125 were de- 
posited at 175 °C. At the 120 nm oxide thickness, the depos- 
ited Si02 surface roughness is more fully established and 
more easily quantified. The 50 nm oxide thickness was the 
target thickness for our devices, and electrical reliability is 
more easily compromised at this thickness. The temperature 
of 175 °C was chosen so that roughening associated with a 
given R0 would be more obvious. In addition, it is intrinsi- 
cally important for novel applications using materials with 
relatively poor thermal stability. 

Deposition rates provide insights into the reaction behav- 
ior. For R0 exceeding 50, the deposition rates in this study 
drop with increasing N20 flow as shown in Fig. 8. In gen- 
eral, we see deposition rates decrease with deposition tem- 
perature, or a negative activation energy. 

A Tencore surface scanner was used to observe particles 
and haze on the whole wafers having 120 nm of oxide. The 
minimum particle dimension that this scanner can observe is 
100 nm. The particle counts were not correlated with R0. 
However, the percentage of haze region and observed haze 
patterns were useful. At an R0 of 25, no pattern was observ- 
able on the wafer. At an R0 of 50, a circular region in the 
center could be seen which became larger with increasing 
R0, until at R0 of 125, it covered most of the wafer. The 
circular pattern coincides with the shape of the microwave 
tube. High plug flow velocities and low chamber pressure 
make it difficult to alter the flow pattern of arriving plasma 
excited oxidant. This is shown in Fig. 9, with the inset show- 
ing a simplified pictorial of the haze pattern of several wa- 
fers. While gas phase nucleation has been attributed to water 
vapor in the deposition chamber,16 the pattern of this indi- 
cates that the source of particles is not necessarily water 
vapor which would be more active at the outside of the wafer 
away from the stream of arriving oxidant. 

While etch rates in HF containing solutions have often 
been considered a measure of PECVD oxide quality, we find 
that roughness is not minimized under conditions that yield 
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FIG. 9. Optical scanner measured haze coverage and insert of simplified 
pattern vs R0 for 120-nm-thick RPECVD oxide deposited at 175 °C. 

the lowest etch rates. This is evident in Fig. 10. The rms 
roughness, as measured by AFM at the center of the wafer, 
continuously increases with R0. This increase was primarily 
due to greater frequency of 5-12 nm high bumps. The rms 
roughness, measured with AFM is more sensitive to the sur- 
face than the Tencore scanner, and provides insights into the 
process not otherwise available. The ratio of RPECVD oxide 
etch rates to that of thermally grown Si02 behaves oppo- 
sitely, indicating that continuously reducing R0 introduces 
other defects. 

The electrical quality of RPECVD Si02 deposited at 
175 °C was analyzed using capacitance-voltage and 
current-voltage measurements. At this low temperature, 
fixed oxide charges are higher than at 350 °C, and are inde- 
pendent of R0. For both the 50- and 120-nm-thick oxides, Nf 

averaged 5 X 1011 cm-2, with no evident trend in R0. For the 
device structure of Fig. 1(b), this oxide may still be useful 
since the Si/Si02 interface is established thermally prior to 
the RPECVD oxide deposition. All of the 120 nm oxide 
samples showed good reliability, having four incidences of 
breakdown at applied fields less than 7.5 MV/cm out of 75 

FIG. 10. rms oxide surface roughness measured with AFM and etch rate 
ratios of RPECVD to thermally grown oxide vs R0. TD is 175 °C No PDA 
was included. 

JVST B - Microelectronics and Nanometer Structures 



1846 Rack et al.\ RPECVD SiO, in silicon based nanostructures 1846 

c 
I 

■o 

CO LL 

mf 0.6 
<" -9 > S 
<o o 

0.8 

0.4 
OL 

E 
O 

0.2 • 

, •         m • 
• 

-  Ro = 125-150   !   # • Ro = 25-10Q      Ä 

♦   «A 
♦ a    A 

♦ .♦ ♦  ■    A 
♦ .♦ ♦    «A 

♦   "A 

./" 
♦ * 
♦ "A 
«■     A • • m 

A ♦               ■ 
A4                                ■ 

A*                    ■ 
A  ♦                       ■ •        • ♦   A                          ■ 

♦      A      ■ 
A*         ■ 

•   *♦ ■L 
•        •   ♦                                   A 
«•                                           A ft»  • ,              , 

4 6 

EBD (MV/cm) 

10 

FIG. 11. Oxide electrical reliability vs R0 for 50-nm-thick RPECVD oxide 
deposited at 175 °C (with the exception of the /?0= 150 wafer which was 
deposited at 225 °C). 

TABLE II. AES, RBS, and SIMS results vs R0- 
content. 

-stoichiometry and hydrogen 

■*CVD /^thcrm ^CVD^lhcrm XQVD /*thcrm #CVD /^thcrm 

«0 AES RBS SIMS SIMS 

25 1.02 1.00 1.07 3.65 
50 1.01 1.00 1.01 2.00 
75 1.02 1.03 

100 0.98 .97 1.12 2.78 
125 1.00 1.04 1.02 1.93 

Avg. 1.01 1.01 1.06 2.60 

ajt defined as ratio of O counts/Si counts. 
bHydrogen normalized to oxide silicon count in each sample in order to 
compensate for any differences in sputter rates. 

trials using 0.005 cm2 aluminum contacts. The 50-nm-thick 
series showed greater sensitivity to R0. This can be seen in 
Fig. 11. All of these wafers had similar particle counts ac- 
cording to the surface scanner. An obvious loss in reliability 
occurs, however, when R0 is increased above 100. For R0 

=£ 100, the leakage current density was below the detection 
limit of 10~9 A/cm2 at an applied field of 2.5 MV/cm. At an 
rms roughness of about 2 nm, reliability is seen to be com- 
promised at both 225 and 175 °C regardless of the value of 
R0 when MOS capacitors are formed with 50-nm-thick 
RPECVD oxide. Given the continuous roughening with R0 

that is shown in Fig. 10, it might be assumed that as the 
oxide thickness is further reduced, a narrower range of R0 

will be acceptable. 
The RPECVD oxide stoichiometry for this series in R0 

was assessed using four methods: AES, RBS, SIMS, and 
FTIR. These results are shown in Tables I and II. In Table I, 
the refractive index and the FTIR results are presented. The 
frequency of the IR SiO stretching absorption peak, v, has 
been associated with stoichiometry20 and the Si-O-Si bond 
angle.21 The RPECVD oxide typically has v in the range of 
1047-1056 cm-1 and there is some uncertainty as to why 
this deviates from the position of v in thermal oxide at 
— 1080 crrT!. The closer v is to 1080 cm-1, the more struc- 
turally and chemically relaxed the film is assumed to be.22 

For this deposition series in R0, v lies between 1056 and 
1058 cm""1, the differences shown within the measurement 
error. Using the bond angle interpretation, the position of the 

TABLE I. Optical data vs R0. 

Refractive index IR SiO stretching IR SiO stretching 

Frequency v Peak width Av 

«0 (cm"1) (cm"1) 

25 1.464 1058 95 
50 1.460 1058 93 
75 1.460 1056 91 

100 1.460 1056 92 
125 1.461 1057 89 

Thermal 1.454 1080 75 

PECVD peak below that of thermal oxide has been attributed 
to a smaller Si-O-Si bond angle and, subsequently, a denser 
amorphous network. The refractive index, although slightly 
higher than thermal Si02, is not high enough to predict the 
density that the Si-O-Si bond angle attributed to v might 
suggest.23 This, and the tendency for PECVD oxides to 
shrink upon annealing, has suggested the presence of poros- 
ity or micropores that would create bond free volume.21 The 
peak width Av is considered a measure of bond homogene- 
ity. There would seem to be some improvement in this as R0 

is increased from 25 to 125, and Av decreases slightly. We 
investigated the stoichiometry of these RPECVD films using 
three very different techniques in order to determine if there 
was a consistent difference in stoichiometry between the de- 
posited films and thermally grown Si02 as might be sug- 
gested by the IR SiO stretching frequency v, or any trend in 
stoichiometry with R0. Using the analysis of Ref. 20, an IR 
absorption peak at 1056-1058 cm-1 might indicate that all 
of the SiOj RPECVD films are silicon rich with x 
= 1.82-1.86, or JCcvD^therm °f 0.91-0.93 assuming xtherm 

= 2. This analysis is limited in accuracy at the endpoint of 
1065 cm-1. Although there is scatter in the results, none of 
the techniques suggest the type of bias that silicon rich films 
would have. The SIMS data show greater variance in x for 
the RPECVD films than for the thermal oxide, which were 
quite reproducible. The standard deviation of six thermal ox- 
ide ratios of O/Si was 0.036 compared with six RPECVD 
samples having a of 0.08. The results were independent of 
the sputter rates. The analyzed area of the SIMS samples was 
the smallest of the three techniques. It is possible that the 
ratio of O to Si varies across a sample. Given the lack of 
correlation between methods, it is likely that the films are all 
stoichiometric within the accuracy of the measurements tech- 
niques employed. In any case, there is no obvious trend in x 
with R0 or consistent indication that any of the deposited 
oxides are silicon rich. The hydrogen content in the depos- 
ited films was measured at approximately 2-4 times that of 
thermal Si02 with no clear trend in R0. The highest concen- 
tration did occur for the R0 = 25 sample suggesting the 
source of defects responsible for increasing etch rates. 
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V. DISCUSSION 

The fall off in deposition rates with increasing oxidant for 
a given flow of silane in thermal CVD has been attributed to 
reduced availability of surface sites for silane as the surface 
becomes saturated with oxygen species.24 As the available 
reactants exceed the consumption at the surface from the 
chemical reactions taking place, it becomes possible for gas 
phase nucleation to occur. These reactions produce panicu- 
late that will degrade the deposited film. Therefore, as the 
surface temperature is increased, and more reactants are con- 
sumed, the production of particulate may be decreased. For a 
plasma process, the energy required to produce reactants is 
provided by the plasma rather than heating the gas. However, 
surface temperature would affect the surface reaction rate 
and surface mobility. So, similar behavior in gas phase 
nucleation may be seen. Excessive reactants would lead to 
gas phase nucleation. At higher temperature, more reactants 
would contribute to planar Si02 growth rather than gas phase 
nucleation. This is consistent with the observation that de- 
posited oxides are better when the deposition rate is slow.19 

The slight reduction in deposition rate with temperature has 
been attributed to desorption of reactive species from the 
surface,12 compression of the oxide as it densities with 
temperature,24 and the loss of atomic oxygen due to more 
active 02 recombination at the surface.25 In a plasma reactor, 
deposition continues even at room temperature although the 
film structure becomes more and more obviously granular. 
So the deposition rate permissible that provides high quality 
oxide might simply be limited by the surface reaction rate 
and surface mobility, and thus an inherent maximum depo- 
sition rate is established for a given temperature. 

VI. CONCLUSIONS 

RPECVD oxide from a microwave reactor has been 
evaluated for use in silicon based nanostructures. While all 
of the depositions conditions in this study provide stoichio- 
metric oxide with low etch rates and impurities, there are 
significant differences in the bulk oxide quality, as indicated 
by surface roughness, that correlate strongly with oxide 
breakdown behavior. The strength of this relationship de- 
pends upon the oxide thickness. If the oxide surface exceeds 
about 2 nm rms roughness, electrical reliability is compro- 
mised for 50-nm-thick oxide MOS capaciors. It is presumed 
that the surface roughens as particles are incorporated into 
the amorphous oxide network through gas phase nucleation 
or some other type of clustering phenomenon. Deposition 
conditions that reduce surface roughness, that is a low oxi- 
dant to silane ratio, do not produce the best interface charac- 
teristics or the lowest etch rates. 

If the deposited oxide is used to form the Si/Si02 inter- 
face, and the depletion gates cannot tolerate a 900 °C anneal, 
then the deposition temperature must be high enough to re- 

duce the oxide and interface charges, and high ratios of N20 
to silane may be used which have provided improved inter- 
face quality compared with the lower values which reduce 
particulate formation below 250 °C. However, under these 
conditions, the gate material used to form the Schottky bar- 
rier must be resistant to oxidation. 

If the deposited oxide is to be placed upon a thermally 
grown oxide, then a deposition temperature as low as 175 °C 
may be tolerated as long as R 0 is kept below 100. However, 
the issue of remote charges in the deposited oxide interfering 
with mobility is unresolved and requires further study. 
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We present a scanning tunneling microscopy study of the initial stages of epitaxial Si overgrowth of 
CoSi2(lll) films. Under suitable growth conditions the silicon was found to decorate the steps of 
the suicide. This opens up the possibility of creating arrays of parallel silicon wires on a CoSi2 

substrate. After oxidation of the silicon by exposing it to air the silicide in between the wires can be 
removed by wet etching, leaving an array of expitaxial CoSi2 wires. The mechanism leading to the 
formation of the silicon wires was identified as strongly enhanced diffusion of adatoms on a silicide 
surface compared to a silicon surface and preferential nucleation on upward steps. © 1999 
American Vacuum Society. [S0734-211X(99)04804-0] 

I. INTRODUCTION 

Self-organization in epitaxial growth offers an easy and 
inexpensive way to fabricate ordered arrays of nanoscale 
structures, which are interesting both for their special physi- 
cal properties as well as for the fabrication of devices. In 
heteroepitaxy it has been suggested to grow wires of one 
material running along the surface steps of a substrate made 
from another material in step-flow growth mode. The arriv- 
ing adatoms would diffuse to the next upward step of the 
surface and nucleate there. By repeatedly depositing wire 
material and substrate material a formation of stacked wires 
embedded in the substrate material should occur (see, e.g., 
Ref. 1). It is crucial in this procedure that the diffusion of 
both materials is sufficiently fast, so that step-flow growth 
can be reached. In this article we suggest a different method 
to fabricate epitaxial CoSi2 wires on a Si(l 11) substrate by a 
combination of self-organized growth of silicon and an ex 
situ wet-chemical etch, where Si is used as a mask. The Si 
mask formation is only possible because the diffusion of Si 
on the silicide surface is much faster than on Si itself. As a 
consequence, the step-flow growth mode can be reached at 
temperatures as low as 350 °C. This is crucial because the 
CoSi2/Si(lll) films used as substrates are not stable at tem- 
peratures much higher than 600 °C which are required to 
reach step-flow growth in Si/Si(lll) homoepitaxy. In scan- 
ning tunneling microscopy (STM) experiments we have de- 
termined the temperature dependency of the diffusion length 
of Si/CoSi2. 

II. EXPERIMENT 

It is well known that CoSi2/Si(lll) films can be epitaxi- 
ally overgrown with thick silicon films (cf^50nm) of good 
quality and devices have been fabricated out of 
CoSi2/Si/CoSi2 sandwich structures.2 Contrary to this, little 
is known about the nucleation process and the early stages of 
Si growth on the silicide surface. In our experiments we have 
prepared epitaxial CoSi2 films on Si(lll) substrates by mo- 

a)Electronic mail: meyer@solid.phys.ethz.ch 

lecular beam epitaxy (MBE). The native oxide was removed 
from the wafer surface by thermal desorption. A 240 nm 
thick silicon buffer layer was grown at 7,= 700°C. The tem- 
perature of the wafer was then briefly raised to about 820 °C, 
where the 7X7 reconstruction vanishes according to reflec- 
tion high-energy electron diffraction (RHEED). Subse- 
quently the temperature was lowered to room temperature. 
This procedure yields a nicely 7X7 reconstructed surface 
with an arrangement of nearly parallel steps. A 3 nm thick 
CoSi2 film was formed by stoichiometric codeposition of Si 
and Co and annealing it in several steps with a final anneal at 
600 °C for 5 min. The films were grown in this manner in 
order to obtain a predominantly unreconstructed surface.3 

The 2 X 1 reconstruction present in some regions was found 
to hinder surface diffusion. The strain in the silicide was 
relaxed by the introduction of a network of interfacial dislo- 
cations. In our experiments we did not observe any influence 
of these dislocations on Si diffusion. The surface steps of the 
silicide were again nearly parallel. The step height is 0.31 
nm, which corresponds to the height of 1 bilayer (BL) of 
silicon. Onto these surfaces we deposited Si at temperatures 
ranging from 200 to 430 °C and rates ranging from 0.017 to 
0.105 nm/s. 

III. RESULTS 

In Fig. 1 a STM topography scan of a CoSi2/Si(111) 
sample after deposition of 0.5 nm of Si at a rate of 0.105 
nm/s and a substrate temperature of 350 °C is shown. The 
silicon has obviously accumulated along the surface steps of 
the silicide. The average terrace width was about 90 nm. No 
island formation is observed. Most of the Si lines are 
bounded by a sharp straight step on one side, and a rougher 
step on the other. The straight step is positioned where the 
underlying silicide surface step is located. The fuzzy line 
represents the growth front at the end of deposition. For most 
silicide steps, the Si is found to grow only at the lower step 
edge (see, e.g., terrace A), but some of them also decorate 
the upper terrace (see terrace B). It is evident that the wider 
the terrace, the more likely nucleation on the down step be- 
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FIG. 1. STM topography image of the surface of a 3 nm thick CoSi2 /Si( 111) 
film after the deposition of 0.5 nm of Si. The dotted lines indicate the 
position of the silicide steps that bound terraces A and B. On the wider 
terraces both steps are decorated (B). For narrower terraces (A) only the 
upward step is decorated. The width of the silicon line is determined by the 
width of the terraces and can be quite small (shown by the arrow). 

comes. The critical terrace width wcrit at which decoration of 
up and down steps starts to occur is a measure of the diffu- 
sion length of Si. Actually the diffusion length d = 2wcrit, 
because adatoms are being reflected by a down step and have 
to cross the terrace twice before they attach to the up step. At 
lower temperatures the diffusion length is obtained from the 
average island spacing n~m for a given island density n. 
Another interesting feature visible in Fig. 1 is the fact that 
the fraction of the terrace that is covered by Si is nearly 
constant. An especially narrow terrace is indicated by an 
arrow. The Si line following the up step gets thinner as the 
terrace width decreases. Only material deposited on the same 
terrace contributes to the Si line. By choosing a substrate 
with greater misorientation the terrace width and conse- 
quently the width of the Si lines can be reduced at the same 
average coverage. The fraction of the terrace covered by sili- 
con is controlled by the amount of material deposited. Earlier 
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FIG. 2. Line section (thick line) taken across a terrace of the CoSi2 surface 
bounded by an up step at x = 0% and by a down step at x = 100%. Si has 
accumulated at the up step on the left. The thin line is a result of a Monte 
Carlo simulation of growth, assuming perfect diffusion of adatoms on the 
silicide and sticking on the silicon. The x axis is given in percent of the 
terrace width. 

FIG. 3. STM topography image of a sample where 0.2 nm of silicon was 
deposited on a 3 nm thick CoSi2 film at r=235 °C. The boundary of the 
silicon islands features a 1 BL step. The gray scale range is 2.2 nm. 

it was mentioned that a total of 0.5 nm of silicon was evapo- 
rated onto this particular sample. This is more than a bilayer 
of silicon and still only about half of the surface is covered. 
The reason for this can be found from line sections like the 
one plotted as a thick line in Fig. 2, taken in the direction 
orthogonal to a surface step. The profile shows silicon at- 
tached to an up step on the left-hand side, whereas the down 
step on the right-hand side is not decorated. The Si line is 
found to always be at least 2 BL high, which explains why 
only half of the surface is covered. On top of this Si base 
layer there are silicon islands, which are 1 BL high. The thin 
line plotted in Fig. 2 along with the surface profile was ob- 
tained by a simple one-dimensional Monte Carlo simulation. 
The simulation assumes perfect diffusion on the silicide and 
no diffusion at all on top of the silicon. Adatoms diffusing to 
the down step at x= 100% in Fig. 2 are reflected and atoms 
hitting the up step at x = 0% stick to it. Further on it is 
assumed that, if an atom meets a site that is already occupied 
by silicon atoms, it hops on top of it until a thickness of 2 BL 
is reached. Twenty runs of this algorithm were averaged for 
the thin line plotted in Fig. 2. Although this is a very crude 
model, it nicely fits the surface profile, which suggests that 
the assumptions are basically correct: the diffusion on sili- 
cide is much faster than on silicon, the adatoms are likely to 
jump onto the first bilayer which forms, and almost all ada- 
toms are reflected at a down step. Note that the model does 
not account for the small spike at x = 0%: there is additional 
material growing right next to the edge of the Si wire. This 
material is most likely due to adatoms diffusing on the upper 
terrace located at x=£0%, that are not reflected. However, 
the amount of additional material is quite small and knowing 
that about half of the adatoms will be traveling towards the 
down step, we can conclude that the probability for reflection 
is indeed very close to 1. When a lower substrate tempera- 
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FIG. 4. Island density as a function of inverse growth temperature. For the 
measurements denoted by (•) a deposition rate of 0.016 nm/s was used. 
Silicon was deposited at a rate of 0.105 nm/s for the samples marked by 
(O). The data for Si/Si(l 11) (A) are taken from Ref. 4 and extrapolated to 
a rate of 0.105 nm/s. 

ture is chosen during Si deposition, the diffusion length de- 
creases and islands also nucleate in the middle of the silicide 
terraces. As an example, a STM image of a silicide surface 
onto which 0.2 nm of Si was evaporated at T=235°C is 
shown in Fig. 3. On this sample silicon has attached itself to 
both sides of the surface steps (one step is indicated by a 
dashed line). In addition islands have nucleated on the ter- 
races (arrows). In this smaller scale image the difference in 
diffusion length between the two materials is clearly visible: 
on top of the Si terraces, which have formed on the silicide, 
there are small, closely packed silicon islands. Surprisingly, 
the step from the silicide to the first Si terrace is only 1 BL 
high. Contrary to the sample grown at higher temperature, 
the second bilayer has not been completed. After a brief 
annealing step at r=570°C the second bilayer was found to 
be present on the entire terrace. This indicates that the acti- 
vation energy for the hopping of adatoms adsorbed at the 
border of a terrace onto the first bilayer is higher than the 
activation energy for diffusion on the silicide surface. In or- 
der to quantify the difference in diffusion length for 
Si/CoSi2(l 11) compared to Si/Si(lll), the island density n 
was measured as a function of temperature. The results for 
two different deposition rates are plotted in Fig. 4. The av- 
erage island spacing, n ~1/2, also called the diffusion length, 
can be seen from the scale on the right-hand side of the plot. 
The data for Si/Si(l 11) were taken from Ref. 4 and extrapo- 
lated from a growth rate of 0.2 monolayer (ML)/min to a rate 
of 0.105 nm/s to allow for a direct comparison with the mea- 
surements made for Si/CoSi2(l 11) (plotted by an open 
circle) deposited at the same rate. Obviously there is not 
much difference in the temperature dependence of the island 
density for the two types of substrates. At a given tempera- 
ture, however, the island spacing is larger by more than two 
orders of magnitude for silicon deposited on CoSi2. Accord- 
ing to classical nucleation theory5 for two-dimensional (2D) 

FIG. 5. AFM topography image of the sample shown in Fig. 1 after a brief 
HF etch. Only the silicide below the oxidized silicon lines remains on the 
sample surface. 

islands and complete condensation the island density n de- 
pends on the growth rate R and temperature T, 

I R\ I/(I + 2) 

exp 
ceff 

kTl 
E

Q((- ' i + 2 (1) 

Ec is the energy gained by the formation of the stable critical 
cluster, which contains i adatoms. The activation energy for 
diffusion is denoted by Ed and v is a typical atomic vibration 
frequency. The slope of the curves in Fig. 4 gives the effec- 
tive activation energy Eef{. The size of the critical cluster is 
obtained by fitting the rate dependency of n to a power law. 
Our data suggest a value of / = 3 atoms in the critical cluster. 
From this and the slope of the n vs \IT curves, we obtain an 
estimate for the activation energy for diffusion of Ed = 0.95 
±0.1 eV. This value depends heavily on the choice of the 
cluster binding energy Ec, which we have set equal to the 
energy Eh= 1.7 eV of a Si-Si bulk bond. It is very difficult 
to make a comparison with the Ed found for Si/Si(l 11) epi- 
taxy, because both higher and lower values can be found in 
literature. Voigtländer etal. deduced a value of £(/ = 0.75 
±0.2eV,4 Nakahara and Ichikawa found Ed=2cV,6 and 
Latyshev et al. suggested Ed= 1.3±0.2eV.7 The experimen- 
tally well defined quantity is the effective activation energy 
Eef{. In their experiments Latyshev et al. observed a depen- 
dence of £eff on growth rate R, with higher values for small 
R (3 eV at 2.3 ML/min) and lower values for high R (1.3 eV 
at 1.2 ML/s). The data of Voigtländer et al. result in about 
Eeff= 1.06 eV at a deposition rate of 0.2 ML/min, which con- 
tradicts the measurements of Latyshev et al., but might be 
suitable as a lower limit to Eeff for Si/Si(lll). The slope 
found in Fig. 4 results in £eff=0.91±0.03eV for silicon dif- 
fusion on the surface of CoSi2, which is slightly lower than 
for Si/Si(l 11). Still most of the difference in the island den- 
sities stems from the pre-exponential factor and not from a 
different temperature dependence. 

The large diffusion lengths of Si/CoSi2 at temperatures far 
below the maximum annealing temperature of the silicide are 
essential for the self-ordered growth of silicon, since there is 
no danger of pinhole formation or intermixing effects. The 
structure shown in Fig. 1 was removed from the UHV envi- 
ronment. Afterwards the sample was etched in 5% HF for 15 
s. In this etching step the silicon lines acted as a mask and 
only stripes of epitaxial CoSi2 remained on the wafer. Figure 
5 shows an atomic force microscopy (AFM) image of the 
sample after etching. The measured corrugation of the CoSi2 
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lines is about 4.5 nm. It should be emphasized that for the 
results presented in this article nominally singular substrates 
were used with an unknown actual misorientation. It can be 
expected that by carefully adjusting the wafer miscut and 
growth parameters, lines of nanometric width can be grown 
using this procedure, allowing for measurements of one- 
dimensional transport in epitaxial metallic wires. Also, the 
fact that CoSi2 films are superconducting at sufficiently low 
temperatures8 could provide interesting measurements. An- 
other issue we will address in the near future is Si over- 
growth of structured CoSi2 films. 

IV. SUMMARY 

In summary, we have investigated the early stages of 
Si/CoSi2(lll) heteroepitaxy by means of STM and found a 
very greatly enhanced diffusion length compared to that of 
Si/Si(l 11) homoepitaxy. At low temperatures silicon can be 
grown in quasi-stepflow mode, where the steps of the silicide 
surface are decorated by silicon wires at least 2 BL in height. 

The width of the wires can be adjusted by varying the cov- 
erage and the wafer miscut. Using the deposited silicon as a 
mask in an etching step, CoSi2 wires are obtained. 
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Emerging device applications demand surface features on the order of hundreds of angstroms. 
Nanolithography by machining with a diamond tip is proposed as a means to reproducibly pattern 
semiconductor surfaces on this scale. This technique has already been shown to produce controlled 
features with depths down to 10 Ä on GaAs [S. H. Goss etal, J. Vac. Sei. Technol. B 16, 1439 
(1998)]. In this technique, a diamond tip is scanned along the sample surface with a constant force 
to produce the desired features. In this article we show the observed quality and reproducibility 
achieved by this technique in the patterning of several semiconductor substrates. The substrates 
patterned and examined include GaAs, GaSb, GaP, and InP. The samples were machined at a series 
of loads ranging from 9.8 to 196 /JN. After machining they were cleaned with an appropriate solvent 
and supercritical C02 to remove debris caused by the machining. The resulting patterned surfaces 
were characterized with an atomic force microscope. Lateral resolutions as good as 100 Ä were 
successfully achieved illustrating the ability of this technique to achieve the dimensions required to 
form quantum dots. Line profiles indicated cut depths ranging from 5 to 500 Ä. A near linear trend 
was observed in the depth of cut versus applied force over the investigated range for most of the 
substrates. The exact slope and intercepts were material dependent. © 1999 American Vacuum 
Society. [S0734-211X(99)09704-8] 

I. INTRODUCTION 

Recently a considerable amount of research has focused 
on the formation of quantum dots due to their unique optical 
and electrical properties.1-4 To a large part these properties 
are due to the quantum dots having a very narrow density of 
states. This leads to extremely sharp emission and absorption 
characteristics. A process that has been receiving consider- 
able attention is the formation of quantum dots through self- 
assembly. In these systems, the self-assembled dot (SAD) 
formation is carried out using conditions that cause the 
growth to proceed in a Stranski-Kranstanov manner. An in- 
herent characteristic of dots formed in this manner is that 
they have a statistical distribution of sizes. In fact, it is typi- 
cally seen that the photoluminescence (PL) spectra from a 
layer of these dots are nearly as broad as those from a normal 
quantum well. This fact severely limits the usefulness of 
quantum dots in a laser structure. Recently researchers have 
been growing on novel («11) oriented surfaces to help order 
the quantum dot structures and to decrease the spread in the 
size distribution.5 As yet the distributions are too wide to 
realize the full enhancements expected from the quantum 
dots. Typical lithography has not been able to fabricate di- 
mensions at the level needed to get the quantization of the 
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energy levels in the dot, and/or the variability in etch rates is 
such that a large distribution in dot sizes occurs.6 In this 
study we are looking at the technique of nanoscribing as a 
method to pattern semiconductor surfaces to precisely pro- 
duce the dimensions needed to induce quantum effects. 

Under normal loading, III-V semiconductors are quite 
brittle; however when they are loaded with a large hydro- 
static stress with a shear component they exhibit plasticity.7 

These conditions are found in nanoscribing and diamond 
turning. At high loads surface cracks can be formed. Bifano 
et al. developed a model which determined criteria to ensure 
that all microcracks formed were removed in the turning or 
scribing process.8 This condition is given below where G is 
the Griffith crack propagation parameter, ay is the yield 
stress of the material, and K is a constant. 

G 

<ry 

Using approximate values for GaAs, this equation gives a 
depth of less than 1 yu,m. Therefore nanoscribing surface fea- 
tures to a depth of less than 1 /im will result in only residual 
plastic deformation. Previously nanoscribing was used to 
pattern GaAs(OOl) with features as fine as 50 Ä linewidth 
and a 2-3 Ä depth.9 It was also shown that the damage 
produced by diamond turning a micron of material from a 
GaAs(OOl) substrate could be removed by annealing to 
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FIG. 1. Schematic diagram of the scribing apparatus used in this study. 

600 °C.9 The load used to diamond turn the material was 
several orders of magnitude larger than that used to nano- 
scribe the GaAs suggesting that the damage from nanoscrib- 
ing should be annealed out. In this article we discuss the 
ability of nanoscribing to fabricate patterns in several III-V 
semiconductors and discuss the reproducibility of this pro- 
cess. 

II. EXPERIMENT 

Epiready wafers of GaSb, GaAs, InP, and GaP were 
cleaved into roughly 10 mm squares. The GaSb wafer was 
nonintentionally doped and the other wafers were semi- 
insulating. Patterns were scribed into the surface with a dia- 
mond tip using an instrument developed primarily from com- 
mercial components. These tips were obtained from Hysitron 
Inc. and had a maximum tip radius of 1000 Ä. A schematic 
diagram of this system with the various interconnects be- 
tween the components is shown in Fig. 1. The samples were 
affixed to Omicron microslides, which allowed coarse move- 
ments of the samples in the x-y plane. The Omicron slides 
were mounted on a Micro Pulse Systems scanning tunneling 
microscope (STM) body which contains an inertial piezomo- 
tor for coarse z movement as well as a STM scan head with 
fine x, y, and z control. The STM scan directions were ori- 
ented 45° to that of the Omicron slides' movement. Scanning 
of the STM head was controlled with RHK electronics. The 
samples were oriented such that the x and y scribe directions 
were ~45° to the 110 cleavage planes so that "hard" and 
"soft" cleavage directions of the substrates could be ne- 
glected (averaged). The samples were brought into contact 
with the diamond tip through the coarse z movement until 
the Hysitron nanoindentor detected a force between the tip 
and the sample. The force output from the Hysitron was used 
as a feedback signal for the RHK electronics, which control 
the sample to tip separation thereby maintaining a constant 
applied force. The scanning was accomplished by computer 
control of the RHK electronics. This program was developed 
in-house and allowed arbitrary patterns to be formed at the 
12 bit resolution of the scanning digital-to-analog converters 
(DACs), resulting in a step resolution of 100 Ä. The scan- 
ning apparatus was surrounded by a double walled Plexiglas 
enclosure to minimize temperature variation, atmospheric 
disturbances, and acoustic noise. Once enclosed, the system 
was allowed to equilibrate for one half hour to stabilize. 

After equilibrating, the scan plane was electronically ad- 
justed to be parallel to the sample surface to compensate for 
any mounting error. This was essential to allow sufficient 
dynamic range in the x and y deflections and to minimize 
nonlinearities near maximum deflection. In this study forces 
from 9.8 to 196 fiN were applied to the sample and the 
substrates were patterned by movement of the sample in the 
x and y directions. Multiple patterns were placed on the same 
sample at the end of a registration mark by stepping the 
microslides enough to prevent the patterns from overlapping. 
A much heavier (deeper) registration mark was used to fa- 
cilitate locating the patterns for atomic force microscope 
(AFM) analysis. 

After patterning, the samples were cleaned to remove ma- 
chining debris. An ammonia hydroxide rinse was used to 
remove oxides that may have been left after machining. A 
rinse with ethanol was used to remove the etchant. Super- 
critical carbon dioxide from an Applied Surface Technolo- 
gies C02 snow jet cleaner was sprayed on for 30 s to remove 
large debris loosely bound to the substrate. Finally the sur- 
face was dried with dry nitrogen. 

The AFM measurements were performed in ambient con- 
ditions, using a Park Scientific Instruments (PSI) AutoProbe 
CP research scanning probe microscope. The measurements 
were done in intermittent contact (IC), noncontact (NC), and 
contact modes to check for any artifacts. Scan artifacts were 
also minimized by using multiple scans, different scan direc- 
tions, different size scans, and sample rotation relative to the 
scan axes. The probes used were etched silicon probes from 
PSI with a nominal tip curvature of 10 nm. To maximize the 
lateral resolution, all images were taken in 512X512 mode 
with an image size (<5 X5 fiva) that allowed several scribe 
lines to be included. Zeroth order background removal fol- 
lowed by a sixth order fit was used to flatten the images. Line 
profiles were formed by averaging several lines which mini- 
mized noise and surface roughness in the analysis of the 
depth of cut. 

III. RESULTS AND DISCUSSION 

Figure 2 is a plot of the scribe depth in GaAs(OOl) for two 
different tips as a function of load. In each case, a linear 
dependence was observed between the load and the depth of 
cut. For these two samples, a positive x intercept was ob- 
served. This intercept is the point at which deformation re- 
mained in the material and hence should be related to the 
material's yield stress.10 The slope or shape of the curve 
beyond yielding is complicated by dependencies on the tip 
geometry and the work hardening of the material. For most 
III-V a linear work hardening region has been found.7 As 
can be seen from Figs. 1 and 2, the slope and the intercept 
for these two tips were different. In addition, analysis of the 
scribe morphology for positive and negative cut directions 
consistently showed a variation in the depth of cut. This 
difference ranged from values slightly above detection to 
ones easily observable. We believe that the difference in 
these curves as well as that observed for the scan direction is 
due to different tip geometries. This assumption agrees with 

JVST B - Microelectronics and Nanometer Structures 



1854 Grazulis et al.: Comparison of nanomachined III—V semiconductor 1854 

20 40 60 

Scribe Force (JJN) 

FIG. 2. Plot of the depth of cut in GaAs(OOl) for various loads using two 
different tips. 

nanoindentation experiments in which it has been determined 
that the result for any given tip needs to be standardized to a 
known material for reproducible measurements. From analy- 
sis of the forces under a tip, it is known that the load force, 
LC, and the tangential forces, TG, are dependent on the hori- 
zontal area, Ah, and the vertical area, Av. Using S0 and P0 

for the critically resolved shear stress and the hardness of the 
material, respectively, we can write the load force and the 
tangential force as 

LC=A„P o> TG=A„Sn+AhP i/.^o- 

These equations explicitly show that the tip geometry defi- 
nitely influences the forces present and hence the depth of 
cut in these experiments. In our experiments, we load a 
sample with a force from the tip and scribe in a particular 

direction. At the point where scribing begins the area (Ah) 
will decrease to that portion which still is in contact with the 
sample. An assumption of a spherical tip would result in a 
decrease in contact area by a factor of 2 independent of scan 
direction, however a noncircular tip would result in Ah de- 
pending on direction. Therefore, we believe that the differ- 
ences determined in the depth of cut with the direction of 
scribing and differences between tips are due to different 
areas. 

Therefore to study the depth of cuts of scribing in differ- 
ent materials we used a single scan direction and the same tip 
with a particular orientation. Using this technique we scribed 
GaAs, GaSb, GaP, and InP substrates. The data from these 
experiments are plotted in Fig. 3. An interesting trend with 
the chemistry was seen. As the cohesive energy increased, 
the slope of the line decreased. This trend was true for all 
materials except in a comparison of InP and GaAs. This 
discrepancy could be due to the heavy doping with Fe that 
was used to make InP semi-insulating and thereby increased 
the InP hardness. A positive load intercept (or negative depth 
of cut intercept) is physically realistic since this is a measure 
of the elastic strain energy present prior to plastic deforma- 
tion. For the GaAs and GaP data this was observed, however 
for GaSb and InP the data intersect the depth of cut axis at a 
positive value indicating material was removed without a 
load. We do not believe this discrepancy is due to a calibra- 
tion error in the zero point of the force sensor and in fact 
calibration of the zero point was done prior to scribing each 
pattern. A possible explanation is that an attractive force ex- 
ists between the diamond tip and the substrate. Since GaSb 
and InP are softer, this attractive force would cause a more 
pronounced effect on these curves. A calculation of the force 
due to the surface tension of absorbed water indicates that it 

FIG. 3. Scribe depth as a function of 
load for various HI—V semiconduc- 
tors. The error bars represent the stan- 
dard deviation in the measured depth 
in multiple patterns and lines. 
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FIG. 4. Deviation from the average for all the depths scribed into a GaAs 
substrate. 

is at least an order of magnitude too low. This intercept value 
was reproducible in the short term but was found to vary for 
long times between scribing. We believe that environmental 
changes may be the cause of this variation and we are cur- 
rently investigating these effects. 

Although the depth of cut was not consistent for different 
tips, the depth of cut was extremely consistent when a single 
tip was used and scanned with a particular orientation. Fig- 
ure 4 shows a typical histogram of the spread in scribe 
depths for a series of loads. The standard deviation of this 
data suggests that the depths are within ±3 Ä of the average 
in 95% of the scribes. The occurrences of a large deviation 
could generally be traced to a particle or contaminate on the 
surface. This analysis clearly demonstrates the extremely 
high degree of precision achievable by this technique. A 
similar analysis for the linewidth using a single tip indicated 
that less than a 10% variation in linewidth occurred by nano- 
scribing. A comparison of the reproducibility of a quantum 
dot formation between nanoscribing and self-assembly can 
now be made. Typically self-assembly produces a quantum 
dot distribution with sizes that vary by a factor of 2 or more. 
This variation in size gives rise to the composite PL transi- 
tion linewidth of ~100 meV.11 In our case assuming a par- 
ticle in an infinite three-dimensional (3D) box, the 10% 

variation in size present would give rise to a spread of only 6 
meV. Note that this is a worst case assumption since the 
reproducibility in depth is significantly better than the lateral 
10%. This analysis suggest that nanoscribing is potentially a 
very accurate method to form quantum dots. We are cur- 
rently fabricating structures to test this observation. 

IV. CONCLUSION 

The depth of cut was found to depend on the tip geometry 
causing variations between tips and with scan direction. 
Trends with the depth of cut and cohesive energy were 
found. Scribing was found to produce consistent depths and 
widths with any given tip. We were able to reproduce a 
pattern for a given semiconductor surface from a minimum 
depth of 5 Ä with a width of 50 Ä to 500 Ä with a maximum 
width of 3500 Ä. A near linear dependence was found for 
load versus depth for all the substrates except GaSb, which 
deviated at deeper scribes. Analysis of the depth and width 
of the scribes showed that dimensions could be fabricated to 
a couple of angstroms deep and 10 Ä lateral control. This 
control is extremely attractive for the formation of quantum 
dots. 
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The properties of GaAs and InP Schottky diodes having nanometer-sized metal dots were 
investigated in order to clarify whether or not strong Fermi level pinning is an intrinsic property of 
the metal-semiconductor interface. Macroscopic Schottky diode samples having many 
nanometer-sized metal dots as well as single-dot Schottky diode samples were prepared by an in situ 
electrochemical process which consisted of pulsed anodic etching of the semiconductors followed 
by subsequent dc or pulsed cathodic deposition of the metal. Strong Fermi level pinning was not 
seen in the GaAs and InP macroscopic samples. The Schottky barrier height SBH values were 
strongly dependent on the metal work function and on the electrochemical processing conditions. Of 
particular interest, the difference in the dot size changed the SBH almost 340 meV in Pt/InP 
macroscopic Schottky diodes, indicating that Fermi level pinning disappears as the dot size is 
sufficiently reduced. X-ray photoelectron spectroscopy and Raman measurements indicated that 
these interfaces are oxide and stress free. Use of an atomic force microscope with a conductive 
probe allowed direct I-V measurements on single-dot samples. The metal work function and dot 
size dependencies of the SBHs in these samples were similar to those in macroscopic samples. 
Large ideality factors observed in the single-dot sample were explained in terms of environmental 
Fermi level pinning which produces a saddle point potential. The metal work function dependence 
of the SBHs measured as well as the relationship between the SBH and the ideality factor were both 
far from what was found in recent predictions based on the metal-induced gap state model. All the 
experimental results were consistently explained by the disorder-induced gap state model which 
asserts that strong Fermi level pinning is an extrinsic property of the metal-semiconductor interface. 
© 1999 American Vacuum Society. [S0734-211X(99)04704-6] 

I. INTRODUCTION 

Traditionally it has been widely accepted that Schottky 
barrier heights (SBHs) of electrons and holes at metal- 
semiconductor interfaces for Si and III-V materials are al- 
most independent of the metal work function due to the 
Fermi level pinning phenomenon. The mechanism for this 
phenomenon, i.e., how the contact potential difference at the 
metal-semiconductor interface is almost completely 
screened so as to produce metal-independent SBH values, 
has been a long standing issue. Several models exist, includ- 
ing the unified defect model (UDM),1 the metal-induced gap 
state (MIGS) model,2'3 the disorder-induced gap state 
(DIGS) model,4"6 and the effective work function (EWF) 
model.7 But none of them has so far been established as the 
most suitable one. 

The key question in the understanding of the metal- 
semiconductor interface is whether or not the strong Fermi 
level pinning is an intrinsic property of an intimate metal- 
semiconductor contact. One possible experimental approach 
to resolve this issue is to reduce the size of the metal contact 
into the nanometer range so that extrinsic defect formation in 
the macroscopic scale can be minimized, where possible 
complications from quantum size effects in metal and semi- 
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conductors are still not significant due to the short Fermi 
wavelengths of electrons and holes. 

The purpose of this article is to investigate the properties 
of GaAs and InP Schottky diodes having nanometer-sized 
metal dots in order to clarify whether or not strong Fermi 
level pinning is an intrinsic property of an intimate metal- 
semiconductor contact. 

Two types of samples were prepared. They were macro- 
scopic Schottky diode samples having many nanometer- 
sized metal dots, and single-dot Schottky diode samples hav- 
ing a single nanometer-sized Schottky dot electrode. They 
were prepared by an in situ electrochemical process.8-10 The 
process consisted of pulsed anodic etching of the semicon- 
ductors followed by subsequent dc or pulsed cathodic depo- 
sition of the metal in situ in the same electrolyte containing 
metal ions (Ag, Sn, Co, Ni, or Pt). 

Strong Fermi level pinning was not seen in the GaAs and 
InP macroscopic samples. The SBH values were strongly 
dependent on the metal work function and on the electro- 
chemical processing conditions. Of particular interest, the 
difference in the dot size changed the SBH almost 340 meV 
in Pt/InP macroscopic Schottky diodes, indicating that Fermi 
level pinning disappears as the dot size is sufficiently re- 
duced. X-ray photoelectron spectroscopy (XPS) and Raman 
measurements indicated that these interfaces were oxide and 
stress free. 
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Use of an atomic force microscope (AFM) with a conduc- 
tive probe allowed direct I-V measurements on single-dot 
samples. The metal work function and dot size dependencies 
of the SBHs in these samples were similar to those in mac- 
roscopic samples. The large ideality factors observed in 
single-dot sample were explained in terms of environmental 
Fermi level pinning which produces a saddle point potential. 

The metal work function dependence of the SBHs mea- 
sured as well as the relationship between the SBH and the 
ideality factor were both far from what was found in recent 
predictions11'12 based on the MIGS model. All the experi- 
mental results were consistently explained by the DIGS4-6 

model which asserts that strong Fermi level pinning is an 
extrinsic property of the metal-semiconductor interface. 

II. EXPERIMENT 

A. Electrochemical formation of Schottky barriers 
having nanometer-sized metal dots 

The present work was motivated by our recent finding9'10 

that nanometer-sized metal dots are formed in a self- 
assembled fashion on the semiconductor surface at the initial 
stage of the electrochemical process. Longer plating times do 
not increase the dot size but increase the number of such 
grains, leading to uniform coverage of the semiconductor 
surfaces with nanometer-sized dots. It has further been 
found13 that isolated dots can be formed by mask patterning 
the electrode surface with photoresist film (OFPR8600, To- 
kyo Ohka Kogyo Co., Ltd.) or electron beam (EB) resist film 
(OEBR1000, Tokyo Ohka Kogyo Co., Ltd.) using standard 
lithography techniques. Such organic films are not attacked 
by electrolytes, and electrochemical reactions occur only at 
the unmasked conductive area of the electrolyte/ 
semiconductor interface. 

In this study, GaAs and InP Schottky barrier samples hav- 
ing nanometer-sized metal dots were fabricated, and their 
electrical characteristics were investigated. As mentioned al- 
ready, two types of samples were prepared. One type was a 
macroscopic Schottky diode sample. In this sample, a large 
circular metal electrode with a diameter of 400 /tm was 
formed by the electrochemical process in the self-assembled 
mode to a thick uniform coverage. Selective deposition into 
macroscopic circular dots was achieved by using a photore- 
sist mask. This sample contained many nanometer-sized 
metal dots. The other type was a single-dot Schottky diode 
sample where a single metal dot was formed either in the 
self-assembled mode or the masked selective mode. For the 
masked deposition at desired positions in single-dot samples, 
open windows were patterned on top of the semiconductor 
surface with periods of 200-300 nm by standard EB lithog- 
raphy using a JBX-5000LS (JEOL). An electron beam with 
an accelerating voltage of 50 kV and a beam diameter of 50 
nm was used. In this study, altogether 38 samples including 
GaAs macroscopic samples, 29 InP macroscopic samples, 
and 5 InP single-dot samples were prepared and measured. 
From theses, details of the data are shown in Tables I and II 
for 12 major macroscopic samples, M1-M12, and 5 single- 
dot samples, S1-S5, respectively. 

B. Electrochemical process 

The electrochemical process used in this study for dot 
formation consisted of controlled anodic etching of the semi- 
conductors followed by subsequent cathodic deposition of 
the metal in situ in the same electrolyte. The electrolyte bath 
contained three electrodes, i.e., a semiconductor electrode 
onto which metal is deposited, a Pt counterelectrode, and a 
reference saturated calomel electrode (SCE). The overpoten- 
tial of the semiconductor electrode with respect to the SCE 
reference was controlled by a potentiostat. 

In this study, Pt, Ni, Co, Ag, and Sn were deposited onto 
w-type (001) GaAs and n-type (001) InP, surfaces using the 
following electrolytes. 

Pt:l M HC1 (200ml)+H2PtCl6+NH4OH [pH= 1]; 
Co:l M HC1 (200ml)+CoSO4 (10g)+NH4OH [pH= 1]; 
Ni: 1M HC1 (200 ml)+NiS04 (24 g)+NiCl2 (3 g) 

+NH4OH|>H=2]; 
Ag:l M HC1 (200ml)+AgCl (1 g) [pH=0]; 
Sn:l M H2S04 (200ml) + SnSO4 (8g) [pH=0.3]. 

The electrical supply wave forms used for the etching and 
plating modes are shown in Fig. 1. Etching was done in a 
pulsed rnode where holes were produced near the surface of 
the semiconductor by avalanche pulses with height Vhe, 
width twe, and period tpe. These holes oxidize the semicon- 
ductor surface where oxides are immediately dissolved into 
the electrolyte resulting in anodic dissolution. Typical values 
of Vhe, twe, and tpe used in this study were 15 V, 10 fis, and 
400 /AS, respectively. A separate study14 has shown that this 
pulsed anodic etching mode can achieve excellent etch depth 
uniformity and extremely fine etch depth control of a 3 
X10~5nm/pulse. After etching of the surface, plating was 
initiated by changing the polarity of the potential supply. 
This was done either in dc mode with a constant potential 
Vrd or in the pulsed mode where pulses with height Vhd, 
width twd, and period tpd were superposed onto an offset dc 
potential of Vrd. 

C. Interface characterization 

The electrical properties of the macroscopic Schottky di- 
ode samples containing many metal dots were investigated 
by standard I-V and C—V measurements. In order to mea- 
sure the I-V characteristics of a single-dot Schottky diode 
having a single metal dot, an AFM (Nanaoscope II) with a 
conductive cantilever was used. This conductive AFM sys- 
tem enables one to perform normal AFM observation by the 
optical lever method as well as /- V measurements between 
the surface and the back surface of the sample using a 
HP4156A parameter analyzer. The conductive probe was 
fabricated from highly doped Si with a radius of curvature of 
about 10 nm. During the electrical measurements, the laser 
light was turned off in order to avoid the photovoltaic effect. 

To determine the value of the SBH, <f>B, and the ideality 
factor, n, from the /- V characteristics, the current density J 
was fitted into the following standard thermionic equation as 
a function of voltage V. 
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TABLE I. Preparation conditions, size, and electrical properties of the GaAs and InP macroscopic Schottky diode 
samples. 

Sample d °V 4>Bn <PBn 

No. Semiconductor Metal Plating conditions (nm) (nm) (eV) n value (eV) 

Ml GaAs Sn 
dc 
Vrd = 0.68 V 
Pulse 

0.69 1.06 0.70 

M2 GaAs Co Vrrf=0.5V, VM=0.7V 
/,,,,=400/is, twd=50fia 

0.78 1.03 0.80 

M3 GaAs Ni 
dc 
V„,= 0.9V 
Pulse 

0.81 1.05 0.79 

M4 GaAs Pt V„;=0.4V, VM=1.0V 
tpd= 400 ßs, twd=l0(is 
Pulse 

0.92 1.08 0.91 

M5 InP Ag V„,=0.3V, VW=0.8V 
(,,,,= 400 ,u,s, twd= 10 /is 
Pulse 

0.35 1.15 

M6 InP Co Vrd=0AW, VM=1.0V 
'rrf=400/is, twJ=\0fis 
Pulse 

0.48 1.07 0.45 

M7 InP Ni Vrf= 0.4 V,VM= 1.0 V 
tpd=400ßs, fH.rf=10/is 
Pulse 

0.53 1.12 0.50 

M8 InP Pt Vrrf = 0.4V, VM=1.0V 
tpd = 400ps, t„d=\0fis 
Pulse 

41 14 0.86 1.08 0.84 

M9 InP Pt VrJ=0.4V, VM=1.0V 
tpd=20O/is, twi= 10/u.s 

33 9 0.73 1.13 0.72 

MIO InP Pt 
dc 
Vrd=0.1\ 
Pulse 

29 9 0.63 1.03 0.64 

Mil InP Pt V„,=0.4V, VM=1.0V 
tpd=AÜOß&, f„</= 100 /J.S 

26 6 0.60 1.10 0.62 

M12 InP Pt dc 
Vrd=lAV 

26 3 0.52 1.10 

J=A**T2exp(-q(ßB/kT)[exp(qV/nkT)-l], (1) 

where A * * is the effective Richardson constant. As values of 
A**, 8.16 and 9.6 AcirT2KT2 were used for n-type GaAs 
and n-type InP, respectively. 

The size and size distribution of the metal dots were in- 
vestigated by the AFM and a scanning electron microscope 
(SEM) using the Nanoscope II and the Hitachi S-4100, re- 
spectively. 

The chemical composition and profile of the interface 
were studied by XPS with Ar-ion sputtering using a Perkin- 
Elmer 5100(C) spectrometer. The excitation source was Al 

Ka(hv= 1486.6eV). Raman spectroscopy measurements of 
the plated surfaces were made using Jobin-Yvon TA 64000 
Raman spectrometer. XPS and Raman spectrometers are 
connected either directly through an ultrahigh vacuum 
(UHV) transfer chamber or indirectly via a portable UHV 
chamber (a vacuum suitcase) to the main UHV-based 
growth, processing, and characterization system installed at 
the Research Center for Interface Quantum Electronics, Hok- 
kaido University, so that reliable reference spectra from 
clean GaAs and InP surfaces freshly grown by molecular 
beam epitaxy (MBE) can be used for spectral analysis. 

TABLE II. Preparation conditions, sizx, and electrical properties of InP single-dot Schottky diode samples. 

Sample Dot size J.1-V 
<f>Bn 

No. Semiconductor Metal Preparation (nm) (eV) n value 

SI InP Sn Masked 230 0.41 2.1 
S2 InP Pt Self-assembled 190 0.47 1.5 
S3 InP Ag Self-assembled 140 0.45 1.5 
S4 InP Pt Masked 100 0.57 1.6 
S5 InP Pt Self-assembled 70 0.69 1.27 
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FIG. 1. Electrical supply wave forms for etching and plating modes of the 
electrochemical process. 

III. EXPERIMENTAL RESULTS 

A. SEM/AFM study of dot geometry in macroscopic 
samples 

As mentioned already, nanometer-sized metal dots were 
formed in a self-assembled fashion on the surface of the 
semiconductor substrate at the initial stage of the electro- 
chemical process. Examples of SEM images of Pt dots 
formed on GaAs and InP are shown in Fig. 2. In both cases, 
the formation of nanometer-sized Pt dots can be seen. Fur- 
ther deposition did not increase the size of the individual 
dots, but increased the number of the dots. Eventually, re- 
markably smooth Pt films were formed after uniform cover- 
age by size-saturated Pt dots in both dc and pulsed modes. 
For example, the Pt-covered surfaces consisting of a dense 
assembly of small grains obtained by electrodeposition had a 
root mean square (rms) roughness of 2.4 nm whereas the Pt 
surface obtained by standard electron beam deposition 
showed a rms roughness of 7.9 nm and the presence of much 
larger and irregular grains. 

The detailed shape, size, and size distribution of the dots 
were found to depend strongly on the metals deposited and 
the wave forms applied. For example, SEM images of four 
GaAs macroscopic Schottky samples, M1-M4, having Sn, 
Co, Ni, and Pt dots are shown in Figs. 3(a)-3(d), respec- 
tively. Co dots were rather similar to the Pt dots, and the 
shape of the Ni dots was more irregular. For Sn, only large 
elliptic or circular dots were obtained. A similar tendency 
existed in the InP macroscopic samples, M5-M8. 

Through the initial experiments, Pt was found to consis- 
tently produce the smallest dot sizes. Since the main motiva- 

300nm 

FIG. 2. SEM images of self-assembled nanometer Pt dots on (a) GaAs and 
(b) InP formed by the in situ electrochemical process. 

tion for the present study was to clarify the properties of 
Schottky diodes having small dots, a more detailed study 
was carried out on the size distribution of Pt dots as a func- 
tion of electrochemical conditions. The distributions were 
characterized in terms of the average in-plane diameter, the 
average vertical height, and their standard deviations. The 
average in-plane diameter, d, of the dot and its uniformity 
strongly depended on the electrochemical conditions. Com- 
pared with the dc mode, the pulsed mode produced smaller, 
more uniform Pt particles on GaAs and InP substrates. In the 
pulsed mode, the diameter distributions were strongly depen- 
dent on the pulse conditions. Both the dot diameter, d, and 
the its standard deviation, ad, decreased with smaller twd 

and longer tpd, indicating the importance of the supply of 
metal-ion species at the semiconductor/electrolyte interface. 
A uniform distribution of small dots could be obtained by 
quickly depositing the metal in a short pulse-on time and 
waiting for recovery of the reduced metal-ion density to a 
sufficient level during a long pulse-off time. On the other 
hand, the vertical height of the dot was generally smaller 
than the in-plane diameter, roughly keeping the ratio of the 
height to the diameter within the range of 0.5-0.8. 

The dot size distributions measured on actual Pt/InP mac- 
roscopic samples, M8-M12, are shown in Fig. 4. As already 
mentioned, the electrochemical preparation conditions and 
the measured average dot diameter, d, and its standard de- 
viation, <jd, are summarized in Table I. 
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300nm 

FIG. 3. SEM images of (a) Sn, (b) Co, and (c) Ni and Pt dots on GaAs 
surfaces prepared by the in situ electrochemical process. 

B. Electrical, XPS, and Raman studies of 
macroscopic samples 

The measured forward and reverse /- V characteristics of 
«-GaAs and n-InP macroscopic Schottky samples (M1-M8) 
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FIG. 4. Pt dot size distributions measured by AFM on five InP macroscopic 
Schottky samples, M8-M12, prepared under different electrochemical con- 
ditions. 

are shown in Fig. 5. As seen in Fig. 5, all the samples 
showed nearly ideal thermionic emission characteristics. The 
values of the SBH and the ideality factor n using Eq. (1) are 
shown in Table I. The result showed much metal-dependent 
behavior. The highest SBH values were obtained by Pt depo- 
sition in the cases of both GaAs and InP. 

The measured forward and reverse /- V characteristics of 
InP macroscopic Schottky diode samples (M8-M12), having 
the different dot size distributions shown in Fig. 4, are sum- 
marized in Fig. 6. The values of the SBH and ideality factor 
n of these samples determined from the /- V characteristics 
are again summarized in Table I for the various Schottky 
diodes studied here. As seen in Fig. 6 and Table I, there 
exists an extremely strong correlation between the dot size 
distribution and the SBH value. For the same combination of 
InP and electroplated Pt, variation of the SBH of 340 meV 
took place, depending on the size distribution. That is, the 
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FIG. 5. Measured forward and reverse I-V characteristics of GaAs and InP 
macroscopic Schottky diode samples. 

SBH value became larger as the size distribution approached 
a more uniform distribution of smaller dots. The highest 
SBH value of 0.86 eV obtained by the optimized pulse con- 
dition corresponds to the smallest Pt dots with a minimal 
standard deviation. 

C—V measurements were also made on the macroscopic 
GaAs and InP Schottky samples in order to investigate the 
possible existence of an interfacial layer or near-surface band 
modification which may give the apparent high SBH values. 
Very straight 1/C2-V plots were obtained in all the samples, 
and their slopes were consistent with the electron concentra- 
tion determined by Hall measurements. The values of SBHs 
determined by C-V measurements are shown in Table I. 
Excellent agreement of the SBH values was obtained be- 
tween the /- V and C- V methods. This result strongly indi- 
cates that the in situ electrochemical process used in this 
study realizes intimate Schottky contacts without an interfa- 
cial layer and near-surface modification of the band profile. 

Voltage [V] 

FIG. 6. Forward and reverse I-V characteristics of Pt/n-InP macroscopic 
Schottky diode samples, M8-M12, having various dot size distributions that 
are shown in Fig. 4. 
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FIG. 7. (a) XPS and (b) Raman spectra from a Pt/GaAs macroscopic 
Schottky sample. XPS spectra from an EB deposited sample and Raman 
spectra from an InP free surface are shown for comparison. 

An XPS in-depth profile analysis using Ar-ion sputtering 
was made on the GaAs and InP macroscopic Schottky 
samples in order to further check the presence or absence of 
an interfacial layer. The As2/,3/2 and Ga2p3/2 spectra observed 
at the interface are compared in Fig. 7(a) for electrodeposited 
and EB-deposited Pt/GaAs interfaces. These spectra were de- 
convoluted using the reference spectra obtained from a fresh 
MBE grown (001) GaAs surface subjected to Ar-ion sputter- 
ing. As seen in Fig. 8(a), the spectra from the Pt- 
electroplated interface were almost completely the same as 
those from the Ar-sputtered reference free surface. In con- 
trast to this, EB-deposited Pt/GaAs interfaces possessed 
spectra that are significantly different from the reference, 
showing broadening, peak shifts, and inclusion of oxides. 
Thus, the Pt-electroplated interface is an oxide free intimate 
contact without inclusion of an appreciable interfacial oxide 
layer. Exactly the same conclusion was obtained on electro- 
plated InP samples as already reported.10 

The Raman spectra obtained from the surface of a Pt/ 
GaAs sample that was prepared by electrodeposition in 
pulsed mode under the same conditions as sample M4 are 
shown for two Pt different thicknesses in Fig. 7(b). It is seen 
in Fig. 7(b) that no appreciable Raman peak shift of the 
GaAs longitudinal optical (LO) phonon peak and no broad- 
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100nm 

FIG. 8. SEM images of nanometer-sized metal dot arrays prepared by EB 
lithography and electrochamical deposition, (a) GaAs and (b) InP. 

ening take place during electrodeposition of Pt with respect 
to the reference spectra taken from a MBE grown free (001) 
GaAs surface. Since Raman peak shifts and broadening are 
related to the presence of stress, the result here shows that 
the Pt-electrodeposited GaAs surface is remarkably free from 
stress. Exactly the same conclusion was obtained on electro- 
plated InP samples reported earlier 10 

C. SEM/AFM and electrical studies of single-dot 
samples 

In single-dot samples, either a single dot chosen from the 
assembly of isolated dots appearing at the initial stage of the 
self-assembled mode, or a single dot chosen from the dot 
array formed by selective deposition using a patterned EB 
resist mask was used as the Schottky electrode. Examples of 
self-assembled Pt dots on GaAs and InP were already given 
in Fig. 2. Figures 8(a) and 8(b) show examples of SEM 
images of the Pt dot arrays formed on n-GaAs and n-InP, 
respectively. It is seen that Pt dots were selectively formed 
only within the open windows. The size of the Pt dot in the 
arrays can be changed not only by changing the window size, 
but also by changing the number of pulses applied. In fact, 
an extremely small dot with a diameter of 20 nm could be 
formed at the center of 100 nm window on GaAs just by 
supplying a single pulse. Details of this technique are de- 
scribed elsewhere.13 

In this study, the I-V characteristics of five single-dot 
InP Schottky samples (S1-S5) were measured using an 
AFM system with a conductive probe. The dot size and 
preparation conditions of these samples are shown in Table 
II. Due to a rather large radius of curvature of the probe tip 
of 10 nm, the smallest dot measured in this study had a 
diameter of 60 nm. This is because it became increasingly 
difficult to accurately bring the probe tip right above the dot 
top and make and maintain a secure electrical contact during 

0      0.1    0.2    0.3    0.4    0.5 

Voltage (V) 

FIG. 9.   Forward I-V characteristics of InP single-dot Schottky diode 
samples, S1-S5, measured by and AFM with a conductive tip. 

the measurement. It should also be mentioned that the dot 
diameter values shown in Table II were obtained by taking 
the full width at half maximum (FWHM) of the AFM line 
profile of each dot. Due to the limited spatial resolution of 
the AFM tip, these values are not accurate. A comparison 
with the SEM images has indicated that these values seem to 
overestimate the dot diameters by about 15%. 

All the single-dot samples showed clearly rectifying be- 
havior. The measured forward I-V characteristics of five 
single-dot InP Schottky samples (S1-S5) are shown in Fig. 
9. The oscillatory behavior of the current in sample S5 in 
Fig. 9 was due to residual current noise of several tens of f A. 
The values of the SBH and the ideality factor, n, obtained by 
fitting them to Eq. (1) are shown in Table II. Since the mea- 
sured /- V curves in the log / vs V plots in Fig. 9 were highly 
nonlinear, the fitting was done with the slope at low forward 
voltages near zero bias. 

It should be noted that qualitatively the dependencies of 
the /- V characteristics of the single-dot samples on the con- 
tact metal and on the dot size are similar to those observed in 
the macroscopic samples. That is, the SBH value increased 
in the order of Ag, Sn, and Pt, and for the same Pt, the SBH 
value increased with a reduction of the dot size. 

However, the measured values of the ideality factor are 
extremely large, being in the range of 1.3-2.1, and one is not 
quite sure to what extent the SBH values obtained by forcing 
Eq. (1) to nonlinear I-V plots in Fig. 9 are reliable for quan- 
titative discussion. This point will be discussed later. 

IV. DISCUSSION 

The observed SBH values of n-type GaAs and InP mac- 
roscopic Schottky diodes produced by the electrochemical 
process are plotted in Figs. 10(a) and 10(b) versus the metal 
work function using the work function values of 
Michaelson.15 The result for InP basically reproduces our 
previous result.10 However, there is an important new finding 
that the SBH value for Pt can change 340 meV depending on 
the size distribution of the Pt dots. In Fig. 11, the measured 
SBH values for Pt/InP macroscopic samples are plotted ver- 
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FIG. 10. Metal work function dependence of SBHs of (a) GaAs and (b) InP 
macroscopic Schottky diode samples. Dotted lines show prediction by the 
formula given in Ref. 11 based on the MIGS model. 

sus the average dot diameter, d. As the dot size decreased, 
the SBH rapidly increased toward the value of the Mott- 
Schottky limit. It should, however, be mentioned here that 
the result in Fig. 11 does not imply that the average dot 
diameter, d, is the only controlling parameter that determines 

1.2 n 1 1 r n r 

Schottky limit 
for Pt/n-lnP contact 

10      15     20      25      30      35      40      45      50 

average diameter, d (nm) 

FIG. 11. Schottky barrier heights plotted vs average dot diameter, d, for 
Pt/InP macroscopic Schottky samples. 

the SBH, since the average diameter, d, and the standard 
deviation, ad, could not be changed independently in the 
present study. 

In both cases of GaAs and InP, the SBHs are strongly 
dependent on the work function, and there is no indication 
that the Fermi level is "pinned." Furthermore, the result on 
Pt/InP shows that, even if one considers the electrodeposition 
process, the SBH is strongly dependent on details of the 
interface formation process which determines the size distri- 
bution. Although not systematically investigated here, it is 
highly likely that a similar situation exists for other combi- 
nations of barrier metals and semiconductors. In fact, our 
first report8 on electroplated InP Schottky barriers included a 
brief result on GaAs Schottky barriers for comparison where 
the Fermi level was pinned close to 900 meV over the work 
function range of 4.4-5.6 eV. By having more experience on 
electrodeposition, the SBH values for GaAs became much 
more work function dependent for low work function metals. 

Traditionally the major models for Schottky barriers such 
as the UDM,1 MIGS model,2'3 DIGS model,4"6 and EWF 
model7 have been tried to explain why the SBH values are so 
strongly ' 'independent'' of the metal work function and the 
method and conditions of the metal deposition. Ironically, a 
more pertinent question related to the present result now is 
why they are so strongly "dependent" on them. Since the 
nonapplicability of the UDM and the EWF model to the 
electrochemically produced Schottky diodes was discussed 
in our previous paper,10 model discussion here concentrates 
on the applicability of the MIGS and DIGS models to the 
present data. 

According to the MIGS model, penetration of the metal 
wave function into the semiconductor produces a metal- 
induced gap state continuum with a characteristic charge 
neutrality level (CNL), ECNh. If the state density of the 
MIGS continuum is sufficiently high, the Fermi level is 
pinned at £CNL • Actually, this is not the case, and this makes 
the screening capability of the MIGS continuum against the 
contact potential difference a limited one. To take this effect 
into account, Mönch11 recently derived a semiemprical for- 
mula for the SBH. 

^Bn=(Ec-ECNl) + S(<f>m-(f>CNL), 

with 

S = 
1 

1 + T~
£)

MIGS(-E'CNL) St eie0 

1+0.29 
(^-l)z' 

(2) 

(3) 

(4) 

where cf>m is the metal work function, </>CNL is the energy 
location of ECNL from the vacuum level, £VAC > $ is me slope 
factor, e0 is the permittivity of vacuum, et is the relative 
permittivity of the interface, q is the electronic charge, 
ÖMIGSC-ECNL) is me density of the MIGS at £CNL> 

m<^ ^ is 

the thickness of the interface dipole layer (typically 0.2 nm) 

JVST B - Microelectronics and Nanometer Structures 



1864 Hasegawa, Sato, and Kaneshiro: Nanometer-sized metal-semiconductor interfaces 1864 

1.1 

0.9 

> 
0) 
X 0.8 
m 
w 

0.7 

0.6 

0.5 

■"'- '   '   '   I 

Pt/n-lnP 

—I 1 r- '    1    ' ■i   i    i    1 

- 
:* 

- 

- • • - 

• 
• 

8 9 
• • • 

• 

  •    >    > 

• 

.   ,    . ,   ,?,   " 
1 1.1 

ideality factor, n 
1.2 

FIG. 12. Schottky barrier heights plotted vs ideality factor, n, for 26 Pt/InP 
macroscopic Schottky samples prepared by the electrochemical process. 

determined by the penetration depth of the MIGS. Here, the 
notations are changed from those of Ref. 11 so as to use the 
work function rather than the electronegativity. 

Using, £CNL=£K+0.55eV,'B  <£CNL=5.0eV,"  and 
16 

4,11 one 
= 10.9 (Ref. 17) for GaAs and £CNL=£v+0.87eV. 
<£cNL=5-0eV,n e„=9.5 (Ref. 18) for InP, and e 
obtains 5 = 0.12 for GaAs and 5 = 0.16 for InP. The relation- 
ship given by Eqs. (2) and (4) are plotted by dotted lines in 
Figs. 10(a) and 10(b). As seen in Figs. 10(a) and 10(b), these 
lines are far from the experimental data obtained here. Thus, 
the SBH values obtained here cannot be explained by the 
MIGS model. 

However, the above formula assumes an intimate and ho- 
mogeneous interface, and one has to consider possible devia- 
tion due to inhomogeneities. As we have seen, our diodes are 
not homogeneous and consist of nanometer-sized metal dots 
with statistical distributions of the dot sizes. Based on a gen- 
eral theory of inhomogeneous patchy Schottky barriers de- 
veloped by Tung,19 Kampen et al.n recently utilized the fol- 
lowing equation to deduce the "true" SBH, <£B°m, of a 
homogeneous diode from measurements of the SBH, </>Bn, 
and the ideality factor, neff, of inhomogeneous diodes of the 
same type. 

(5) J.eff- 
<PBn-' 

thorn 
>Bn ■(«eff-1.01)9 V?01"/«, 

where qVj is the band bending at the uniform interface, 
and £ is a characteristic parameter related to the shape of the 
"patch." 

In order to whether see such a relationship exists in our 
macroscopic Pt/InP Schottky diodes prepared by elec- 
trodeposition, the SBH and n were measured for 26 diodes 
including samples M5-M12. Except for some details of the 
electrochemical current supply conditions, the diodes were 
prepared under exactly the same conditions. The result is 
plotted in Fig. 12. As seen in Fig. 12, there is no clear indi- 
cation of linear correlation between the SBH and n. Addi- 
tionally, if one forces a linear relation, using the method of 
least squares, the line indicated in Fig. 12 is obtained which 
gives a value of the SBH of the homogeneous interface of 
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FIG. 13. SBH diagram for «-InP based on the DIGS model. 

780 meV. This value is much larger than the predicted value 
of 584 meV using Eqs. (2) and (4) with cf>m = 5.6 eV for Pt.15 

Thus, consideration of inhomogeneity does not further im- 
prove the agreement. 

On the other hand, according to the DIGS model for 
Fermi level pinning4"6 proposed by our group, deposition of 
a metal or an insulator on the semiconductor surface disturbs 
the crystalline perfection of the semiconductor surface and 
forms a thin disordered semiconductor layer with a thick- 
ness, S, whose electronic properties are featured by the DIGS 
continuum. The continuum has continuous energy and spa- 
tial distribution of gap states of acceptor type and donor type 
with a characteristic charge neutrality level EH0. EH0 agrees 
with £CNL of the MIGS model. 

The DIGS model gives the same formula of Eq. (2) for 
the SBH, but with the following expression for the slope 
factor.56 

S=sech(<5/\) 

1 + 
2e,e0 

N DIGS 
(£HO)<5 

where 

(6) 

(7) 

(8) ^[eo^/^DiGS^Ho)]"2- 

Here, A. is the DIGS screening length, NDIGS^HO) 
is the 

volume density of the DIGS at the charge neutrality level, 
£HO, X™GS(EHO) = NDlGS(EHO). Sis the surface density of 
the DIGS at the charge neutrality level Em. According to 
this model, Fermi level pinning is extrinsic and the value of 
S is process dependent. When the degree of disorder is high, 
S becomes zero and the Fermi level is firmly pinned at EHO. 
The situation is different from the recent MIGS model and 
complete pinning can take place here. However, when an 
intimate metal-semiconductor (M-S) interface is formed 
without causing disorder, S becomes unity and the ideal 
Mott-Schottky limit is realized. Thus, the SBH values of 
real Schottky diodes should lie between these two limits. A 
SBH diagram based on these two limiting lines was made 
and the result is compared in Fig. 13 with the measured data 
for  InP   macroscopic   Schottky   diodes.   Here,   we   used 
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<£CNL
=

5-1 eV for a better fit, although our initial guess based 
on photoemission data was 5.0±0.1eV.4 All the data ob- 
tained in this study lie in the shaded region, and thus they are 
consistent with the DIGS model. 

The observed remarkable change in the SBH with the Pt 
dot size can be explained in the following way. When the dot 
size is small, the metal dot can maintain a coherent bond 
relationship with the semiconductor underneath. Thus, no se- 
vere processing-induced disorder is caused and the Fermi 
level is not pinned. This is particularly expected for the 
present in situ electrochemical process which possesses an 
extremely low processing energy with the application of 
small voltages of 500-700 mV at room temperature. How- 
ever, when a large dot is formed, it tends to generate stress at 
the interface and to introduce defects and disorder into the 
semiconductor surface region. Thus, the Fermi level starts to 
be pinned. 

With regard to the relationship between the SBH and n, it 
should be noted that the data in Fig. 12, without a well- 
defined linear correlation, do not contradict the general 
theory itself reported by Tung. In deriving Eq. (5), it is as- 
sumed that all the diodes have the same average SBH. The 
data in Fig. 12 simply indicate that such an assumption is not 
true in our samples, and that the average SBH may be dif- 
ferent from one diode to another. Our diodes are obviously 
inhomogeneous, and, from the viewpoint of the DIGS model, 
the average SBH will be different from one diode to another, 
depending on the degree of process-induced disorder they 
received. 

Finally, measurements on the single-dot samples also con- 
firmed more directly that the SBH for Pt increases as the dot 
size is reduced. There was, however, a problem in that the 
ideality factor was too large to be acceptable from a conven- 
tional point of view. One possible mechanism for such high 
n is hole injection from the metal, which was indeed the 
operational principle of the classical "point" contact transis- 
tor. However, from a careful survey of old literature on mi- 
nority carrier injection in Schottky diodes, we came to the 
conclusion that this is not the case here, because the barrier 
against hole injection is too high in InP Schottky barriers to 
make this process dominant. We believe that the reason for 
the observed highly nonlinear log/ vs V plots with large 
values of n can be explained in terms of environmental 
Fermi level pinning, schematically shown in Fig. 14. 
Namely, the Fermi level on the surfaces of GaAs and InP is 
usually pinned, irrespective of whether the surface is free or 
covered with metal. When a small metal Schottky electrode 
whose size is smaller than the depletion width is placed on 
such a surface with an "environmental" Fermi level pin- 
ning, the potential distribution around the Schottky dot is 
very much influenced and tends to produce a ' 'saddle'' point 
potential whose height is dependent on the applied voltage, 
V. In Fig. 14, a 20 nm dot with SBH= 0.6 eV was placed on 
a InP surface with firm Fermi level pinning at Ec 
-0.48eV, and the potential distribution under a forward 
bias of 400 mV was calculated using a successive overrelax- 
ation (SOR) method. We clearly see the appearance of a 

...     /y> with environmental 
9Vsad ^pinning at Ec-0.48eV 

0.6eV 

150 
lateral   10° 
position (nm) 

40 
'120 

'100 
'80 

fin 
40    depth from 

20 surface (nm) 

FIG. 14. Potential distribution in a InP single-dot Schottky diode with envi- 
ronmental Fermi level pinning: (a) potential profile underneath the gate and 
(b) potential distribution around the dot. 

saddle point potential. This is much like the situation that 
happens in inhomogeneous Schottky diodes discussed by 
Tung.19 The appearance and the persistence of this saddle 
point potential result in highly nonlinear log IvsV plots with 
large values of n as in the cases of highly inhomogeneous 
Schottky diodes. 

V. CONCLUSION 

The properties of GaAs and InP Schottky diodes having 
nanometer-sized metal dots were investigated in an attempt 
to clarify whether or not strong Fermi level pinning is an 
intrinsic property of intimate metal-semiconductor contact. 
Macroscopic Schottky diode samples having many 
nanometer-sized metal dots as well as single-dot Schottky 
diode samples having a single nanometer-sized Schottky dot 
electrode were prepared by a novel in situ electrochemical 
process. The main conclusions are the following. 

(1) Strong Fermi level pinning was not seen in the GaAs 
and InP macroscopic Schottky diode samples. The SBH val- 
ues were strongly dependent on the metal work function and 
on the electrochemical processing conditions. 

(2) Of particular interest, the difference in the dot size 
distribution changed the SBH by 340 meV in Pt/InP macro- 
scopic Schottky diode samples, indicating that Fermi level 
pinning disappears as the dot size is sufficiently reduced. 

(3) XPS and Raman measurements indicated that these 
interfaces are oxide and stress free. 

(4) Use of an atomic force microscope with a conductive 
probe allowed direct I-V measurements on single-dot 
samples. The metal work function and dot size dependencies 
of the SBH in these samples were similar to those in macro- 
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scopic samples. Large ideality factors obtained in single-dot 
samples were explained in terms of environmental pinning 
which produces a saddle point potential. 

(5) The measured metal work function dependence of the 
SBH as well as the relationship between the SBH and the 
ideality factor were both far from the recent predictions 
based on the metal-induced gap state model. 

(6) All the experimental results were explained by the 
disorder-induced gap state model which asserts that strong 
Fermi level pinning is an extrinsic property of the metal- 
semiconductor interface. 
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Barrier heights of real Schottky contacts explained by metal-induced gap 
states and lateral inhomogeneities 
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Most metal-semiconductor contacts are rectifying. For moderately doped semiconductors, the 
current transport across such Schottky contacts occurs by thermionic emission over the Schottky 
barrier. The current-voltage characteristics of real Schottky contacts are described by two fitting 
parameters that are the effective barrier heights <&f and the ideality factors n. Due to lateral 
inhomogeneities of the barrier height, both parameters differ from one diode to another. However, 
their variations are correlated in that <pf becomes smaller with increasing n. Extrapolations of such 
<&% -versus-« plots to the corresponding image-force-controlled ideality factors ni{ give the barrier 
heights of laterally homogeneous contacts. They are then compared with the theoretical predictions 
for ideal Schottky contacts. Data of Si, GaN, GaAs, and CdTe Schottky contacts reveal that the 
continuum of metal-induced gap states is the fundamental mechanism that determines the barrier 
heights. However, there are additional but then secondary mechanisms. As an example, contacts 
with (7X7)'-reconstructed interfaces have smaller barrier heights than diodes with 
(1 X 1)'-unreconstructed interfaces. This lowering of the Schottky barrier is caused by the electric 
dipole associated with the stacking fault in one of the triangular halves of the (7X7) unit mesh. 
© 1999 American Vacuum Society. [S0734-211X(99)04604-1] 

I. INTRODUCTION 

In 1874, i.e., 125 years ago Braun1 first reported on rec- 
tifying metal-semiconductor contacts. Schottky2 explained 
this behavior by space-charge layers on the semiconductor 
side of the interface that are depleted of mobile majority 
carriers. The most characteristic parameter of such a 
Schottky contact is its barrier height, i.e., the energy separa- 
tion between the Fermi level and the edge of the majority- 
carrier band right at the interface. 

A most common method to determine barrier heights of 
Schottky contacts is the analysis of their current-voltage 
characteristics. The current transport across metal- 
semiconductor contacts occurs by thermionic emission over 
the Schottky barrier for doping levels of the semiconductor 
up to approximately 1018 donors or acceptors per cm3, while 
above this limit tunneling through the then narrower deple- 
tion layers dominates. Fits of current-voltage {IIV) curves 
measured with real Schottky contacts to the relation derived 
for thermionic emission require a second fitting parameter, 
the ideality factor n, as it is called, in addition to the barrier 
height. 

The effective barrier heights and ideality factors differ 
from one diode to another even if they were identically pre- 
pared. However, these variations are correlated in that the 
effective barrier heights <£>gf become lower with increasing 
ideality factors n.3"6 A recent investigation demonstrated that 
the experimentally observed dependence of the effective bar- 
rier heights and the ideality factors of real metal- 
semiconductor contacts can be explained by lateral inhomo- 
geneities of the barrier height.7 The dimensions of these 
patches are in the order of the depletion-layer width.8"11 The 

"Electronic mail: w.moench@uni-duisburg.de 

barrier heights of laterally homogeneous contacts may then 
be obtained by extrapolation of experimental <J>gff-n rela- 
tionships to the corresponding image-force-controlled ideal- 
ity factor «if.6'7 Depending on the bulk doping level and the 
interface band-bending nif ranges between 1.01 and 1.03. 

However, laterally homogeneous contacts of the same 
kind but with different interface structures differ in their bar- 
rier heights. NiSi2/Si(lll) (Ref. 12) and Ag/Si(lll) (Ref. 6) 
contacts are two of the most well-known examples. The two 
epitaxial NiSi2/Si(lll) structures differ in that the lattices 
are identically aligned or rotated by 180° on both sides of the 
interface. Their barrier heights deviate by 140 meV. Ag/ 
Si(lll) contacts may be prepared with (IX1)'-unre- 
constructed and (7X7)'-reconstructed interfaces. The differ- 
ence of the barrier heights amounts to 80 meV. These obser- 
vations support the early conclusion13 that more than one 
mechanism has an effect on the barrier heights of Schottky 
contacts. 

On the basis of simple physical arguments, Heine14 first 
pointed out that the wave functions of the metal electrons tail 
into the semiconductor in the energy range where the metal 
conduction band overlaps the semiconductor band gap. He 
concluded that these metal-induced gap states (MIGS), as 
they were called later, represent the fundamental mechanism 
that determines the barrier heights of Schottky contacts. 
However, there exist other and then secondary mechanisms 
that may easily conceal the influence of the MIGS. Mean- 
while, it seems to be agreed that most of the real Schottky 
contacts are laterally inhomogeneous. However, it is not gen- 
erally conceived that the extrapolation of experimentally ob- 
served <&e

B —n relationships to nif gives the barrier height of 
the laterally homogeneous contact and that only these barrier 
heights should be compared with the MIGS model. 
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The present study will provide no new experimental bar- 
rier heights of any Schottky contact but it will rather com- 
bine individual sets of effective barrier heights and ideality 
factors published for many metal-semiconductor contacts. 
The barrier heights <I>gom of the laterally homogeneous con- 
tacts will be determined by extrapolation of the correspond- 
ing Qf-n relationships to nif and by adding the image- 
force lowering <5<3>°f to this extrapolated value <&n/. Only 
these values are then compared with the predictions of the 
MIGS model. Many of these well-defined data will corrobo- 
rate the concept that the MIGS are the fundamental mecha- 
nisms that determine the barrier heights of Schottky contacts. 
In addition to this, electric dipole layers induced by specific 
interface structures will be presented as one of the secondary 
mechanisms. 

II. BARRIER HEIGHTS OF LATERALLY 
HOMOGENEOUS CONTACTS 

A. Effective barrier heights and ideality factors of real 
Schottky contacts 

The thermionic-emission current across intimate, abrupt, 
and laterally homogeneous Schottky contacts is derived as 
(see, for example Ref. 15) 

r   —AA** 
lip — /i/l D 

Xexp1 

$hom_ gQ0\ 

1   exp  " 

e0Vc\ 

kBT      1 

hexpLr)] nifkBTJ 
(1) 

where A is the diode area, A%* is the effective Richardson 
constant, T is the temperature, and kB and e0 are Boltz- 
mann's constant and the electronic charge, respectively. The 
externally applied bias Va divides up into a voltage drop Vc 

across the space-charge region and an IR drop at the series 
resistance Rs of the diode so that one obtains Vc=Va 

-IteRs- The ideality factor nif considers the image-force 
effect16 at Schottky barriers and is given by 

nif=(l-<?<DO/4eoV,.r\ (2) 

where e0V,- is the interface band-bending. The image force 
lowers the barriers heights of Schottky contacts by 

<5*if=«o 
2ep^,a 

(477) 
y,-vc) 

1/4 

(3) 

where Nda is the bulk donor or acceptor density, ex and eb 

are the optical and the static dielectric constant, respectively, 
of the semiconductor, and eQ is the permittivity of vacuum. 
The zero-bias barrier height of the Schottky contact thus is 
the difference of the barrier height <&B

om and the zero-bias 
image-force lowering <S<E>if. 

Fits of the // V relation (1) to current-voltage curves mea- 
sured at identically prepared Schottky contacts yield barrier 
heights and ideality factors that vary from one diode to an- 
other. Remarkably, the ideality factors are generally larger 
than the image-force-controlled values nif that range between 
1.01 and 1.03 depending on the bulk doping level and the 
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FIG. 1. Effective barrier heights and ideality factors recorded as a function 
of temperature with one Au/«-Si(001) and Au/«-Si(lll) diode each. The 
dashed and the dash-dotted lines are linear least-squares fits to the data with 
ideality factors smaller than 1.4. Data are from Refs. 21 and 22, respec- 
tively. 

interface band-bending. Therefore, the "standard" IIV rela- 
tion for thermionic emission across intimate and abrupt 
Schottky contacts is written as 

eff 

/ stand _ AA**T2 exp 

Xexp 
e0Vc\ 
nkBTj 

1 -exp 
epVc 

kBT 
(4) 

Furthermore, there exists a pronounced correlation between 
the two fitting parameters in that the effective barrier heights 
<5gff get smaller with increasing ideality factors n. When the 
temperature of a diode is lowered, the effective barrier height 
of <i>gf(7) of the diode generally decreases and, correlated 
with this, its ideality factor n{T) becomes larger. 

Experimental data that exhibit such $B
tt-n relationships 

have been published for Al,17"19 Ag,6 Ir,3'20 Au,21'22 Pb,23'24 

CoSi2,
5 NiSi2,25 Pd2Si, 6 and PtSi (Refs. 4, 27, and 28) on Si 

29 30 Tij31,32 Ni>33,34 pjM an(j pt (Refs substrates, for Al, Au, 
36 and 37) on GaAs substrates, for Ag and Pb on 2H-GaN 
substrates,38 for Fe,39 Pd,40 and Au (Ref. 41) on CdTe sub- 
strates, as well as for Au (Ref. 42) on 3C-, Ni,43'44 Pd, and 
Pt (Ref. 45) on AH- and Pd and Pt on 6//-SiC (Ref. 44) 
substrates. Figures 1-4 show some of the experimental data. 
First of all, the ^e

B-n correlations are linear up to n**1.4. 
The extrapolation of the experimental data to nif then gives 
the zero-bias barrier heights $ßlf, and by considering Eq. 
(1), the barrier heights 4>£om= &f+ S®°f of the laterally ho- 
mogeneous contacts. This conclusion will be further justified 
in the next section. 

The two data sets shown in Fig. 1 were obtained with Au 
contacts on (111) (Ref. 21) and (OOl)-oriented n-Si (Ref. 22) 
substrates. The Si wafers used in both investigations were 
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FIG. 4. Effective barrier heights and ideality factors of Ti/n-GaAs diodes 
irradiated with 150 keV protons and prepared by Ti sputtering with increas- 
ing sputtering power, respectively. The dashed and the dash-dotted lines are 
linear least-squares fits to the data. Data are from Refs. 31 and 32, respec- 
tively. 

finally dipped into diluted HF and, thereby, became 
hydrogen-terminated. During the following Au evaporation 
the hydrogen most probably desorbed so that the interfaces 
were (1 X 1)'-unreconstructed. Otherwise, much lower bar- 
rier heights or even Ohmic IIV characteristics should have 
been observed.23'46"48 The dashed lines in Fig. 1 are linear 
least-squares fits to the data points. Their slopes are different 
but the extrapolations to nif give virtually identical barrier 
heights <E>5f of 0.85±0.07 and 0.86±0.06 eV, respectively. 
Adding of the corresponding image-force lowering S<&®f to 
these extrapolated values gives the same barrier heights 
0>£om= 0.87± 0.07 eV of laterally homogeneous Au/Si con- 
tacts irrespective of the substrate orientation. An investiga- 
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FIG. 3. Effective barrier heights and ideality factors of CoSi2/rc-Si(001) 
diodes with six- and eightfold (type-5) and four- and sixfold coordinated 
(type-A) Co interface atoms. The dashed and the dash-dotted lines are linear 
least-squares fits to the data. Data are from Ref. 5. 

tion of Ir/n-Si contacts3 reveals a difference of 0.027±0.014 
eV between the barrier heights on (001)- and (lll)-oriented 
substrates that are obtained from the corresponding 
<J>|„-versus-n plots. These observation indicate that the sur- 
face orientation per se has, even if at all, only a minor influ- 
ence on the barrier height. 

The interface structure, on the other hand, plays a crucial 
role as the data displayed in Figs. 2 and 3 demonstrate. Fig- 
ure 2 shows <£^-versus-n plots obtained with two sets of 
differently prepared Ag/«-Si(lll) diodes.6 They differ in 
that their interfaces are either (1 X 1)'-unreconstructed or 
have a (7 X 7)' interface structure. The dashed lines are 
again linear least-squares fits and their extrapolations to ni{ 

give barrier heights of the laterally homogeneous contacts 
that differ by 47 ±20 meV. The interfaces of the 
CoSi2/n-Si(001) contacts5 considered in Fig. 3 also have 
different interface structures. The larger extrapolated barrier 
height of 0.82 eV is characteristic of six- and eight-fold co- 
ordinated or type-Z? Co interface atoms while that by 0.14 eV 
smaller value of 0.68 eV correlates with four- and sixfold or 
type-A coordination. Consideration of the image-force cor- 
rection yields barrier heights of 0.83 and 0.69 eV for later- 
ally homogeneous type-A and type-ß CoSi2/ra-Si(001) con- 
tacts, respectively. 

Variations of the metal deposition may modify the barrier 
heights and ideality factors of the Schottky diodes fabricated. 
Figure 4 displays data of Ti/n-GaAs diodes31 that were pre- 
pared by sputter deposition of Ti. The increase of the sput- 
tering voltage was found to reduce the barrier heights of the 
diodes and to enlarge their ideality factors simultaneously. In 
another study,32 Ti/n-GaAs contacts were irradiated with 
150 keV protons and subsequently annealed. The irradiation- 
induced defects decreased the barrier heights of the contacts 
and increased their ideality factors. Annealing treatments 
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caused a partial recovery. In both investigations the 
Ti/«-GaAs diodes show a linear reduction of their effective 
barrier heights with increasing ideality factors. The slopes of 
the linear least-squares fits are different but the extrapola- 
tions of the straight lines to ni{ give virtually the same later- 
ally homogeneous barrier height of 0.87±0.04 eV. The ex- 
trapolated barrier heights of the Ti/n-GaAs contacts are 
obviously the same irrespective of the preparational details. 
Consideration of the image-force correction yields a barrier 
height of 0.87 eV for laterally homogeneous Ti/«-GaAs con- 
tacts. 

B. Laterally inhomogeneous Schottky contacts 

In the forward direction, the exponential in the square 
brackets of Eq. (2) dominates and one obtains 

/ ■stand. >AA%*T2exp 
*!"+( i \/n)e0Vc 

kRT 

e0Vc\ 
Xexp|——   forVc>3kBT/e{). 

KBl  j 
(5) 

The ideality factor n or, to be more precise (1 -1/«), thus 
describes the dependence of the barrier height on the applied 
voltage. Freeouf et a/.8 and Bastys et al.9 proposed that ide- 
ality factors larger than 1 may be caused by lateral inhomo- 
geneities of the barrier height that are on the length scale of 
the depletion layer width. At the border between regions of 
different barrier heights the equipotential lines have to align. 
Laterally, the transition occurs within approximately one 
depletion-layer width. Thus, the transition regions of oppo- 
site sides will overlap in front of patches with lower barrier 
heights and with lateral dimensions comparable to or even 
smaller than the depletion-layer width. Consequently, the po- 
tential distribution in front of such patches exhibits a saddle 
point that depends on the externally applied voltage. 

The saddle-point potentials in front of such small-size 
patches are lower than the barrier height of the surrounding 
regions. The properties of the patches will thus strongly in- 
fluence the current transport across laterally inhomogeneous 
Schottky contacts. Tung10 derived an analytical expression 
for the 11V characteristics of laterally inhomogeneous 
Schottky contacts. Schmitsdorf and co-workers7'24 applied 
Tung's as well as the "standard" forward I/V relationship 
(5) to experimental data of Ag-, Pb-, and Sn/Si(l 11) con- 
tacts. They found that the linear extrapolation of the experi- 
mentally observed <J>ßf-versus-H curves to «if indeed gives 
the image-force-lowered barrier heights <J>ß —** 
of the laterally homogeneous contacts. 

$B
om~8$°( 

III. MIGS-AND-ELECTRONEGATIVITY MODEL 

A. Chemical trend of barrier heights 

As all heteropolar bonds, the interface bonds at metal- 
semiconductor contacts will be partly ionic. Pauling49 de- 
scribed the ionicity of covalent single bonds in diatomic mol- 
ecules by the difference of the electronegativities of the 
atoms involved. In generalizing this concept, the charge 

.^ 
/ MIGS 

X^j 
1 T 

1—LWbP   t Wc 

^ w„ 

metal semiconductor 

FIG. 5. Energy diagram of a metal-semiconductor contact with a continuum 
of interface states (schematically). 

transfer at metal-semiconductor contacts will be character- 
ized by the electronegativity difference X,„ — Xs of the metal 
and the semiconductor in contact. 

The charge transfer at metal-semiconductor interfaces 
may be also described by electronic interface states. The 
schematic energy diagram of Fig. 5 shows that the 
conduction-band states of the metal overlap not only the va- 
lence band, but in parts, also the band gap of the semicon- 
ductor. Below the valence-band top the wave functions are 
bulk-like on both sides of the contact. In the energy range 
from the valence-band maximum up to the Fermi level, how- 
ever, the wave functions of the metal electrons tunnel into 
the semiconductor, as Heine14 first pointed out. These wave- 
function tails derive from the continuum of virtual gap states 
(ViGS) of the semiconductor. They represent the continuum 
of intrinsic interface states at metal-semiconductor 
contacts50 and they are named metal-induced gap states.51 

The MIGS derive from the nearby bands and they are pre- 
dominantly donor-like closer to the valence-band maximum 
Wv but become mostly acceptor-like nearer to the 
conduction-band minimum Wc. The energy level at which 
their dominant character changes is called the branch point 
of the gap states. The net charge in these intrinsic interface 
states is positive, vanishes, and becomes negative if the 
branch point Wbp is above, coincides with, or drops to below 
the Fermi level WF, respectively. In combining the physical 
concept of metal-induced gap states and the chemical idea of 
partly ionic covalent interface bonds, Schottky barrier 
heights <&«„= W,.,-- WF are predicted to be smaller or larger 
than the zero-charge-transfer barrier height c&bp= Wt.,-Wbp 

if the electronegativity difference X„,-Xs is negative and 
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positive, respectively. Subscripts i indicate properties right at 
the interface. 

Metal-semiconductor interfaces ar electrically neutral in 
thermal equilibrium. The charge density Qm on the metal 
side of the contact is compensated by a charge density Qs of 
equal size but opposite sign on the semiconductor side, i.e., 

Qm+Qs=0- 

On the semiconductor side, both the intrinsic metal-induced 
gap states and the space charge of the depletion layer must 
be considered so that the condition of charge neutrality (6) 
may be rewritten as52 

Qm+Qs ■Qm+Q™+Qs, -0. (7) 

The space-charge density ßsc may be safely neglected in 
relation (7) as the following numerical example shows. For 
silicon with a bulk donor density of 1016 cm-3 and a barrier 
height of 0.8 eV, one obtains ßsc=2.8X10n e0/cm2. This 
value is by a factor of approximately 100 smaller than a 
charge transfer of only 0.01 e0 per interface bond at metal- 
Si(001) interfaces.    • 

The charge densities Qm and <2™ may be described as an 
electric double layer of thickness <5;. If the density of states 
£>™ of the MIGS around their branch point is assumed to be 
constant then the net charge density in these intrinsic inter- 
face states results as 

Q™=e0D™(Whp-WF) = e0D™(<S>Bn-d?bv). (8) 

The voltage drop across this intrinsic interfacial dipole layer 
may then be written as 

AI-=(eg/6I.Co)D™5I.(*1>fI-«I>bp), (9) 

where et is an appropriate interface dielectric constant. The 
schematic energy diagram of Fig. 5 gives 

$m=A,.+<&sd-<Dbp+<&ß„. (10) 

The work functions <&m=Wvac~ WF of metals53 as well as 
the dielectric work functions <&s<i= Wvac— Whp of 
semiconductors54 vary linearly as a function of the corre- 
sponding electronegativities, i.e., 

®m,sd-AXXm,s + BX- (ID 
The coefficient Ax amounts to 0.86 eV/Miedema-unit and 
1.79 eV/Pauling-unit, respectively. Combining relations (9)- 
(11) finally yields54'55 

<Dß„ = <Dbp+Sx(Xm-Xs) 

and 

AxISx-\ = {eyete0)D%8t. 

(12) 

(13) 

The Schottky barrier heights turn out to vary linearly as a 
function of the electronegativity difference Xm-Xs. The 
two parameters describing the chemical trend are the zero- 
charge-transfer barrier height <I>bp= Wci-Wbp and the slope 
parameter Sx ■ 

Figure 6 displays barrier heights of laterally homogeneous 
silicon Schottky contacts as a function the electronegativity 
difference Xm-Xsi. Except for the Na data, the <J>g°m values 
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FIG. 6. Barrier heights of laterally homogeneous silicon Schottky contacts as 
a function of the difference of the metal and the silicon electronegativity. 
The data points were obtained by extrapolation of $|f^-vs-« plots to nif and 
adding of the image-force lowering 5$'; the experimental <I>^ and n val- 
ues are from Refs. 3-6 and 17-28. The Na data area from Ref. 56. The 
dashed and the dash-dotted lines are linear least-squares fits to the O and D 
data, respectively. The MIGS line is drawn with ^bp^ 0-76 eV (Ref. 64) and 
5X=0.101 eV/Miedema-unit (see the text). 

shown were obtained by extrapolating <£>^-versus-n plots to 
ni{ and adding the image-force lowering <5<3>^ to the extrapo- 
lated values <l>^. The Na data were determined using x-ray 
photoemission spectroscopy.56 Miedema's electroneg- 
ativities57 are taken since they were derived from properties 
of solids. There are three groups of data that are marked as 
squares, circles, and triangles. The barrier heights repre- 
sented as squares increase linearly as a function of the elec- 
tronegativity difference in agreement with relation (12). The 
dashed line is the linear least-squares fit 

<Dy„xl)'=0.806+0.099(Zffl-Xsi)(eV) (14) 

to these data. This set of data includes Ag and Pb contacts, 
the interface structure of which is definitely 
(1X1)'-unreconstructed as revealed by surface x-ray 
diffraction.58"60 The barrier heights of (7 X 7)'-reconstructed 
Pb-, Al-, and Ag/Si(l 11) interfaces as well as of the epitax- 
ial type-A NiSi2/Si(lll) and CoSi2/Si(001) contacts are set 
off towards lower barrier heights. The dash-dotted line is the 
linear least-squares fit 

<&y„x7)'= 0.726+ 0.094(Xm-XSi) (eV) (15) 

to the data of the four (7X7)' interfaces. The zero-charge- 
transfer barrier height of the (7X7)'-reconstructed contacts 
is, thus, by 80 meV lower than the respective value of the 
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(1 X l)'-unreconstructed interfaces. However, the slope pa- 
rameters are equal within the limits of experimental error, 
±0.012 eV/Miedema-unit. 

B. Zero-charge-transfer barrier heights 

In the one-dimensional case, the branch point of the ViGS 
is slightly below the middle of the band gap. Both the den- 
sity of states and the decay length of the one-dimensional 
ViGS at their branch point very proportional to the width of 
the band gap. These results cannot be directly applied to the 
three-dimensional case. However, we derived simple rela- 
tions for the branch-point energy61 and the slope parameter53 

by applying Baldereschi's concept62 of mean-value points in 
the Brillouin zone and Penn's isotropic model of 
semiconductors.63 

First, we observed that the band gap of a zinc-blende- 
structure semiconductor at the mean-value point indeed 
equals Penn's dielectric band gap Wdg. It is defined by 

e„-l=(ha>p/Wllg)
2, (16) 

where ex and fiwp are the optical dielectric constant and the 
plasmon energy of the bulk valence electrons, respectively, 
of the semiconductor. Second, we obtained the branch-point 
energies of binary compound semiconductors as 

Wbp=Wv(k„n,) + 0A49Wds, (17) 

where Wv(k„lv) is the valence-band energy at the mean- 
value point k,„„ in the Brillouin zone. As in the one- 
dimensional case, the branch points are slightly below the 
middle of the average gap. For calibration, we used branch- 
point energies calculated by Tersoff.64 The zero-charge- 
transfer barrier heights then result as 

®br=Wg-{0M9W^-[Wv(r)-Wv(kmv)]ETB},      (18) 

where Wg is the fundamental energy gap of the semiconduc- 
tor and the energy difference [WV(T) — M,

v(k,„1,)]ETB is cal- 
culated using an empirical tight-binding approach. 

C. Slope parameters 

Equation (13) relates the slope parameter Sx to the den- 
sity of states D™' of the MIGS and the effective width <?,/e, 
of the corresponding dipole layer. The charge densities Qm 

and Q™ that constitute the intrinsic MIGS interface dipole 
reside on the metal and the semiconductor side of the inter- 
face, respectively. Therefore, the effective dipole length may 
be written as65 

Silei=8mle„,+ Sileb. (19) 

The screening lengths <5„, lem in the metal and Sjleh in the 
semiconductor are approximated by the Thomas-Fermi 
screening length and the decay length 1/2(7™ °f tne MIGS 
screened by the bulk dielectric constant eh of the semicon- 
ductor, respectively. A typical value of the Thomas-Fermi 
screening length is <?,„/e,„ = 0.05 nm, and theoretical calcu- 
lations yielded decay lengths l/2#™ °f 0.137 nm for 
diamond66 (e,=5.1) and 0.3 (Ref. 65) for GaAs (eh 

= 12.8) and silicon (efc=11.9). With these values relation 

(19) yields an interface dielectric constant e, of 2 for dia- 
mond, 4 for GaAs, and 4.6 for silicon. It has to be mentioned 
that Eq. (19) is a very crude approximation in that it com- 
bines microscopic lengths and macroscopic dielectric con- 
stants. 

In the one-dimensional case, both the density of states and 
the decay length of the ViGS at their branch point are deter- 
mined by the width of the band gap. Penn's relation (16), on 
the other hand, relates the dielectric band gap to the optical 
dielectric constant. Therefore, we searched for a correlation 
between D™l2q™ and ex- 1. For that purpose we used the- 
oretical values of D™ and l/2<7™ that are available for some 
semiconductors. As a result, we found54 

(elfeQ)D™/2q™=0.29(ex-l) 1.94 (20) 

Considering this result and assuming €,«=3 as a reasonable 
approximation, one obtains 

Ax/Sx-\~0.l(ex-l)2, (21) 

for binary compound semiconductors. 

D. Comparison with experimental data 

Experimental barrier heights of laterally homogeneous 
Schottky were determined by extrapolation of $gf-versus-n 
plots for Si, GaN, GaAs, CdTe, and the three SiC polytypes 
3C, 4H, and 6H. The experimental Si and GaAs data were 
extrapolated to the corresponding ni{ values and the respec- 
tive image-force lowering 8$>®f of the barrier heights were 
calculated using Eq. (3). This procedure could not be applied 
for GaN, CdTe, and SiC since for these semiconductors the 
effective densities of states of their conduction bands are not 
well known. Therefore, the «f^'-versus-n plots of these semi- 
conductors were extrapolated to n = 1. This extrapolation to 
n= 1 rather than to the correct nif value underestimates the 
laterally homogeneous barrier heights by approximately 10 
meV. The Si, GaAs, GaN, and CdTe data are compared with 
the predictions of MIGS-and-electronegativity model in Figs. 
6-9, respectively. The zero-charge-transfer barrier heights 
$bp and the slope parameters Sx of the binary compounds 
were calculated using Eqs. (17) and (21), respectively. For 
silicon, relation (18) gives a branch-point energy Wbp 

-W„(r) = 0.03 eV. Tersoff,64 on the other hand, calculated 
a value that is by 0.33 eV larger. With e, = 4.6, the value of 
the interface dielectric constant derived for silicon in the pre- 
ceding section, one finds Sx = 0.101 eV/Miedema-unit. 

For the silicon data represented by squares in Fig. 6, the 
experimental zero-charge-transfer barrier height is by 46 
meV larger than Tersoff s MIGS value, <J>bp=0.76 eV,64 but 
the slope parameter of the MIGS model agrees with the least- 
squares fit to the experimental data within the limits of ex- 
perimental error. The experimental results of contacts with 
(7X7)'-reconstructed interfaces and of the type-/4 suicides 
are not explained by the MIGS model. However, the dash- 
dotted fitting line also runs parallel to the MIGS line. This 
finding indicates the existence of a secondary mechanism 
that is caused by the interfacial (7X7)' reconstruction and 
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FIG. 9. Barrier heights of laterally homogeneous CdTe Schottky contacts as 
a function of the difference of the metal and the CdTe electronegativity. The 
data points were obtained by extrapolation of 3>^-vs-n plots to n = 1; the 

ues are from Refs. 29-37. The data points for Cs were determined by using 
ultraviolet light photoemission spectroscopy and a Kelvin probe, Refs. 67 
and 68. The MIGS line is drawn with *bp=0.9 eV (Ref. 61) and Sx 

= 0.08 eV/Miedema-unit. 

that accounts for the reduction of the zero-charge-transfer 
barrier heights by 80 meV. This observation will be ex- 
plained in the next section. 

The barrier heights $>i£>™= ®fn+^f of laterally homo- 
geneous Ti-, Au-, and Pt/GaAs contacts, that are shown in 
Fig. 7, are excellently reproduced by the MIGS model. The 

Electronegativity (Miedema) 

drawn with $bp=0.64 eV (Ref. 61) and Sx=0.37 eV/Pauling-unit. 

Cs data points, on the other hand, were determined using 
ultraviolet light photoemission spectroscopy (UPS) (Ref. 67) 
and an additional Kelvin probe (CPD).68 They are also on the 
MIGS line. While Pt shows no evidence of reaction with 
GaAs below approximately 300 °C, the other two transition 
metals, Ni and Pd, are known to decompose GaAs even at 
room temperature.69 This most probably leads to nonabrupt 
Ni- and Pd/GaAs interfaces so that the extrapolated barrier 
heights of Pt- but not of Ni- and Pd/GaAs contacts can be 
compared with the MIGS model of abrupt interfaces. 

Figure 8 shows that the MIGs model excellently repro- 
duces the extrapolated barrier heights of Pb- and Ag/2H- 
GaN contacts. The Cs data point was again determined by 
UPS-CPD measurements.70 The Fe data point, on the other 
hand, was also obtained by extrapolation of a <E>^-versus-n 
plot to TI=1, but the contacts were prepared on oxygen- 
contaminated GaN surfaces. For this reason, one should not 
compare this value with the MIGS model since it requires 
clean interfaces. 

As a fourth example, Fig. 9 compares extrapolated barrier 
heights of CdTe Schottky contacts with the predictions of the 
MIGS model. Here, Pauling's electronegativities are used 
since Miedema's scale contains no value for Te. The experi- 
mental data deviate by ±25 meV only, i.e., within the limits 
of experimental error from the predictions of the MIGS 
model. 

Electronegativity difference 

FIG. 8. Barrier heights of laterally homogeneous GaN Schottky contacts as a 
function of the difference of the metal and the GaAs electronegativity. The 
data points were obtained by extrapolation of $gj-vs-n plots to n = 1, from 
Ref. 38. The data point for Cs was determined by using ultraviolet light 
photoemission spectroscopy and a Kelvin probe, Ref. 69. The MIGS line is 
drawn with $b = 1.1 eV (Ref. 61) and 5X=0.29 eV/Miedema-unit. 

IV. DISCUSSIONS AND CONCLUSIONS 

The MIGS model assumes "ideal" interfaces. First of all, 
"ideal" means that the contacts should be intimate, abrupt, 
and laterally homogeneous. All diodes discussed here are 
intimate in that they are free of any interlayers such as, for 
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example, native oxides. For this reason, the Fe/2//-GaN 
data point will not be considered further. Furthermore, only 
abrupt interfaces are considered so that reacted interface such 
as Ni- and Pd/GaAs are excluded. Lateral uniformity of the 
barrier heights was "obtained" by extrapolation of 
Ojf-versus-« plots to nlf. Figures 6-9 display barrier 
heights of such Si, GaN, GaAs, and CdTe Schottky contacts 
separately. However, a rearrangement of relation (12) yields 

(22) 

Figure 10 now sums up the experimental barrier heights 
OJJ"111 of the intimate, abrupt, and laterally homogeneous Si, 
GaN, and GaAs Schottky contacts that are shown in Figs. 
6-9. The straight line is the prediction of the MIGS-and- 
electronegativity model. It excellenty describes the experi- 
mental data represented by open symbols. The MIGS model 
thus explains the Schottky barrier heights of these experi- 
mentally well-characterized metal-semiconductor interfaces 
and no other mechanisms have to be invoked. This finding 
confirms the earlier conclusion that the MIGS are the funda- 
mental mechanism that determines the barrier heights of 
ideal Schottky contacts while additional and then secondary 
mechanisms may be effective at many of the real metal- 
semiconductor interfaces.13 

The dependence of the effective barrier heights <J>gf on 
the ideality factor n clearly demonstrates the existence of 
secondary mechanisms in addition to the MIGS. One set of 
data shown in Fig. 4 was obtained with Ti//i-GaAs contacts 
prepared by sputter deposition of Ti. The diodes deteriorated 
with increasing sputtering power. This observation points at 
fabrication-induced defects. These might be excess anions71 

or antisite defects72 at interfaces of compound semiconduc- 
tors and vacancies or self-interstitials at silicon contacts.7' 

The data points depicted by closed squares in Figs. 5 and 
10 represent metal-silicon interfaces with interface struc- 
tures that contain extrinsic interface dipoles in addition to the 
intrinsic MIGS dipole. A most simple case of extrinsic inter- 
face dipoles are a layer of hydrogen atoms at metal- 
semiconductor interfaces.23'74 Figure 10 displays the barrier 
height of laterally homogeneous Pb/H/n-Si(lll)-(l X)' 
contacts.23 It was again obtained by extrapolation of a 
$^-versus-n plot to ni(. The Pb deposition does not remove 
the hydrogen from the Si(l 11):H-(1 X1) surfaces48 that were 
prepared by a HF dip. Clean but otherwise identical 
Pb/n-Si(l 11)-( 1 X 1)' interfaces have barrier heights that are 
larger by 0.32 eV. The hydrogen-induced reduction of the 
barrier height is explained by H"A''-Si+A'' interface 
dipoles.23 The sign of the change may be easily explained. 
Extrinsic interface dipoles add a charge density Qid to the 
charge density on the semiconductor side, i.e., 

ßv=ß™+ßid+ßsc- (23) 

The charge density Qs will be the same at clean and 
hydrogen-doped interfaces so that one obtains from Eqs. (8) 
and (23) 

e{)D™(<i>t,r-<S>l,) = QM (24) 

Since hydrogen is more electronegative than silicon, the 
charge density ßid induced by the chemical H-Si dipoles 
will have a positive sign. This means <I>ß,Tn>cI:)ß„ in agree- 
ment with the experimental observations. 

The barrier heights of (7X7)'-reconstructed Na-, Al-, 
Ag-, and Pb/Si(l 11) contacts are by 80 meV smaller that the 
values of the corresponding (1X1)'-unreconstructed inter- 
faces [see Figs. 2 and 6 and relations (14) and (15)]. This 
reduction is attributed to structure-induced interface dipoles. 
The (7X7) unit mesh contains a stacking fault in one of its 
triangular halves. The distribution of the valence charge at 
the stacking faults differs from the undisturbed bulk. The 
bonds of perfectly ordered silicon are purely covalent and, 
therefore, the charge distribution at the stacking faults is di- 
pole like in silicon.75 The stacking fault of the 7X7 recon- 
struction has its positive and negative charge shifted towards 
the bulk and the surface or interface, respectively. Analogous 
to what happens due to the chemical hTA''-Si+A(/ dipoles 
just discussed, the reconstruction-induced Si~A4''-Si+ q di- 
poles at (7X7)'-reconstructed metal-semiconductor inter- 
faces will also lower the barrier compared to 
(1 X 1)'-unreconstructed contacts. 

The differences of the charge distributions at the type-A 
and type-ß interfaces of the NiSi2- and CoSi2/Si(l 11) con- 
tacts cannot be easily distinguished. Density-functional cal- 
culations within the local-density approximation and using 
the linear-muffin-tin-orbital method in the atom-spheres ap- 
proximation have been performed for the two types of 
NiSi2/Si(lll) contacts.7678 In agreement with Pauling's 
electronegativity concept the calculations revealed electric 
interface dipoles with the positive charge on the silicon and 
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the negative charge on the NiSi2 side. The strength of the 
interface dipoles turned out to be such that the type-Z? inter- 
faces have larger barrier heights than the type-A contacts. 
This finding again reproduces the experimental results even 
if the values of the barrier heights are sensitive to details of 
the atomic arrangements. 

The preceding discussions clearly demonstrate that the 
continuum of the metal-induced gap states indeed explains 
the barrier heights experimentally observed with intimate, 
abrupt, defect-free, and laterally homogeneous metal- 
semiconductor contacts. The barrier heights of laterally ho- 
mogeneous contacts may be obtained by extrapolation of 
3>g^-versus-n plots to ni{ and adding the image-force lower- 
ing <5<r>?f. Defect-free does not only mean the absence of 
foreign atoms but also of "displaced" substrate atoms even 
if they constitute a definite interface reconstruction. Most 
instructive examples of this kind are silicon Schottky con- 
tacts with (lXl)'-unreconstructed and (7X7)'-reconstructed 
interfaces. Reconstructions are accompanied by distributions 
of the valence charge that differ from the undisturbed bulk. 
This then gives rise to extra interface dipoles that will alter 
the barrier heights of reconstructed interfaces in comparison 
to (lxl)'-unreconstructed interfaces, the barrier heights of 
which are solely determined by the continuum of the metal- 
induced gap states. 
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In situ electrical determination of reaction kinetics and interface properties 
at molecular beam epitaxy grown metal/semiconductor interfaces 
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In situ patterning and electrical characterization are used to study the electrical properties, reaction 
kinetics, and interface properties during reactions at Ni/rc-GaAs interfaces. Ni contacts were formed 
in situ by deposition through a removable molybdenum shadow mask onto a GaAs(lOO) c(4X4) 
As-rich surface. Annealing at 300 °C resulted in Ni3GaAs formation. Subsequent exposure of the 
Ni3GaAs to an As4 flux at 350 °C resulted in the formation of NiAs at the surface and the epitaxial 
regrowth of GaAs at the Ni^GaAs/GaAs interface. The GaAs regrowth thickness and the regrown 
GaAs electrical properties were determined electrically by in situ capacitance-voltage and current- 
voltage measurements. An interlayer model was applied to explain the Schottky barrier height 
discrepancy between capacitance-voltage and current-voltage measurements for metal/GaAs 
contacts with regrown GaAs. The model predicts that the regrown GaAs interlayer is p type with a 
hole concentration of ~3X 1015holes/cm3. © 1999 American Vacuum Society. 
[S0734-211X(99)04504-7] 

I. INTRODUCTION 

The combination of molecular beam epitaxy (MBE) 
growth, in situ metal/semiconductor reactions, and in situ 
electrical measurements enable the reaction kinetics and 
electrical properties of metal/semiconductor to be deter- 
mined and the interlayer effects to be studied. Most electrical 
studies of metal/semiconductor reactions have involved 
metal deposition on chemically etched GaAs surfaces fol- 
lowed by ex situ reactions and electrical measurements.1-5 

These have concentrated on changes in the Schottky barrier 
height as a result of annealing and reactions without control- 
ling the phase sequence. Only a limited number of studies 
has involved in situ ultrahigh vacuum (UHV) deposition on 
atomically clean surfaces and ex situ electrical char- 
acterization. 6~10 In the case of Ni and Pd, the reaction kinet- 
ics has been determined electrically for deposition on ex situ 
chemically etched GaAs.11 Caldwell et aln'n have demon- 
strated that the Ni/GaAs reaction sequence and phase forma- 
tion can be controlled in situ by the exposure to Ga or As4 

fluxes during annealing. They demonstrate that the exposure 
to As4 or Ga fluxes results in GaAs regrowth at the reacted 
metal/semiconductor interface. The electrical properties of 
the contacts will depend upon the properties of the regrown 
GaAs. Interlayers have been used between a metal contact 
and a semiconductor to alter the transport properties.14'15 The 
interlayer could be a semiconductor with different electrical 
properties,16"18 such as band gap,17'18 or a different type of 
doping.14 Recently, limited in situ electrical characterization 
and reaction kinetics studies have been reported by Chen 
et al.19'20 for the As4-flux induced solid phase GaAs re- 
growth reaction. In this article, a similar reaction sequence is 
used and a detailed study of the electrical properties and 

reaction kinetics is presented together with an interlayer 
model, which is used to explain the Schottky barrier height 
discrepancy between capacitance-voltage (C-V) and 
current-voltage (I-V) measurements for samples with re- 
grown GaAs. 

In order to perform in situ I-V and C-V measurements 
during the different reaction steps, individual contacts were 
formed in situ on MBE grown GaAs using a shadow mask 
deposition process. By incorporating an n+ marker layer in 
the MBE grown «-type GaAs buffer layer, a doping density 
spike will be generated in the C-V doping depth profile. 
Hence, the distance between the metal/«-GaAs interface and 
the marker layer can be determined electrically.19'20 By trac- 
ing this marker layer position with respect to the metal/ 
«-GaAs interface, the penetration depth of metal/n-GaAs in- 
terface can be monitored in situ. 

For Ni, the metal/GaAs reaction starts at an annealing 
temperature of less than 200 °C21 with the formation of 
NixGaAs [reaction (1)] 

xNi+GaAs—>NL GaAs. d) 

The composition of Ni^GaAs was reported to range from 
x=2 to x = 4.21~24 Similar annealing conditions correspond- 
ing to those used in this study were found to yield x«3.12'13 

Subsequent in situ exposure of the Ni^GaAs/GaAs structure 
to arsenic results in the formation of NiAs and GaAs [reac- 
tion (2)] 

x As + NLGaAS—»GaAs+xNi As. (2) 

a'Author to whom correspondence should be addressed; electronic mail: 
chenx 102 @ tc .umn.edu 

The GaAs formed through reaction (2) is reported to re- 
grow epitaxially on the unreacted-GaAs substrate12'13 in a 
manner similar to the solid phase regrowth observed in 
Si/Ni/GaAs,25 Al/Ni/GaAs,26 and Si/Pd/GaAs27 systems. 
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FIG. 1. Sequential reaction procedure: 
(a) depositing Ni through a Mo 
shadow mask; (b) after mask removal; 
(c) after reaction (1) induced by 
300 °C annealing; (d) after regrowth 
reaction (2) induced by As4 exposure 
at 350 °C. 

II. EXPERIMENTAL PROCEDURE 

Some n + -doped GaAs (100) substrates were indium 
bonded to molybdenum sample holders and loaded into a 
modified VG Semicon V80H MBE system with a base pres- 
sure of =S5X 10" " mbar equipped with conventional effu- 
sion cells and an arsenic valved cracker. The indium served 
as the bonding agent as well as the back ohmic contact to the 
GaAs wafer. For each substrate, after the native oxide was 
removed by heating to 640 °C under As4 flux, a Si doped 
0.2-zxm-thick n + + (10l8/cm3) GaAs buffer layer was grown 
at 585 °C, followed by sequential layers of n(l 
XlOl6/cm3,0.10yu,m), H + (10l7/cm3,0.10/um, marker 
layer), and n(2X 10l6/cm3, 0.6/an) doping. After GaAs 
growth, the sample was cooled to 350 °C before the As4 flux 
was shut off. This resulted in a c(4X4) As-rich surface 
reconstruction. In order to minimize unwanted interface re- 
actions during Ni deposition, the samples were held in the 
preparation chamber under UHV ^5X10"" mbar for more 
than 4 h in order to cool to room temperature. The samples 
were transported in UHV to an attached e-beam deposition 
chamber that is equipped with two electrostatically focused 
e-gun sources. Ni (—1000 Ä) was deposited through a re- 
movable molybdenum shadow mask that was attached in 
front of the GaAs substrate. This produced an array of Ni 
contacts with ten different sizes ranging from —500 to 
— 1400 /an in diameter. After mask removal, the samples 
were transported to an attached UHV electrical characteriza- 
tion chamber. With the help of the optical microscope, the 
metal dots on the sample were aligned to, and probed by, an 
electrochemically etched tungsten wire probe to allow in situ 
electrical characterization using I-V and C-V measure- 
ments. After electrical characterization, the samples were 
transported back to the MBE growth chamber for subsequent 
reactions. 

The patterned Ni/GaAs samples were annealed at 300 °C 
to induce reaction (1) [Fig. 1(c)], transported to the electrical 
characterization chamber for electrical measurements and 
then transported back into the growth chamber for further 
reactions. The samples were left in the preparation chamber 
for 4 h after each reaction in order to cool to room tempera- 
ture prior to electrical characterization. Annealing at 350 °C 
under an As4 flux for the desired exposure time was used to 
drive the regrowth reaction [reaction (2), Fig. 1(d)]. An ef- 
fective As4 flux ( —7.2X 1014 atoms/cm2 s) was determined 

from the As4-induced reflection high-energy electron diffrac- 
tion (RHEED) oscillations for GaAs growth which corre- 
sponded to 1.14 bilayer/s GaAs growth. 

III. RESULTS AND DISCUSSION 

A. Schottky barrier height and ideality factor 

In situ forward biased I-V measurements of the same 
contact after different reaction stages are shown in Fig. 2. 
Similar results were found for all contacts. The averages of 
the Schottky barrier heights and ideality factors are depicted 
in Fig. 3. The C-V Schottky barrier heights (</>bn,c-v) were 

determined from plots of 1/C2 vs V with image force lower- 
ing correction and the I-V Schottky barrier heights 
(0bn,/-v) were determined from the saturation current 
density.15 The high ideality factor of the as-deposited Ni/ 
GaAs contacts may result from either nonuniform interfacial 

0 0.1 0.2 0.3 0.4 

Voltage (V) 

FIG. 2. In situ current-voltage characterization of the same Ni/GaAs contact 
for as-deposited, annealed at 300 °C, exposure to As4 at 350 °C for different 
times. 
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FIG. 3. Summary of averaged Schottky barrier height and ideality factor 
obtained from in situ C-V and I-V measurements. 

reaction during contact formation28'29 or possibly defects in 
the near surface region of the GaAs induced during Ni depo- 
sition. For the NiAs regrown GaAs, the low ideality factor of 
n =£ 1.11 indicates that conduction is primarily dominated by 
thermionic emission30 and that the electrical quality of the 
regrown GaAs is high. 

The Schottky barrier height of Ni on MBE grown c(4 
X4) GaAs(100) was determined to,be <£bn/_v=0.67 V and 
</>bn,c-v=0-73V, from I-V and C-V measurements, re- 
spectively. When Ni was.deposited on substrates which had 
not been cooled completely to room temperature (estimated 
substrate temperature —100-150 °C) a significantly higher 
barrier height was observed (^>bn/_v=0.77 V and <ßb„yC-v 
= 0.82 V). As the barrier height increases with Ni/GaAs for- 
mation, the increased barrier height observed is consistent 
with the onset of interfacial reactions during the deposition. 
This may explain the discrepancy in barrier height between 
the as-deposited Ni/«-GaAs(100) (</>bn,/-v=0.67V and 
^bn,c-v=0-73 V) reported here and the Ni deposited on the 
thermally cleaned GaAs (100) (<j>bn,_v=Q.ll V and 
</Vc-v= 0.91V).6'7 

When the Ni/GaAs structure is annealed at 300 °C, 
Ni/GaAs forms and the Schottky barrier height increases 
(</'bn,/-v=0-87V and </>bn,c-v=0-87 V). This value is simi- 
lar to that reported for ex situ annealing (</>bn/_v=0.83 V31 

and </>bnC_y= 0.82 V11). After the As4-induced regrowth re- 
action at 350 °C, the barrier height from I-V measurements 
remains approximately constant for different As4 exposure 
times (<^bn,/-1/^0.85 V), whereas the barrier height from 
C-V measurements increased. As shown in Fig. 3, the 
Schottky barrier height discrepancy between I-V and C-V 
measurements increased with As4 exposure time. A possible 
explanation is an increase in the inhomogeneity of the 
Schottky barrier height in the contacts.28'29 However, the low 
ideality factor, n=£l.ll, suggests a relatively homogeneous 

Ni3GaAs/n-GaAs 
As4 exposure time r\ 

0.3 0.4 0.5 0.6 0.7 
Depth (urn) 

0.8 0.9 

FIG. 4. In situ C-V doping depth profiles from Ni/GaAs contacts of as- 
deposited, reacted at 300 °C, and subsequent As4 exposure at 350 °C for 
different times. The depletion depth was obtained from Eq. (3). 

contact. An alternative explanation could result from the 
properties and increased thickness of the regrown GaAs, 
which is discussed below. 

B. Doping depth profiles 

Figure 4 shows the doping depth profiles obtained from 
C-V measurements using the conventional assumptions for 
depletion width, w [Eq. (3)], and doping concentration14'30 

for the same sample after Ni deposition, reaction, and differ- 
ent As4 exposure times. With these assumptions, the deple- 
tion width is given by 

w=-, (3) 

where es is the semiconductor dielectric constant and C the 
measured capacitance per unit area. The depth of the doping 
spike in the doping depth profile represents the distance be- 
tween the marker layer and metal/GaAs interface. The profile 
for the as-deposited Ni/GaAs structure shows the n + marker 
layer at depth of 0.64 /mi beneath the metal/GaAs interface 
[LI in Fig. 1(b)]. Upon annealing at 300 °C without As4 

exposure, the marker layer shifts to 0.534 fjia [L2 in Fig. 
1(c)]. This corresponds to 1070 Ä of GaAs consumption (the 
difference between LI and L2 in Fig. 1). When subsequent 
annealing is performed with the As4 flux, the marker layer 
moves deeper and closer to its original position, indicating 
that the distance between the marker layer and metal/GaAs 
interface increases with As4 exposure time. Figure 5 shows 
the GaAs regrowth thickness obtained from the measure- 
ments of the n+ marker layer position for different As4 ex- 
posure times and from previous Rutherford backscattering 
spectrometry (RBS) results on other samples.12'13 The solid 
data points came from doping depth profiles which used Eq. 

JVST B - Microelectronics and Nanometer Structures 



1880 L C. Chen and C. J. Palmstrom: In situ electrical determination of reaction kinetics 1880 

1200 

1000 

<   800 

600 

o 
p> 400 
cc 

200 

Initial GaAs 
tiii 

consumption 

D                         □ -                              "1 
. Thickness from   J 

■ 

. RBS prediction    1 
- 

•                         • 
D/ - 

o /      # ■ 

/    * 
/ * A 

■ 

_    /         Region 1 Region 2 

/ • Reaction (2) completed 

/           i , , , , 

10       15       20       25       30 

As exposure time (min) 

35 40 

FIG. 5. GaAs regrowth thickness obtained from in situ C-V doping depth 
profiles (data points) and ex situ RBS results (solid line) (see Refs. 12 and 
13). The data points, • and D, represent the regrown GaAs thickness cal- 
culated from Eqs. (3) and (4), respectively. 

(3) for determining the depletion width. There are two dis- 
tinct regions in the GaAs regrowth. It appears that no GaAs 
regrowth occurs for annealing with an As4 flux for time =£60 
s. This apparent lack of regrowth may result from the re- 
grown layer being thinner than depth resolution of the C- V 
depth profiling technique (Debye length —300 Ä) or from no 
actual regrowth. The latter possibility could occur if Ni out- 
diffused from the Ni3GaAs to form NiAs on the surface, 
leaving behind a NiAGaAs (*<3) phase without inducing 
GaAs regrowth. Evidence for a change in Ni concentration 
during growth comes from the observed change in Ni^GaAs 
lattice parameters with As4 exposure.I213 

Longer As4 exposure times result in an increase in the 
regrown layer thickness. For exposure times ^20 min (re- 
gion 2), no more GaAs regrowth on the GaAs substrate oc- 
curs, indicating that the regrowth reaction has come to 
completion. This suggests that the GaAs regrowth reaction 
[reaction (2)] stops after 15-20 min of As4 exposure time. 
The data obtained using Eq. (3) (solid dots in Fig. 5) indicate 
that 410 Ä GaAs does not regrow on GaAs substrate. This 
may result from the metallurgical interface not being the 
same as the electrical interface, GaAs clusters, or Ga disso- 
lution in the NiAs, or from the method used to obtain the 
doping depth profile from the C-V measurements. As Ni is 
believed to be the dominant diffusing species at this 
temperature,12'13,21'22 it is difficult to envisage a reaction 
mechanism that results in GaAs formation in the NiAs. The 
RBS data and Auger depth profiles from this sample show no 
Ga incorporation in the NiAs. In addition, our previous RBS 
and transmission electron microscopy (TEM) results ' sug- 
gest that complete regrowth takes place. It is interesting to 
note that if the GaAs regrowth thickness were extrapolated 

0        100      200      300      400      500      600      700 

Measured thickness (A) 

FIG. 6. Linear dependence of / on t,„ shows the interlayer dielectric constant 

of ercgrown~20.5e0- 

from the RBS results, the complete GaAs regrowth would 
occur after —17 min of As4 exposure (Fig. 5), which is com- 
parable to that determined from the C-V depth profiles. 
Therefore, the 410 Ä thickness discrepancy may arise from 
the method used to obtain depth profiles from C- V measure- 
ments. Hence, the electrical properties of the regrown GaAs 
and their effects on the electrical measurements must be de- 
termined. If the regrown GaAs has a different dielectric con- 
stant from the unreacted GaAs, Eq. (3) is no longer valid. As 
the regrown GaAs and unreacted GaAs will act as series 
capacitors, the capacitance per unit area will be given by17 

1 
C 

(4) 
- regrown 

where / is the regrown-GaAs layer thickness, eregrown the di- 
electric constant of regrown GaAs, and w the depletion 
width. The relationship between the measured depletion 
width (w„,= es/C) and measured regrown layer thickness 
(rm) obtained using Eq. (3) and the true depletion width (w) 
and regrown layer thickness (t) obtained from Eq. (4) is 
given by 

w,„-w = t„,-t-- 
- regrown 

If 

and 

*- regrown 

(5) 

(6) 

By assuming that all the GaAs regrows on the GaAs sub- 
strate, the regrowth depends on the As4 arrival, and the re- 
growth reaction completes in —17 min, the true regrown- 
GaAs thickness can be predicted. The dielectric constant of 
the regrown GaAs can then be determined from the slope of 
t vs tm plot (Fig. 6). A slope of 1.56 suggests a 56% increase 
in the dielectric constant of the regrown GaAs as compared 
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FIG. 7. Doping depth profiles obtained from C-V measurements. The deple- 
tion depth for samples with regrown GaAs was calculated using Eq. (4), the 
dielectric constant modified depletion width. 
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FIG. 8. Simulation of band bending with (solid line) and without (dashed 
line) interlayer (ND = 2X 1016/cm3, JV,= -3x 1016/cm3 (p type), and t 
= 1000 A). 

to GaAs, i.e., eregrown=20.5e0, which would result in the 
underestimation of the regrown GaAs thickness using Eq. 
(3). The recalculated doping depth profiles (Fig. 7) show that 
the n+ marker layer has shifted back to its original position 
after 32 min of As4 exposure, indicating that the GaAs is 
fully regrown on the substrate. The open square data points 
in Fig. 5 show the dielectric constant modified regrown- 
GaAs thickness with As4 exposure. 

In this solid phase regrowth mechanism, one may expect 
significant Ni incorporation, which is a deep acceptor in 
GaAs, and point and structural defects in the regrown GaAs. 
These would be expected to increase the leakage current and 
ideality factor due to trap-assisted tunneling through the bar- 
rier. The low ideality factor, n~ 1.11, for the regrown con- 
tacts suggests that this is not the case. This is particularly 
surprising as our previous TEM results indicated stacking 
faults and precipitates in the regrown GaAs, which were as- 
sumed to be NiAs.12'13 Although the precipitates do not ap- 
pear to influence the transport properties significantly, such 
precipitates may be the cause of the proposed high dielectric 
constant of the regrown GaAs. Unfortunately, the low dop- 
ing concentration and thin layer thickness of the regrown 
GaAs made direct doping density determination from C-V 
measurements impossible as it was always completely de- 
pleted. 

Figure 8 shows schematic sketches of a metal/regrown- 
GaAs (interlayer)/«-GaAs structure and its band diagram. 
The doping and the dielectric constant of the regrown GaAs 
are different from the n-GaAs. In order to verify this model, 
the expected barrier height with interlayer thickness t must 
be determined by solving Poisson's equation with the appro- 
priate boundary conditions. In addition to the usual boundary 
conditions,14'30 the doping density and dielectric constants 
are assumed to be constant, N,, 6regrown 

m the interlayer and 

ND, es in the remaining semiconductor. Solving Poisson's 
equation gives the electric field at the metal/semiconductor 
interface, Em: 

„      qND                    qNt 
-Em = —-(w-t)+- 1 

c regrown 

the built-in potential, Vbi: 

qNt qND 

2e, regrown 

qND\ 
2e, 

for0^x=£f, V(x): 

V(x)=-Emx- 
qNt 

2en 

(7) 

(8) 

(9) 
*■ regrown 

and for f=£x^w, V(x): 

qND qNt 

qNt 

2e, 
-t2- 

c regrown 

qND 

t x- 
qND 

26/ 

regrown 26, 
-t\ (10) 

where V(x), q, t, and w are electric potential, electron 
charge, interlayer thickness, and depletion width, respec- 
tively. 

If there is no interlayer, i.e., t = 0, the equations reduce to 
the usual equations for a uniform Schottky barrier without an 
interlayer.14'30 However, if the interlayer is heavily p doped, 
it can be shown that the energy band profile would reach a 
maximum at x= £, where 

„ ^m ^regrown      "D^regrown . . 
£=—177 = —in—(w-t)+t qNt Ntes     -'    " ■ ' (11) 

and 0=s£<f. This results in a Schottky barrier height given 
by 
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kT qN,       , 
(12) 

"- regr< 

and the extrapolated Schottky barrier height obtained from 
extrapolating the band bending at w is given by 

kT 
^bn=Vbi+V„+—, 

where 

V'-qN°     2 

(13) 

(14) 

This extrapolated barrier height is identical to that for a 
uniform Schottky contact to ND doped GaAs with a deple- 
tion width, w, neglecting image force lowering. Therefore, 
the Schottky barrier height discrepancy between I-V and 
C-V measurements can be described as 84>bn= 4>'bn- <j>hn 

where <f>bn and <f>bn do not include an image force lowering 
term. Figure 8 shows the simulated band bending from the 
equations above. It is clear that the thicker the interlayer, the 
larger Schottky barrier height discrepancy between C- V and 
I-V measurements. Since Ni is a deep level acceptor in 
GaAs,14 it is reasonable to assume that the interlayer will not 
be heavily p doped, so that the potential maximum will be 
close to the metal/semiconductor interface (i.e., £—0) and 
the Schottky barrier height discrepancy can be simplified to 

8<h bn~ 

qND 
1 

N,es 
\t2. (15) 

' * D ^regrown/ 

This equation predicts that the Schottky barrier height dis- 
crepancy would be linearly dependent on the square of the 
regrown GaAs thickness. As inhomogeneous barrier heights 
will also result in barrier height discrepancy between I-V 
and C-V measurements, the intrinsic Schottky barrier 
heights (cf>bn), which take into account inhomogeneous bar- 
rier heights and image force lowering, were determined from 
the /- V measurements using the procedure in Refs. 32 and 
33. Figure 9 shows a plot of Scj>bn vs t2. Since there is no 
inhomogeneous correction for the C-V measurements, the 
data in Fig. 9 were fitted to 

84>\ bn" 

qND 

"2e, 

N,es 
t2+S4>L (16) 

' * O^regrown/ 

where S<f>bn is to account for any barrier height inhomoge- 
neity in the C- V measurement. The fit (solid line) gives the 
regrown GaAs as p type with doping density of ~3 
X 10l5/cm3, which is consistent with Ni being a deep accep- 
tor in GaAs and £</>bn~ 0.005 V. Hence, the barrier height 
discrepancy between I-V and C-V measurements can be 
explained by the regrown GaAs being p type. This procedure 
enabled the electrical properties of the regrown GaAs to be 
inferred without direct measurement. 

IV. CONCLUSION 

Combining MBE, in situ patterning and electrical mea- 
surements provide a powerful approach for studying metal/ 
semiconductor interfaces and determining interlayer proper- 

1.2 10° 

Regrown thickness2 (Ä2 

FIG. 9. Dependence of Schottky barrier height discrepancy (8<l>h„) on the 

square of the interlayer thickness (r). The dots are data points obtained 
from in situ electrical measurements and the line is linear curve fit to Eq. 

(16), indicating a p-type interlayer with ~3X lO'V cm3 doping and 
&^,n=0.005V. 

ties. C- V and /- V measurements showed that the Ni/GaAs 
Schottky barrier height increased after NivGaAs formation 
[reaction (1)], then decreased during GaAs regrowth and 
NiAs formation [reaction (2)]. Doping depth profiles showed 
that the metal/semiconductor interface moved in after reac- 
tion (1) then retreated after reaction (2), confirming the re- 
growth of GaAs. The GaAs regrowth rate obtained from the 
doping depth profiles is in excellent agreement with previous 
RBS results indicating As4 arrival rate limited mechanism 
during the initial regrowth stage. The discrepancy of 
Schottky barrier height measured from C- V and /- V mea- 
surements with regrowth layer thickness is consistent with 
the regrown GaAs being p type with a doping density of 
~3Xl0l5/cm3. 
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Photoemission spectromicroscopy is employed to investigate the inhomogeneities of surface 
electronic structures of epitaxial lateral overgrowth GaN material. The image, acquired on a clean 
surface, shows the surface morphology and agrees with the atomic force microscopy image. The 
dominant contrast mechanism is attributed to the angular dependence of the quantum yield for 
regions at different angles. Energy distribution curves localized to a submicron region for the Ga 3d 
core level demonstrate that growth-front areas have different Fermi level pinning behavior 
compared with window areas and overgrowth regions. The sample exposed to atomic hydrogen 
shows the same Fermi level position for all areas of the surface. Photoemission spectromicroscopy 
reveals island formation when about 10 monolayers of Mg is deposited on the surface. © 7999 
American Vacuum Society. [S0734-211X(99)04404-2] 

I. INTRODUCTION 

Wide-band-gap III-V nitrides have attracted much atten- 
tion because of their scientific significance and for their po- 
tential for many practical applications.1 Among them, gal- 
lium nitride (GaN) is the most interesting material because of 
its suitable direct band gap of 3.4 eV at room temperature, 
notable chemical inertness, and great physical hardness. 
These attractive properties make it ideal for fabricating elec- 
tronic and electro-optic devices. Considerable effort is under- 
way to develop high power electronics. The optical applica- 
tions include devices operated near the short wavelength end 
of the visible range [i.e., blue and ultraviolet light emitting 
diodes (LEDs), detectors, and laser devices].2'3 However, the 
development of III-V nitride materials and devices has suf- 
fered from the lack of availability of low-dislocation-density, 
lattice-matched native nitride substrates for device synthesis 
using metalorganic vapor phase epitaxy (MOVPE) and mo- 
lecular beam epitaxy (MBE) methods. As a consequence, 
growth of GaN on mismatched substrates such as sapphire or 
SiC produces a columnar-like material consisting of many 
small hexagonal-like grains.4 When the latter materials are 
prepared by MOVPE they show high dislocation densities of 
109-1010 per cm2. Recently, there have been demonstrations 
of defect reduction in the growth of GaN layers on sapphire 
and SiC using an epitaxial lateral overgrowth (ELO) 
technique.5 The technique uses GaN/sapphire (or SiC) layers 
patterned with Si02 as a substrate, which produces stripes 
(~10 fim wide) of GaN and a remarkable reduction in the 
dislocation density to about 104 per cm2 or less. Laser diodes 

"'Electronic mail: uphgl@gemini.oscs.montana.edu 

with very long continuous wave (cw) lifetimes have been 
fabricated from these ELO GaN materials.6 

In this work, the synchrotron-radiation-based photoemis- 
sion spectromicroscopy technique is employed to study the 
inhomogeneities of the surface electronic structure of 
MOVPE-grown ELO GaN materials. Photoemission spectro- 
microscopy is a combination of classic photoemission tech- 
niques and microscopy. The key point in the method is to 
reduce the size of the light spot on the sample to submicron 
size while keeping enough photon flux to obtain a good 
signal-to-noise ratio. In the past several years this technique 
has been highly developed at high-brightness third- 
generation synchrotron radiation sources. These experiments 
used the MAXIMUM microscope in the Advanced Light 
Source (ALS) in Berkeley.7 The technique is capable of ac- 
quiring chemical and electronic information from a tiny local 
area so that all investigation of inhomogeneities of sample 
surfaces can be performed. The measured size of the beam 
spot is 0.1 /um. Due to a patterned substrate, ELO-grown 
GaN materials have three different areas, i.e., the window 
areas between masks (homoepitaxial growth), the areas over 
the Si02 stripes (lateral overgrowth) and the boundary re- 
gions where the growth fronts meet and coalesce. The GaN 
does not wet the Si02 film. To characterize these materials, 
photoemission spectromicroscopy with /mi or sub-/tim spa- 
tial resolution is a suitable technique for mapping these sur- 
faces to obtain their electronic structures. In this article, the 
experiments have been done on clean surfaces, surfaces ex- 
posed to atomic hydrogen, and surfaces covered by about 10 
monolayers (ML) of Mg. This article is organized as follows: 
In Sec. II are details of the experiment. In Sec. Ill we de- 
scribe the results and their interpretations. The conclusions 
are given in Sec. IV. 
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FIG. 1. Schematic layout of the MAXIMUM photoemission microscope and Beamline 12 at the ALS. 

II. EXPERIMENTAL DETAILS 

The ELO GaN films used in the experiments were grown 
on the basal plane of sapphire by MOVPE at North Carolina 
State University. The first step was to grow a conventional 
low-temperature (-500 °C) buffer layer of GaN on (0001) 
sapphire followed by the deposition of 1-2 /mm of GaN at 
high temperature (—1050 °C). The GaN film contained the 
typical —109—1010 dislocations per cm2. The next step was 
to make the Si02 pattern by covering the entire wafer with 
— 100 nm of Si02. Then the window stripes in Si02 were 
obtained by the conventional photolithography method 
where etching of the Si02 exposes parallel stripes to clean 
GaN separated by stripes of Si02. These stripes were ori- 
ented along a {1100} GaN crystal direction. Because of the 
30° rotation of the GaN epitaxy on basal-plane sapphire, the 
GaN stripe length corresponds to the direction of a line 
drawn from the center of the sapphire wafer that is perpen- 
dicular to the {1120} sapphire flat. The window and Si02 

stripe widths are 3 and 15 fim, respectively. The resultant 
substrate was used for final growth of a film of about 7 /mm. 
Homoepitaxy occurs in the window areas with vertical 
growth. When the slots are filled the film also grows later- 
ally. 

The surface morphology of ELO GaN films was charac- 
terized by the atomic force microscopy (AFM) technique. 
The AFM image was taken in contact mode with a TopoMe- 
trix Explore spectroscopic phase modulated scanning probe 
microscopy (SPM) system. 

The photoemission spectromicroscopy investigations 
were conducted with MAXIMUM on the undulator Beam- 
line 12 at ALS, Berkeley.8 Figure 1 is a schematic layout of 
the MAXIMUM microscope. The monochromatic beam is 

focused onto a 2 /mm pinhole, which is demagnified with a 
Schwarzchild lens. The 2 /im pinhole gives a sample surface 
spot size of 0.1 /mm. To obtain high reflectivity the surfaces 
are coated with a multilayer film designed for hv = 130 eV. 
The band pass is quite narrow, so the photon energy is not 
tunable. Scanning of the sample surface to obtain an image is 
realized by rastering the sample in a plane (X-Y) perpendicu- 
lar to the beam. Photoelectrons are detected by a cylindrical 
mirror analyzer (CM A). The symmetry axis of the CM A is in 
the plane defined by the sample surface. The polar angle, 6, 
of the emitted electrons varies from 60° to 90°. The sample 
is oriented so that the CMA "looks" across the stripes re- 
sulting in images of the groove with some asymmetry. Data 
are collected in two modes: (a) the scanning mode where 
two-dimensional (2D) image is acquired by measuring the 
photoelectrons at a given kinetic energy, and (b) the micro- 
probe mode where an energy distribution curve (EDC) is 
acquired at the position of interest. Independent tests show 
that the beam spot is 0.1 /urn. 

The samples were cleaned by heating them in an ultrahigh 
vacuum (UHV) chamber with a recipe used in other studies.9 

The samples were exposed to atomic hydrogen with a typical 
hot W filament near the sample surface. Magnesium was 
evaporated from a Ta boat.9 

III. RESULTS 

A. Clean surface 

The AFM image of the ELO GaN surface (sample M287) 
is depicted in the 100X100 /mm2 image of Fig. 2(a). The 
lateral growth fronts meet and leave grooves as clearly seen 
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FIG. 2. (a) AFM image of a 100X100 ^m2 area of the ELO GaN surface 
(sample M287). The bright areas represent the flat growth stripes and the 
dark areas are the fronts where the growth stripes meet, (b) Line profile 
obtained from the above image at the position marked by the horizontal line 
across the image, (c) Schematic drawing of the structure of the ELO GaN 
material. 

in the image (dark stripes). The growth fronts have a partial 
coalescence. Figure 2(b) shows a line profile made across the 
sample at the location indicated by the horizontal line. Figure 
2(c) shows a sketch of the cross section of the ELO GaN. 
The (0001) surfaces of the GaN stripes are very flat but differ 
in height from each other. The front-meeting grooves are 4 
fim wide and about 4.3 fim deep. The angle between the 
walls of the fronts that meet and the sample's surface [i.e., 
the (0001) face] in the line profile is about 65°, which sug- 
gests that it is the {1101} plane. The AFM tip used_in this 
measurement is 20°. The growth side wall is {1120} and 
depends on the growth conditions (the III-V ratio). Thejn- 
clined walls at the growth-front areas is either in the {1122} 
or the {1101} facet, which is 50° or 62°, respectively, to the 
sample's surface. The measured face is attributed to the 
latter. 

The scanning-mode measurement of the photoemission 
signal with the spectromicroscope is used to obtain an over- 
view of the above sample. Figure 3(a) is the image and Fig. 
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FIG. 3. (a) Photoemission spectromicroscopy image of a I00X 100 /im1 area 
of the ELO GaN surface (sample M287) formed by the signal at the peak of 
the Ga 3d core-level emission at a kinetic energy of 104.6 eV. In the 2D 
map, the bright areas represent growth stripes and the dark areas represent 
the stripes where the growth fronts meet. The CMA detects the electron 
emission directed to the left, (b) Line profile obtained from the above image 
at the position of the straight line across the image. 

3(b) the line profile. The 100X100 /am2 image is acquired 
with a step size of 1 /urn by recording the signal from Ga 3d 
core-level emission peak at a kinetic energy of 104.6 eV. In 
the image, bright areas correspond to stripes of GaN and 
dark areas are stripes due to the front-meeting grooves. The 
photoemission signal (PESS) line profile shows the same 
general features as the AFM results shown in Fig. 2. The 
PESS has a slightly wider "V" groove than that in the AFM 
micrograph; they are about 4.2 and 3.6 fim, respectively. 

The contrast mechanism producing the spectromicroscopy 
image is largely due to the angular dependence of the yield 
and the different orientations of the plateau areas and the 
valley areas. So the CMA analyzer "looks" at plateau and 
valley areas from different angles. The photoemission inten- 
sity falls off as the horizon is approached and is nominally 
proportional to cos20 where 6 is the photoelectrons' takeoff 
angle. Thus, the CMA will measure different emission inten- 
sity from surfaces at different angles. Other contrast mecha- 
nisms can be the inhomogeneity of the chemical environ- 
ment, the electronic structures, etc. In addition to these 
properties that modulate the emission signal strength, they 
may also cause kinetic energy shifts that can be monitored. 

For better understanding of inhomogeneities of the sam- 
ple's surface electronic structure, high-spatial-resolution im- 
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ages are acquired. Then, based on this image, localized 
EDCs of the Ga 3d core-level emission are obtained by the 
microprobe mode from different locations on the surface. 
Figure 4(a) shows a 30X30 /mi2 image with a step size of 
0.3 /urn made with the Ga 3d peak emission at an electron 
kinetic energy of 104.6 eV. Figure 4(b) is a line profile 
across the sample surface at the position marked by the ar- 
row where the CMA electron detector is on the left side. The 
PESS is shown by a gray scale and one can note that the 
average intensity decreases as the ALS storage ring's stored 
current decreases, i.e., the scan is from right to left. The 
curvature in the image is due to drift in the microscope. 
Localized EDCs for the Ga 3d core level are obtained from 
the sample at positions labeled (a), (b), and (c) in the image 
with about a 0.1 fim spot size located at the front-meeting 
area, lateral overgrowth area, and vertical-growth window 
area, respectively. The spectra are shown in Fig. 4(c) where 
the three EDCs are normalized to the same peak intensity. 
The difference curve "(c)-(b)" is a flat featureless line, 
which demonstrates the uniformity in surface electronic 
structures for the vertical-growth window areas and the lat- 
eral overgrowth areas. However, curve (a), which is from a 
front-meeting area shows a shift of 0.15 eV. However, the 
difference curve "(b)-(a)" is also flat after curves (a) and (b) 
are lined up. These observations suggest no line shape 
changes and the shift is attributed to a change in the surface 
Fermi level position. The surface Fermi level pinning posi- 
tion for the GaN stripes (including the window and over- 
growth areas) is about 0.15 eV lower than that for the region 
where the growth fronts meet. 

Photoemission data from another sample (M273) are 
shown in Fig. 5, which has narrower growth-front grooves. 
The former sample is used for atomic H adsorption and the 
latter for Mg adsorption experiments. The Ga 3d EDC set 
shows the same Fermi level pinning behavior for the front- 
meeting regions versus the flat stripes. The only difference is 
that the front-meeting grooves are about 2 fim wide. Note 
that the flat region near the groove, particularly the right 
side, has a slightly larger PESS (the white stripe). There is no 
present explanation for this unless the film "pushes" up a bit 
next to the coalescence line. 

B. Atomic hydrogen adsorption 

The clean ELO GaN surface is exposed to atomic H by 
the use of a 2000 °C W filament very close (5 cm) to the 
sample surface. The molecular H2 dose was about 1000 lang- 
muir. Figure 6(a) illustrates the photoemission spectromi- 
croscopy formed from the peak emission of the Ga 3d level, 
where the image is 30X30 fim2 with a 0.5 /mi step size. The 
same Ga 3d peak position of kinetic energy, 104.6 eV, is 
used. Figure 6(b) depicts the line profile taken across the 
sample at the position marked by the arrow. The sample had 
to be moved to the preparation chamber for dosing, so the 
exact sample position is not reproducible. Furthermore, the 
sample stage in the microscope permits some variation of the 
angle between the light beam and the sample normal, which 
is the reason why the signal in Fig. 6(b) has a slope. Com- 
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FIG. 4. (a) Photoemission spectromicroscopy image of a 30X30 fim2 area of 
the ELO GaN surface (sample M287) formed by the signal at the peak 
position of the Ga 3d core-level emission at a kinetic energy of 104.6 eV. 
(b) Line profile obtained from the above image at the position marked by the 
arrow, (c) Ga 3d core-level EDCs collected by the microprobe mode with a 
0.1 fim beam spot at positions (a), (b), and (c) shown in the image. The 
curve "(b)-(c)" is the difference between curves (b) and (c), where one is 
from vertical growth in the window and the other is from the lateral over- 
growth area, respectively. The curve "(b)-(a)" is the difference between 
curves (b) and (a), which is from a front-meeting region after they are 
shifted to line up. 
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FIG. 5. Scanning mode image (a) with line profile (b) and microprobe Ga 3d 
EDCs (c) obtained from sample M273. The results are basically the same as 
those in Figs. 3 and 4 (sample M287) except for the width of the front- 
meeting stripes which are 2 fim according to the AFM data. 

pared with the image and line profile from the clean surface 
in Fig. 4, the atomic hydrogen exposure causes dramatic 
changes for the ELO GaN surface. On clean surfaces, the 
window and overgrowth areas have uniform intensity, and 
the front-meeting signal looks like a V-shaped groove, which 
is analogous to the AFM "true" morphology. The ratio of 
the photoemission signal for the uniform area to the center of 
the front-meeting minimum is about 3/2. On the H-exposed 

100 102 104 106 108 
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FIG. 6. (a) Photoemission spectromicroscopy image of a 30X30 /urn2 area of 
the ELO GaN surface (sample M287) exposed to atomic hydrogen. It is 
acquired by collecting the photoelectron signal from the peak of the Ga 3d 
core-level emission at a kinetic energy of 104.6 eV. (b) Line profile obtained 
from the above image at the position marked by the arrow. The weakest 
emission (darkest) stripe is attributed to the bottom of the "V" in the 
front-meeting region, (c) Microprobe Ga 3d EDCs collected at the position 
noted by (a)-(g) in the image. All the EDCs are essentially equivalent. 

surfaces, the window and overgrowth areas are still rather 
uniform, but the front-meeting region has a "W" shape. The 
darkest lines in the image are attributed to the darkest line in 
the image of the clean surface. The CMA is collecting pho- 
toelectrons going to the "left." The ratio of the signal be- 
tween the "groove" and the uniform region appears to be 
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close to 1. The photoemission image of the growth-front re- 
gion has a width of about 6.5 fim. The H appears to increase 
the emission signal at the groove centers, which face the 
CMA detector. An interpretation of this is not straightfor- 
ward, but we suggest that H at the corner portions of the 
growth-front area increases the emission normal to the emit- 
ting surface which is off normal towards the groove with 
respect to the overall surface normal. This would increase the 
emission at the right corner and decrease it at the left corner, 
as observed in the data. If the comer has a weaker slope 
angle than the groove side wall, one could say that the H 
peaks the emission in the forward direction and the detec- 
tor's orientation is such that we see a bigger signal on one 
side and a smaller one on the other. Another mechanism 
could be different H adsorption properties for the different 
crystalline surface and it would not be expected that one side 
wall would be different from the other side wall. 

A set of localized Ga 3d EDC data was taken on a line 
with a uniform distribution of positions, as shown by the 
letters in the image shown in Fig. 6(c). Some are from the 
flat region and some are from the groove. The spectra are 
essentially all the same shape and at the same energy posi- 
tion, as shown in Fig. 6(c). The peaks are at a kinetic energy 
of 104.45 eV, which is the same position as the Ga 3d peak 
from the front-meeting regions for the clean surfaces. The H 
adsorption shifted peaks from the vertical and lateral growth 
areas from 104.6 to 104.45 eV (i.e., 0.15 eV). The uniform 
Fermi level is a bit of a surprise. 

C. Magnesium films 

Magnesium was vapor deposited onto a clean ELO GaN 
surface. About 10 ML on sample M273 gives an image that 
is quite similar to the one observed for the clean surface; see 
Figs. 7(a) and 5(a), respectively. As is seen in the line scan 
of Fig. 7(b) the signal strength ratio for the flat region versus 
the groove is about 3/2, the value for the clean surface. The 
result is quite different from the behavior for atomic H ex- 
posures. Figure 7(c) shows localized EDCs for the Ga 3d 
level from the Mg-covered ELO GaN surface taken by the 
microprobe mode. The curves from points located at posi- 
tions labeled (a)-(f) show different line shapes and kinetic 
energy positions. The differences show no obvious relation- 
ship with the sample's structure. The differences are attrib- 
uted to the inhomogeneities in the Mg overlayer thickness on 
the ELO GaN material. Based on the previous data we have 
measured for Mg/GaN contacts9 (done on conventional GaN 
samples). We found that Mg grows on the GaN surface by 
Stranski-Krastanov (SK) mode with one or two layers for 
wetting layer followed by island growth. The EDCs for po- 
sitions (a) and (e) should be viewed differently than those for 
other positions since the absorption on crystalline faces in 
the groove can be different. Notice that the groove images 
are not uniform, which is again attributed to Mg island for- 
mation. If it is also the case for this ELO GaN material, then 
the photoemission spectromicroscope can "see" either is- 
land areas or the between-island areas. These two areas have 
different Mg coverages and this causes the differences in Ga 
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FIG. 7. (a) Photoemission spectromicroscopy image of a 50X15 pm2 area of 
the ELO GaN surface (sample M287) with a 10 ML equivalent Mg deposi- 
tion, (b) Line profile obtained from the above image at the position marked 
by the arrow, (c) Microprobe Ga 3d EDCs collected at the positions from 
(a)-(f) noted in the image. All the curves have different energy positions 
that have no apparent relationship to the growth stripes on the film. 

3d core-level emission lines. The island areas have a thicker 
Mg film so Mg-induced band bending can be larger and the 
Mg/GaN reaction can be more prevalent. As a result, the Ga 
3d core level peak shifts to the higher kinetic energy side. 
For the same reason, if the probe beam spot is on the areas 
between islands, which have less Mg coverage compared 
with the islands, the Ga 3d core level will show a smaller 
energy shift. The small shoulder on the right-hand side of the 
main peak is attributed to metallic Ga atoms. It forms due to 
the reaction between GaN and Mg, where Mg atoms replace 
Ga atoms. The intensity of this shoulder also shows some 
weak variations in the EDCs from different positions. 

IV. CONCLUSIONS 

Photoemission spectromicroscopy has been employed to 
investigate the inhomogeneities of the surface electronic 
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structure of ELO GaN films. The PESS image acquired by 
the scanning mode on the clean surface shows a surface mor- 
phology which is similar to that of the AMF image. The 
contrast mechanism is attributed to the angular dependence 
of the photoemission yield. While Mg deposition has little 
effect on the mechanism, atomic H adsorption modifies it. 
Contrast changes due to the presence of adatoms appear to be 
quite weak. The relative orientation of the grooves and the 
CMA shows some differences in the groove areas. Nomi- 
nally the emission is greater when the groove face is oriented 
towards the CMA. Localized EDCs for Ga 3d core-level 
emission taken with the microprobe mode show morphologi- 
cal differences. On the clean surface, the Fermi level pinning 
position for the front-meeting regions shifts 150 meV com- 
pared with the window areas and overgrowth areas. How- 
ever, the position dependent EDCs showed no difference for 
vertical growth from the windows and the lateral growth ar- 
eas. 

Hydrogen adsorption induced changes in the image and 
the EDCs energy position. The front-meeting area showed an 
increased signal strength for the corner facing the CMA and 
a decrease of emission from the corner on the other side. 
This is attributed to H changing the emission direction more 
toward the local-face normal. Effects due to crystalline face 
orientation or defect densities, if they exist, were not strong 
enough to be observed. All the EDCs for the hydrogenated 

surface have the same energy position, which is the one mea- 
sured from the grooves on the clean surface. 

The Mg-covered sample has an image quite similar to the 
clean case, indicating that the crystal orientation effects are 
weak. The energy dependence of the Ga or Mg EDC peak 
positions varies a good bit, but with no correlation to the 
GaN film's striped character. The variation is attributed to 
island formation in the SK growth mode. 
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mechanical properties associated with the 
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exposure to various environments. 
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